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Abstract
Assessing general aviation operations has become
critical for improving the safety of airspace sys-
tems worldwide. Yet, machine learning research
in the domain is nearly nonexistent due to the ex-
tremely limited amount of publicly available flight
data. To encourage research in airspace safety and
general aviation as a whole, we release GATS, a
dataset comprising more than 7,000 flights anony-
mously sampled with permission from the pri-
vately held US National General Aviation Flight
Information Database (NGAFID), corresponding
to 10,641 total hours of data recordings. This
dataset sets itself apart from previous works with
its inclusion of 2 new aircraft types and 76 dif-
ferent flight data sensor parameters, including
navigational information and aircraft orientation.
We benchmark this dataset on 2 aviation-domain
tasks. The first is aircraft classification, a proof-
of-concept problem to establish that advanced ma-
chine learning methods can be applied effectively
on time-series flight data. The second is miss-
ing data reconstruction, a more rigorous safety-
critical task necessary in real-world environments
where sensors can fail and information must be
restored for flight analysis purposes. We achieved
near-perfect accuracy on the aircraft classification
task, but failed to generate meaningful reconstruc-
tions on the missing data task. The poor perfor-
mance on the second task with the chosen models
indicates the opportunity for future research into
better techniques for understanding and improv-
ing flight safety using this dataset. 1

1. Introduction
General aviation safety remains a critical concern as the
National Airspace System (NAS) continues to grow in size
and complexity. Between 2002 and 2022, the United States
recorded 1,205 general aviation accidents, of which 214
were fatal (National Transportation Safety Board, 2024).

1Huggingface Dataset (Anonymous Author Version Link):
https://huggingface.co/datasets/NGAFID2025ICML/NGAFID-
LOCI-GATS-Anonymous

These accidents result from a complex interaction of factors
such as pilot error, mechanical failures, adverse weather,
and aging aircraft. Improving safety in this domain requires
more than basic sensor flags and post-flight debriefings. It
calls for data-driven methods that can learn from extensive
flight data and anticipate risks before they materialize.

Beyond accident prevention, modern machine learning has
the potential to transform aviation more broadly. Detailed
flight representations can enable predictive modeling for
enhanced warnings during flights, detailed and tailored an-
alytics for post-flight debriefing, custom and automated
planning for air traffic control, and general improvement in
the efficiency and safety of aviation operations.

However, there is a substantial lack of publicly available data
sources for general aviation. Most flight data is collected
by manufacturers, governments, or flight schools and is
typically unavailable because it is proprietary or subject
to pilot privacy concerns. For educational training flights,
federal regulations such as the Family Educational Rights
and Privacy Act (FERPA, 20 U.S.C. 1232g) requires that
the identification information (e.g., operator name, location
and aircraft tail number) is anonymized before any student-
related data can be shared. This legal constraint, while
essential for protecting privacy, further limits the availability
of open datasets. The data that is available tends to be task
or aircraft-specific, limiting generalizability. This scarcity
has inhibited the development of machine learning for the
domain.

To address this data shortage problem, we introduce GATS,
an anonymous, FERPA-compliant General Aviation Time-
Series dataset of 10,641 flight hours from 7,679 student
pilot training flights across 97 propeller-driven aircraft on
3 different airframe types. Each flight in GATS includes
various features that describe key aspects such as engine
performance, aircraft orientation, environmental conditions,
navigation information, and flight instrument readings. To-
gether, these categories provide a holistic view of each flight
and enable more precise analysis of aircraft behavior and
conditions that lead to incidents.

In our study, we provide 2 aviation-relevant benchmark tasks
that help establish the validity and complexity of this dataset:
aircraft classification and missing data reconstruction. Each
task serves a different purpose. Aircraft classification is
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to help the audience understand how machine learning is
applied on aviation data. Missing data reconstruction is a
critical task that addresses sensor failures, which is a real-
world condition that can negatively affect an aircraft’s flight
and accident analysis.

These experiments evaluated both self-supervised learning
(SSL) and supervised learning techniques. The SSL models
employed masked autoencoders and contrastive learning,
both of which are well-suited to learning robust feature
representations of a flight that can be used in flight analysis
and other downstream tasks that do not pertain to specific
labels. The supervised model utilized a deep neural network
architecture (Yang et al., 2022; Xiao et al., 2020), which is
effective for task-specific applications when labeled data are
available. Together, these approaches offer a comprehensive
assessment of how the dataset can be applied across different
machine learning paradigms.

Our contributions can be summarized accordingly:

• We introduce GATS, a novel general aviation dataset
consisting of thousands of hours of flight data across 3
aircraft platforms.

• We provide an anonymized, FERPA-compliant dataset
in both raw and preprocessed versions, with docu-
mentation and implementation details to ensure inter-
pretability and reproducibility.

• We build 2 SSL models based on contrastive learning
and masked autoencoder techniques.

• We evaluate the dataset on 2 domain-relevant tasks us-
ing both the constructed SSL models and pre-existing
supervised learning frameworks.

This dataset addresses the shortage of public data in the
aviation domain, encouraging advancement in the aviation
field and enabling a new domain to evaluate cutting-edge
machine learning techniques on time-series data.

2. Related Works
2.1. National General Aviation Flight Information

Database (NGAFID)

The NGAFID (LaBella et al., 2022) is a FAA-funded project
where any aviator can upload and analyze their own flight
data. Figure ?? shows how users can interact with the inter-
face to visualize and inspect their own flights.

Previous works with NGAFID data mainly focus on identi-
fying anomalous flight and aircraft performance conditions,
as well as tasks like phase of flight and approach type classi-
fication. (LaBella et al., 2022) implemented a novel method
for identifying dangerous flight conditions, such as Loss of

Control In-Flight (LOC-I) (Balogh, 2017) and aerodynamic
stalls (Administration, 2009). Using subject matter expert
validation and a controlled test flight, this work showed
that it was possible to calculate probabilistic metrics indica-
tive of the risk that a flight will experience one of these
dangerous conditions at any given timestep.

(Yang et al., 2022) leveraged mining aircraft logbook
records (Akhbardeh et al., 2021) to create training data
for aircraft predictive maintenance, namely the Cessna 172S
airframe. This work utilized a convolutional multi-headed
self-attention model (ConvMHSA) (Xiao et al., 2020) to
output the probability that a flight occurred before or af-
ter maintenance. This work also produced an associated
dataset (Yang & Desell, 2022) with 28 sensor parameters,
unlike GATS, which contains 76 parameters. Moreover,
this dataset only contains flight data from one aircraft type
(the Cessna 172S), unlike GATS, which contains 3 differ-
ent aircraft types, including the PA-28-181 and PA-44-180.
Additionally, this dataset contains only aircraft engine pa-
rameters, which do not allow for the analysis of flight safety
with regard to pilot inputs.

There have also been works that utilize NGAFID data for
phase of flight and approach type identification. (Karboviak
et al., 2018) developed a method to classify the type and
quality of the approach of a flight in the NGAFID. (Lyu
et al., 2024) utilized minimally-supervised learning and self-
organized maps (MS-SOMs)(Kohonen, 1990) to predict the
phase of flight with limited labeled data. Work by (Clachar,
2015) looked into using supervised and unsupervised ap-
proaches for finding atypical flight patterns in NGAFID
data, i.e. anomaly detection.

2.2. Time-Series Data Problems

Classification Time-series classification (Ismail Fawaz
et al., 2019) is niche in the machine learning community,
especially when compared to the vast amount of literature
on vision and language tasks. Current deep learning ap-
proaches include LSTM-RNNs (Karim et al., 2017; Kong
et al., 2025), CNNs (Wang et al., 2017; Ismail Fawaz et al.,
2020), and convolutional transformers (Yang et al., 2022).
Many time-series classification tasks come from the medi-
cal community (Huang et al., 2024), for tasks such as ECG
data classification (Gupta et al., 2024; Sakib et al., 2023).
Another common example of time-series data found in the
literature is related to stock market data, such as stock price
classification (Kumari et al., 2024), risk analysis (Petchpol
& Boongasame, 2025), and trading behavior analysis (Kong
et al., 2020).

Forecasting Time-series forecasting (Lim & Zohren,
2021) has been a popular task for many applications, such
as coal power plant parameter prediction (Lyu et al., 2021),
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air quality forecasting (Anggraini et al., 2024), and weather
dynamics (Zhang et al., 2024). Forecasting has the potential
to be applied to NGAFID for tasks such as engine perfor-
mance indicators, weather metrics (such as wind speeds),
and pilot input readings. Such tasks have been accomplished
before with evolutionary neural networks using NGAFID
Cessna 172S engine data (Desell et al., 2014; 2020; ElSaid
et al., 2021), including methods to increase explainability
(Murphy et al., 2024).

Regression Regression tasks, such as missing column re-
construction, can be a very useful task for many downstream
applications where missing and/or noisy sensor readings oc-
cur frequently. Past works have utilized electrical signals
to reconstruct data for arc-fault detection (Jiang & Zheng,
2023), remote sensing (Zhou et al., 2023), and molecular
biology (Laporte et al., 2024). Parameter regression has the
potential to be used in NGAFID data because many param-
eters have missing readings. Other potential applications
could include regressing parameters that are not recorded
by the aircraft’s flight data recorder, such as flap settings or
rudder inputs.

Anomaly Detection Previous works have looked at trans-
former models with data from the physical sciences (Xu
et al., 2021), graph-attention networks (Zhao et al., 2020),
as well as autoencoders and RNN-based models (Deliba-
soglu & Heintz, 2024). Anomaly detection could be a useful
tool for NGAFID data as it can identify potentially unsafe
flying patterns that are not already found by classification
or forecasting models.

While there are many existing tasks that utilize time-series
data for classification, forecasting, regression, and anomaly
detection, the NGAFID data stands out because it is subject
to the external physical environment, as well as human
inputs and mechanical processes. There exist very few other
datasets that are dependent on these factors, making the
NGAFID data unique.

3. A Novel General Aviation Dataset
GATS was extracted directly from the NGAFID, particu-
larly for two US flight schools over a two-month period and
consists of 10,641 flight hours from 7,679 flights spanning
3 airframe types. Only NGAFID developers and administra-
tors are able to access all of its data, as individual users can
only see their own data. In cooperation with the NGAFID
and its stakeholders, we obtained permission to organize
a subset of the NGAFID’s data, with operator-identifying
attributes removed for privacy.

The NGAFID’s main feature, event detection, provides a set
of 20 dangerous event definitions. The occurrences of these
events are logged on a per flight basis.

3.1. Data Collection Methodology

The data collected for this work mostly consists of student
pilot training and evaluation flights. Due to FERPA, any
identifying information such as operator name, location
and/or tail number is anonymized. Additionally, this data
was pulled directly from the NGAFID resulting in extra
columns, such as Stall Index and Density Ratio,
which are calculated based on raw sensor readings. These
extra columns are used by the LOC-I and Stall Index event
calculations (LaBella et al., 2022; Balogh, 2017) to derive
probabilistic metrics that indicate the likelihood that the
event will occur.

3.2. Dataset Statistics and Analysis

Aircraft Types As shown in Appendix B.2, this dataset
is comprised of three aircraft types: Cessna 172S, PA-28-
181, and PA-44-180, depicted in Appendix B.1. While the
Cessna 172S is high wing, both PA-28-181 and PA-44-180
are low wing. Additionally, Cessna 172S and PA-28-181
have a single engine while PA-44-180 has two. Eleven of
the columns in the raw column set correspond to the PA-44-
180’s second engine.

Potentially Dangerous In-Flight Events The LOC-I
events in this dataset correspond to special incidents within
a flight. Our dataset comprises 8,802 events occurrences of
the 20 event types listed in Appendix G.1. Additionally, Ap-
pendix G.4 shows the distribution of the number of events
per flight. Of the 7,679 flights, only 2,616 experience one
or more events and only 1,525 experience two or more.

Appendix G.6 shows the most prevalent event types across
the dataset. The foremost being Low Airspeed on Climbout,
which occurs in just over 1,250 of the 2,616 eventful flights.
This event describes aircraft takeoffs with unexpectedly low
airspeed. Another frequent event is High Altitude Stalls,
which describe the occurrence of an aircraft stall above
a threshold altitude. These occur in around 1,100 flights.
Overall, these events are more likely to occur in GATS due
to the dataset comprising of only training flights. Specifi-
cally, in training, student pilots practice many techniques
including High Altitude Stalls, thus leading to higher fre-
quency counts. The remaining event types are half as com-
mon, occurring in 500 flights or less.

Appendix G.5 examines the number of occurrences of high
altitude stall events in flights. Unlike most other events
which occur at most 6 times throughout a flight, high altitude
stalls can occur at most 47 times.

Flight lengths The flights in the dataset have a variety of du-
rations, ranging from 3 minutes to 9 hours. The distribution
of these flight lengths is pictured, in Figure 3.

NaN Values The columns in the dataset represent differ-
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ent sensors on the aircraft and their readings. These may
contain NaN values because of sensor failures at certain
timesteps, or from missing data fields for specific aircraft
types. Overall, the dataset contains 2.49% percent NaN
values. These NaN values are concentrated in a subset of
the columns, as seen in Appendix H.

Flight Count per Column Because different aircraft are
equipped with different sensor configurations, the set of
recorded columns varies across flights and is not standard-
ized. The occurrences of columns by number of flights is
pictured in Appendix F.2.

3.3. Preprocessing

Because of the previously described aspects of the dataset,
we provide both a preprocessing script and preprocessed
version of the dataset. This allows for a set of flights with
uniform columns and length without any NaN values. A
more detailed preprocessing methodology can be found in
Appendix C.

3.4. Models and Benchmarks

To demonstrate the practical value and versatility of this
dataset, we establish two critical benchmark tasks in avia-
tion: airframe classification and masked column regression.
The first benchmark assesses whether the dataset supports
simple yet meaningful classification problems. Airframe
classification is divided into two subtasks—airframe type
classification, which identifies the specific aircraft platform
among three possible types, and airframe class classification,
which distinguishes between single-engine and multi-engine
aircraft. These tasks reflect core capabilities needed for air-
craft identification in real-world applications, such as main-
tenance scheduling, training simulations, and automated air
traffic control systems. The second benchmark, masked
column regression, focuses on reconstructing missing sen-
sor data—a frequent and high-stakes problem in aviation
where sensor failures can impair both post-flight analysis
and in-flight decision-making. Accurate reconstruction of
missing values supports flight understanding and enhances
the reliability of downstream safety systems. Details about
setup, models, and results can be found in Appendix D.

4. Limitations
This dataset provides a valuable interface for machine learn-
ing researchers to study general aviation flight data and
have a direct impact on flight safety analysis. However,
the dataset itself includes limitations that future users must
be aware of. The most prominent are the derived columns.
As stated in Section D.2, several feature columns in this
dataset are calculated from other feature columns. For in-
stance, simple angle of attack (AOASimple) is directly

calculated from columns such as pitch (pitch). Thus, ma-
chine learning models could shortcut learning the underlying
representation of the data and can instead learn the simple
correspondences. A full table of the correspondences can be
viewed in Appendix E. A second limitation of this data is
the large number of NaN values in the feature columns. Be-
cause this is real-world flight data, sensors may not always
be operational, and so we invite future researchers to use
their own preprocessing methods to fill these values in more
advanced or appropriate ways in their own works. Another
limitation of the dataset was that certain sensor fields are
inherently different between aircraft. Lastly, a limitation is
this was general aviation flight training data and not com-
mercial aviation data. This means that this dataset applies
to researchers studying general aviation problems, with the
caveat that this data applies more directly to student pilots,
rather than trained aviators.

5. Conclusions and Future Work
This paper addresses the lack of publicly available aviation
data by introducing GATS, a novel and expansive time-
series dataset of FERPA-compliant real-world flight record-
ings. We evaluate the data on two benchmark tasks, show-
casing that machine learning is a valid method for analyzing
this data, and providing an example task that would have a
direct impact on improving flight safety.

We identify the aircraft classification tasks to be a simple
problem, and the performances for both supervised and
self-supervised models tested were very high for aircraft
type classification, with accuracy divergence only happen-
ing in aircraft class classification. These results indicate
the compatibility of the GATS dataset in machine learning
frameworks. On the other hand, we observe that the missing
data reconstruction task is challenging for both the self-
supervised learning models tested, regardless of the training
parameters (varying mask lengths and ratios). While the
masked autoencoder method performed better than the con-
trastive technique, they both ultimately failed to accurately
restore the data. Thus, it remains unclear what the opti-
mal model solution is for this regression task, and future
research efforts should be made to solve this problem with
alternative architectures. A few potential methods that re-
searchers could experiment with include attention (Vaswani
et al., 2023), joint-embedding based architectures (Assran
et al., 2023; Bardes et al., 2024), and non-contrastive SSL
techniques (Oquab et al., 2024).

We encourage researchers to explore the GATS dataset as a
benchmark for developing and evaluating machine learning
methods on real-world, safety-critical time-series data. By
releasing both the dataset and accompanying code under
open terms, we hope to facilitate research at the intersection
of aviation and machine learning.
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A. Licensing
• The GATS dataset is licensed under CC-BY 4.0.

• The images of the aircraft types in Appendix B.1 are licensed as follows:

– Cessna 172S — public domain
– Piper PA-28 — CC-BY-SA 2.0
– Piper PA-44 — CC-BY-SA 3.0

• This paper is licensed under CC-BY-SA 4.0.

• The benchmark code is licensed under the MIT License.

B. Aircraft Types
B.1. Aircraft Type Photos

Figure 1. Airframe Types in Dataset (left to right): Cessna 172 Skyhawk, Piper PA-28 Cherokee, Piper PA-44 Seminole*. Cessna 172
and Piper PA-28 are both single engine aircrafts, while the Piper PA-44 is a multi-engine aircraft. *1957 Cessna 172 Skyhawk. Photo ©
Ahunt — Public domain(Ahunt, 2005). No changes made. Piper PA–28–180 Cherokee C (reg. G-AVRZ) at Northrepps. Photo © Mike
Burdett, licensed CC-BY-SA 2.0 (Burdett, 2021). No changes made. Piper PA–44 Seminole (LZ-FTO) over Bulgaria. Photo © KGG1951
— licensed CC-BY-SA 3.0 (KGG1951, 2010). No changes made.

B.2. Aircraft Types Table

Table 1. Aircraft Types

Aircraft Type Count

Cessna 172S 4481
PA-28-181 2214
PA-44-180 984

C. Preprocessing Methodology
To address the difference in flight lengths described in Section 3.2, we chose a fixed length of 9,995 rows (seconds). We
dropped flights that were less than 1,000 rows and greater than 9,995 rows. We then padded the remaining flights to 9,995
rows by filling in the padding to be the last occurring value for each column. Functionality to perform this for arbitrary
lengths and filling techniques are contained in the preprocessing utilities. We dropped the short flights (< 1, 000) because
the padding technique would make the flight mostly noise, or the flight itself never got off the ground (parking or taxiing).
We dropped the long flights (> 9, 995) because truncating the flight would remove the landing of the flight, effectively
disrupting the representation of the flight as a whole.

To address the presence of NaN values described in Section 3.2, we replaced these NaN values with the most recent occurring
value in the column. We also provide functionality for this and replacing with 0’s in the preprocessing utilities.
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To address the inconsistent feature sets described in Section 3.2, we picked a subset of columns that covered most of
the flights as indicated in Appendix F.2. This resulted in the column set as seen in Appendix F.1. We dropped all of the
flights that did not have this column set, and for the flights that did, we only selected those columns. This means that for
the multi-engine PA-44-180, any parameter to do with the second engine, such as engine 2 RPM (e2rpm), was dropped.
This effectively made the multi-engine aircraft resemble a single-engine aircraft, but maintaining certain multi-engine
performance capabilities according to the remaining data columns from the flight. For instance, fuel quantity level (fqtyl),
a column that persisted after dropping, in the multi-engine aircraft is much higher (> 45 gallons at peak) than compared to a
single-engine aircraft (≈ 27 gallons at peak). This limitation is one that can be improved upon with alternative preprocessing
schemes by future users of the dataset.

D. Models and Benchmarks
To evaluate performance on these benchmarks, we train three model architectures: a self-supervised contrastive learning
model, a self-supervised masked autoencoder, and a supervised ConvMHSA model. All models are trained on the same data
splits of 70% training, 15% validation, and 15% testing, following the preprocessing steps described in Section 3.3. For
the aircraft classification task, we use accuracy as the performance metric. In the missing data reconstruction task, we use
Mean Squared Error (MSE) and Mean Absolute Error (MAE). While these models serve as strong baselines, we invite the
research community to explore and benchmark alternative approaches using this dataset.

D.1. Model Descriptions

SSL Contrastive Architecture Contrastive representation learning is a self-supervised learning technique that aims to learn
representations by contrasting positive and negative pairs as data samples. The central idea in contrastive learning is to
maximize agreement between positive pairs which represent similar examples while minimizing agreement with negative
pairs which are distinct examples.

To adapt the contrastive learning to time-series data, we use an event-occurrence based scoring metric described in
Appendix K to generate positive and negative pairs. We assign positive pairs as the examples with the most similar scores,
and the negative pairs as all others.

Our contrastive learning architecture, built on top of SimCLR (Silva, 2020), uses ResNet-18 (He et al., 2015) as the backbone.
We append a two-layer projection head to this backbone. This is composed of a linear layer, a ReLU activation, and another
linear layer, which maps the high-dimensional latent embeddings to a lower-dimensional space for contrastive learning.

Our training process builds on the SimCLR framework introduced by Chen et al. (Chen et al., 2020), employing the NT-Xent
variant of the Noise Contrastive Estimation (NCE) loss to maximize similarity between positive pairs and minimize it
between negative pairs. We maintain a diverse pool of negative samples by leveraging large batch sizes. This ensures that
our learned representations are able to capture temporal and contextual patterns that are essential to general aviation data.

After training, we used guillotine regularization (Bordes et al., 2022) to ensure the model’s ability to generalize. Next, we ran
time-series flights through our trained model to extract embeddings. We normalized the embeddings using standard scaling
to ensure uniform feature contributions and then use dimensionality reduction using t-Distributed Stochastic Neighbor
Embedding (t-SNE) (Maaten & Hinton) to evaluate the quality of the representations and investigate their structure.

For further evaluation, we labeled the extracted embeddings with additional metadata, such as flight safety scores and
aircraft types, shown in Appendix L. This enabled clustering analysis to determine whether similar flights or types of aircraft
were grouped effectively in the representation space. We gathered visualizations using scatter plots, where our embeddings
were labeled using metadata attributes.

SSL Masked Autoencoder For the missing data reconstruction task, we first use a self-supervised masked autoencoder as
the baseline method. Masked autoencoders (Feichtenhofer et al., 2022) provide a strong baseline because they are trained to
minimize reconstruction error, enabling them to learn compact representations of temporal patterns and effectively capture
dependencies in time-series data like flight trajectories.

The masked autoencoder architecture consists of two primary components: an encoder and a decoder. The encoder is a
bidirectional LSTM (Hochreiter & Schmidhuber, 1997) that transforms the input features into a hidden representation. Due
to its bidirectional nature which processes the sequence in both forward and backward directions, the encoded output has
twice the dimensionality of the hidden layer. The decoder, also an LSTM layer, takes this encoded representation and maps
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it back to the original input dimension, aiming to reconstruct the unmasked, original input sequence. We considered using
other architectures such as transformers (Vaswani et al., 2023), but we believe that with the limited amount of data and high
computation cost of attention (9,995 time steps for each flight), our results would not be ideal.

During training, flight data is first normalized by computing the mean and standard deviation for each column to ensure
consistent scaling across samples. We modify the noise mask originally introduced by Zerveas et al. (Zerveas et al., 2020),
which randomly masks parts of the input according to a specified mask ratio. The masked input is fed into the model, while
the unmasked original sequence serves as the reconstruction target. The model is trained using MSE loss to measure the
difference between the reconstructed and original data, and optimized using the Adam algorithm over multiple epochs.

Supervised ConvMHSA The design choices for this supervised model are discussed in Section 2.1. This model serves
as a primary comparison tool to the self-supervised contrastive framework. We conduct two main tasks: airframe model
classification and airframe type classification. For airframe model classification, we train on the three airframe types included
in this dataset: Cessna 172, PA-44-180 and PA-28-181. For airframe class classification, we split these three aircraft into
two classes based on the number of engines they have. The Cessna 172 and PA-28 fall into the single-engine aircraft class,
while the sole occupant of the multi-engine class is the PA-44-180.

D.2. Benchmark Tasks

Aircraft Classification For the aircraft classification task, we first use the supervised ConvMHSA. We use the dataset’s
default test/train/val split, and train the model with the default preprocessed data where each flight is one training instance.

Table 2. Aircraft Classification Test Set Accuracy: These accuracy scores indicate that the pure supervised trained model is generally
better at classification tasks versus a contrastive SSL + supervised head. Further testing with alternative and larger models can be used to
understand why SSL is not performing well, but given the high accuracy of supervised models, it is clear that this task is easily solvable.

Task Accuracy
ConvMHSA Airframe Model Classification 99%
ConvMHSA Airframe Class Classification 100%
SimCLR Airframe Model Classification 82%
SimCLR Airframe Class Classification 30%

The supervised model was then compared against the contrastive learning self-supervised model. For the aircraft type
classification subproblem, a 1 layer 3-classification head was appended to the end of the frozen self-supervised trained
ResNet. The extended model was then trained and validated with the training and validation data in a supervised manner.
For the airframe class classifier, the same training, validation, and testing methodology as the airframe type classifier was
taken, with the inclusion of a binary linear classification layer rather than a linear 3-class head. After training both models,
they were each tested on the test set and achieved high accuracy in the airframe type classifier, with the supervised model
being near-perfect. They differed in the airframe class classification as the self-supervised model had very poor accuracy
compared to the supervised model, as seen in Table 2.

The most likely explanation for aircraft type classification achieving very high accuracy in both models is that the task is
too simple, and there are interdependencies among the feature columns and unique qualities in the dataset that allow large
neural networks to learn the distribution quickly. For instance, in the multi-engine aircraft, true airspeeds (TAS) can exceed
over 170 knots (≈195 mph), whereas the single-engine aircraft can only get up to about 120 knots (≈140 mph), due to the
performance capabilities of aircraft with more engines. Thus, if the model learns that speeds over a certain limit belong to
multi-engine aircraft, this becomes a shortcut for future unseen data.

A possible reason for why the aircraft class classification accuracy is much poorer for the self-supervised model is due to the
removal of any engine 2 parameters for the preprocessed dataset, as described in Section 3.3. After performing a t-SNE
visualization (Maaten & Hinton) for clustering the representations viewed from the ResNet backbone in Appendix L.2, it is
clear that the multi-engine PA-44-180 and the single-engine PA-28 are being clustered together. Thus, even if a supervised
learning head is appended to the self-supervised backbone, the model might not be able to separate between the PA-44-180
and PA-28-181, leading to inaccurate classification. Additionally, the pure supervised method might not suffer from this
vulnerability due to it having a different backbone architecture and having the labels from the very beginning of the training
rather than just a single layer at the end, such as the self-supervised method.
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Missing Data Reconstruction For the missing data reconstruction task, the masked autoencoder model was compared
against the contrastive learning self-supervised model. To orient the contrastive learning model to this task, we froze the
ResNet weights and appended a single layer regression head to the end of the model. This meant that the regression head
was the same output dimension as the input flight. During training, masked flights would be passed through the model and
the output would be compared with the unmasked flight using MSE to calculate loss. We also followed the same training
process for both self-supervised frameworks. We conducted experiments using six different combinations of masking ratio
and mean mask length to train each model, as seen in Appendix I.

During testing, the same performance metrics as the masked autoencoder would be determined on the contrastive model
with the test set: MAE and MSE. Both models were measured on normalized values to collect the evaluation metrics.
Additionally, we observed the inference results of a random mask with a masking ratio of 0.5 and a mean mask length of
60 was applied to all test data. The results, shown in Table 3, indicate that the autoencoder model had some success with
reconstructing the values, whereas the self-supervised model performed significantly worse.

As an example of the results, in Appendix M, we plot the original and reconstructed values for aircraft pitch across the
three different aircraft types for the masked autoencoder model. Pitch was chosen as it is a critical parameter for an aircraft
that directly impacts the safety of flight. As seen in these plots, the masked autoencoder is able to reconstruct some of the
missing values, but still does not completely restore the original data.

It is important to note that the data used to train and test the model contain columns that are derived from each other, as
seen in Appendix E. This is an issue because we could be masking a column that is dependent on another. Therefore, the
model could find a shortcut and learn the dependency, and thus reconstruct unmasked values trivially by applying such a
dependency. Nevertheless, the poor performance on this task indicates the potential for other models to be applied.

Table 3. Reconstruction Model Comparison: This table shows the MAE and MSE for the Masked Autoencoder and Contrastive +
Regression Head models. Clearly, the contrastive framework performs much worse than the autoencoder, indicating that our contrastive
setup may not provide a meaningful representation for downstream regression tasks.

Model MAE MSE
Masked Autoencoder 0.46 0.62
Contrastive + Regression Head 4.44 25.50

E. Aircraft Sensor Information

Column Definition Derived? Depends On
afcson Autopilot On/Off no N/A
altagl Altitude above ground level no N/A
altb Barometric altitude no N/A
altgps Altitude from GPS no N/A
altind Indicated altitude no N/A
altmsl Altitude above mean sea level no N/A
altmsllagdiff Change in altmsl between consecutive time

points
yes altmsl

amp1 Ammeter on the main battery (+ charging, -
discharging)

no N/A

amp2 Ammeter on the standby battery (+ charg-
ing, - discharging)

no N/A

aoasimple Simplified angle of attack yes Pitch, VSpd,
IAS, OAT,
BaroA

baroa Barometric altimeter no N/A
cas Calibrated airspeed no N/A
com1 Radio 1 frequency no N/A
com2 Radio 2 frequency no N/A
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coordinationindex Coordination index: measures yaw mis-
alignment from heading

yes Roll, IAS,
VSpd, OAT,
BaroA, HDG

crs Course no N/A
densityratio Ratio of actual air density to standard air

density
yes BaroA, OAT

e1cht1 Engine 1, cylinder 1 head temperature no N/A
e1cht2 Engine 1, cylinder 2 head temperature no N/A
e1cht3 Engine 1, cylinder 3 head temperature no N/A
e1cht4 Engine 1, cylinder 4 head temperature no N/A
e1chtdivergence Engine 1 cylinder head temperature diver-

gence
no N/A

e1egt1 Engine 1, cylinder 1 exhaust gas tempera-
ture

no N/A

e1egt2 Engine 1, cylinder 2 exhaust gas tempera-
ture

no N/A

e1egt3 Engine 1, cylinder 3 exhaust gas tempera-
ture

no N/A

e1egt4 Engine 1, cylinder 4 exhaust gas tempera-
ture

no N/A

e1egtdivergence Engine 1 exhaust gas temperature diver-
gence

no N/A

e1fflow Engine 1 fuel flow rate no N/A
e1map Engine 1 manifold air pressure no N/A
e1oilp Engine 1 oil pressure no N/A
e1oilt Engine 1 oil temperature no N/A
e1rpm Engine 1 revolutions per minute no N/A
e2cht1 Engine 2, cylinder 1 head temperature no N/A
e2egt1 Engine 2, cylinder 1 exhaust gas tempera-

ture
no N/A

e2egt2 Engine 2, cylinder 2 exhaust gas tempera-
ture

no N/A

e2egt3 Engine 2, cylinder 3 exhaust gas tempera-
ture

no N/A

e2egt4 Engine 2, cylinder 4 exhaust gas tempera-
ture

no N/A

e2egtdivergence Engine 2 exhaust gas temperature diver-
gence

no N/A

e2fflow Engine 2 fuel flow no N/A
e2map Engine 2 manifold absolute pressure no N/A
e2oilp Engine 2 oil pressure no N/A
e2oilt Engine 2 oil temperature no N/A
e2rpm Engine 2 revolutions per minute no N/A
fqtyl Fuel quantity (left tank) no N/A
fqtyr Fuel quantity (right tank) no N/A
gndspd Ground speed no N/A
hal Horizontal alert limit no N/A
hcdi Horizontal course deviation indicator no N/A
hdg Heading no N/A
hplfd Horizontal protection level no N/A
hplwas Previous horizontal protection level no N/A
ias Indicated airspeed no N/A
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latac Lateral acceleration no N/A
loc-iindex Loss of control index yes Pitch, VSpd,

IAS, OAT,
BaroA, HDG,
Roll

magvar Magnetic variation no N/A
normac Normal acceleration no N/A
oat Outside air temperature no N/A
pitch Pitch no N/A
pichc Pitch Command no N/A
roll Roll no N/A
rollc Roll Command no N/A
stallindex Stall index yes Pitch, VSpd,

IAS, OAT,
BaroA

tas True airspeed no N/A
totalfuel Total fuel no N/A
trk Track no N/A
trueairspeed(ft/min) True airspeed (in feet per minute) yes IAS, BaroA,

OAT
val Voltage validity no N/A
vcdi Vertical course deviation indicator no N/A
volt1 Main bus voltage (alternators and main bat-

tery)
no N/A

volt2 Essential bus voltage (standby battery) no N/A
vplwas Previous vertical protection level no N/A
vspd Vertical speed no N/A
vspdcalculated Vertical speed derived from barometric alti-

tude
yes AltB

vspdg Vertical speed guide no N/A
wnddr Wind direction no N/A
wndspd Wind speed no N/A
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F. Preprocessed Column Set
F.1. List of columns from preprocessing

vspdg
e1egtdivergence
crs
vspdcalculated
trk
normac
altmsl
vspd
oat
vplwas
hplwas
baroa
wnddr
e1oilp
ias
latac
e1egt1
densityratio
e1oilt
altmsllagdiff
pitch
pichc
rollc
tas
fqtyr
totalfuel
trueairspeed(ft/min)
hplfd
magvar
wndspd
e1egt2
altgps
amp1
fqtyl
volt1
e1fflow
altagl
altb
roll
stallindex
e1egt3
e1rpm
e1egt4
hdg
aoasimple
gndspd
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F.2. Flight Count per Column
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Figure 2. Flight Count per Column: The selection threshold depicted above guided our column set selection. Columns utilized by fewer
than 7000 flights were dropped from consideration. Many of the columns with the smallest flight counts correspond to second engine
sensors. Flights operated with 2 engine aircrafts only constitute 9% of our dataset.

G. Dangerous Events
G.1. Event Type Set
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No. Event Type
1 High Lateral Acceleration
2 Low Fuel
3 Cylinder Head Temperature
4 Low Altitude Stall
5 Low Pitch
6 Low Airspeed on Climbout
7 VSI on Final
8 Low Airspeed on Approach
9 Roll
10 Engine Shutdown Below 3000 Ft
11 Low Oil Pressure
12 Airspeed
13 High Altitude Stall
14 Low Altitude Spin
15 High Altitude Spin
16 Proximity
17 High Pitch
18 Altitude
19 High Vertical Acceleration
20 Low Ending Fuel

Table 5. List of Different Event Types

G.2. Event Definitions

Table 6: Event Definitions from NGAFID

Event Name Aircraft Type Event Definition
Airspeed Cessna 172S An Airspeed event occurs when (IAS > 154) is

triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Airspeed PA-28-181 An Airspeed event occurs when (IAS > 163) is
triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Airspeed PA-44-180 An Airspeed event occurs when (IAS > 202) is
triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Altitude Cessna 172S An Altitude event occurs when (AltMSL > 12800)
is triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Altitude PA-28-181 An Altitude event occurs when (AltMSL > 12800)
is triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Altitude PA-44-180 An Altitude event occurs when (AltMSL > 12800)
is triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

CHT Sensor Divergence Cessna 172S A CHT Sensor Divergence event occurs when (E1
CHT Divergence > 100) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

16



GATS: A Time-Series Dataset for Addressing General Aviation Flight Safety

Event Name Aircraft Type Event Definition
CHT Sensor Divergence PA-28-181 A CHT Sensor Divergence event occurs when (E1

CHT Divergence > 100) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

Cylinder Head Temperature PA-28-181 A Cylinder Head Temperature event occurs when
(E1 CHT1 > 500 OR E1 CHT2 > 500 OR E1
CHT3 > 500 OR E1 CHT4 > 500) is triggered at
least 1 time within 30 seconds, and ends when no
trigger occurs for 30 seconds.

Cylinder Head Temperature PA-44-180 A Cylinder Head Temperature event occurs when
(E1 CHT1 > 500 OR E2 CHT1 > 500) is triggered
at least 1 time within 30 seconds, and ends when
no trigger occurs for 30 seconds.

EGT Sensor Divergence Cessna 172S An EGT Sensor Divergence event occurs when (E1
EGT Divergence > 400) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

EGT Sensor Divergence PA-28-181 An EGT Sensor Divergence event occurs when (E1
EGT Divergence > 400) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

EGT Sensor Divergence PA-44-180 An EGT Sensor Divergence event occurs when (E1
EGT Divergence > 400 OR E2 EGT Divergence >
400) is triggered at least 1 time within 30 seconds,
and ends when no trigger occurs for 30 seconds.

Engine Shutdown Below 3000 Ft Cessna 172S An Engine Shutdown Below 3000 Ft event occurs
when (E1 RPM < 100 AND AltAGL > 500 AND
AltAGL < 3000) is triggered at least 1 time within
30 seconds, and ends when no trigger occurs for
30 seconds.

Engine Shutdown Below 3000 Ft PA-28-181 An Engine Shutdown Below 3000 Ft event occurs
when (E1 RPM < 100 AND AltAGL > 500 AND
AltAGL < 3000) is triggered at least 1 time within
30 seconds, and ends when no trigger occurs for
30 seconds.

Engine Shutdown Below 3000 Ft PA-44-180 An Engine Shutdown Below 3000 Ft event occurs
when (AltAGL > 500 AND AltAGL < 3000 AND
(E1 RPM < 100 OR E2 RPM < 100)) is triggered
at least 1 time within 30 seconds, and ends when
no trigger occurs for 30 seconds.

High Altitude LOC-I Cessna 172S A High Altitude LOC-I event occurs when (LOC-I
Index ≥ 1 AND AltAGL ≥ 1500) is triggered at
least 2 times within 1 seconds, and ends when no
trigger occurs for 1 seconds.

High Altitude Stall Cessna 172S A High Altitude Stall event occurs when (Stall
Index ≥ 1 AND AltAGL ≥ 1500) is triggered at
least 2 times within 1 seconds, and ends when no
trigger occurs for 1 seconds.
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Event Name Aircraft Type Event Definition
Low Airspeed on Approach Cessna 172S A Low Airspeed on Approach event occurs when

(IAS < 56 AND AltMSL Lag Diff < 0 AND Alt-
AGL > 100 AND AltAGL < 500) is triggered at
least 1 time within 30 seconds, and ends when no
trigger occurs for 30 seconds.

Low Airspeed on Approach PA-28-181 A Low Airspeed on Approach event occurs when
(IAS < 57 AND AltMSL Lag Diff < 0 AND Alt-
AGL > 100 AND AltAGL < 500) is triggered at
least 1 time within 30 seconds, and ends when no
trigger occurs for 30 seconds.

Low Airspeed on Approach PA-44-180 A Low Airspeed on Approach event occurs when
(IAS < 66 AND AltMSL Lag Diff < 0 AND Alt-
AGL > 100 AND AltAGL < 500) is triggered at
least 1 time within 30 seconds, and ends when no
trigger occurs for 30 seconds.

Low Airspeed on Climbout Cessna 172S A Low Airspeed on Climbout event occurs when
(IAS ≥ 20 AND IAS < 59 AND AltMSL Lag Diff
> 0 AND AltAGL > 100 AND AltAGL < 500)
is triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Low Airspeed on Climbout PA-28-181 A Low Airspeed on Climbout event occurs when
(IAS ≥ 20 AND IAS < 52 AND AltMSL Lag Diff
> 0 AND AltAGL > 100 AND AltAGL < 500)
is triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Low Airspeed on Climbout PA-44-180 A Low Airspeed on Climbout event occurs when
(IAS ≥ 20 AND IAS < 70 AND AltMSL Lag Diff
> 0 AND AltAGL > 100 AND AltAGL < 500)
is triggered at least 1 time within 30 seconds, and
ends when no trigger occurs for 30 seconds.

Low Altitude LOC-I Cessna 172S A Low Altitude LOC-I event occurs when (LOC-I
Index ≥ 1 AND AltAGL ≤ 1500 AND AltAGL ≥
100) is triggered at least 2 times within 1 seconds,
and ends when no trigger occurs for 1 seconds.

Low Altitude Stall Cessna 172S A Low Altitude Stall event occurs when (Stall In-
dex ≥ 1 AND AltAGL ≥ 1500 AND AltAGL >=
100) is triggered at least 2 times within 1 seconds,
and ends when no trigger occurs for 1 seconds.

Low Ending Fuel Cessna 172S An Average fuel the past 15 seconds was less than
8.25

Low Ending Fuel PA-28-181 An Average fuel the past 15 seconds was less than
8.00

Low Ending Fuel PA-44-180 An Average fuel the past 15 seconds was less than
17.56

Low Fuel Cessna 172S A Low Fuel event occurs when (Total Fuel < 8.25
AND Pitch < 5) is triggered at least 1 time within
30 seconds, and ends when no trigger occurs for
30 seconds.

Low Fuel PA-28-181 A Low Fuel event occurs when (Total Fuel < 8.0
AND Pitch < 5) is triggered at least 1 time within
30 seconds, and ends when no trigger occurs for
30 seconds.
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Event Name Aircraft Type Event Definition
Low Fuel PA-44-180 A Low Fuel event occurs when (Total Fuel < 17.56

AND Pitch < 5) is triggered at least 1 time within
30 seconds, and ends when no trigger occurs for
30 seconds.

Low Oil Pressure Cessna 172S A Low Oil Pressure event occurs when (E1 OilP
< 25 AND E1 RPM > 500) is triggered at least 1
time within 30 seconds, and ends when no trigger
occurs for 30 seconds.

Low Oil Pressure PA-28-181 A Low Oil Pressure event occurs when (E1 OilP
< 20 AND E1 RPM > 500) is triggered at least 1
time within 30 seconds, and ends when no trigger
occurs for 30 seconds.

Low Oil Pressure PA-44-180 A Low Oil Pressure event occurs when ((E1 OilP
< 25 AND E1 RPM > 500) OR (E2 OilP < 25
AND E2 RPM > 500)) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

VSI on Final Cessna 172S A VSI on Final event occurs when (VSpd <= -1500
AND AltAGL <= 500) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

VSI on Final PA-28-181 A VSI on Final event occurs when (VSpd <= -1500
AND AltAGL <= 500) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

VSI on Final PA-44-180 A VSI on Final event occurs when (VSpd <= -1500
AND AltAGL <= 500) is triggered at least 1 time
within 30 seconds, and ends when no trigger occurs
for 30 seconds.

Roll Cessna 172S A Roll event occurs when (Roll < -60 OR Roll >
60) is triggered at least 1 time within 30 seconds,
and ends when no trigger occurs for 30 seconds.

Roll PA-28-181 A Roll event occurs when (Roll < -60 OR Roll >
60) is triggered at least 1 time within 30 seconds,
and ends when no trigger occurs for 30 seconds.

Roll PA-44-180 A Roll event occurs when (Roll < -60 OR Roll >
60) is triggered at least 1 time within 30 seconds,
and ends when no trigger occurs for 30 seconds.

Proximity Cessna 172S An Aircraft within 500 ft of another aircraft and
above above 50ft AGL

Proximity PA-28-181 An Aircraft within 500 ft of another aircraft and
above above 50ft AGL

Proximity PA-44-180 An Aircraft within 500 ft of another aircraft and
above above 50ft AGL
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G.3. Distribution of Flight Lengths
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Figure 3. Distribution of Flight Lengths: The number of flights with specific flight lengths. Our preprocessed dataset includes flights
longer than 1,000 and shorter than 9,995 seconds. As shown, flights longer than 9,995 seconds have fewer than 200 occurrences, indicating
that training flights typically do not last longer than 3 hours. Additionally, flights shorter than 1,000 seconds could be associated with
pilots powering on the aircraft to park or taxi, rather than a full flight.
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G.4. Distribution of Number of Events
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Figure 4. Distribution of Number of Events Across Flights

G.5. Distribution of High Altitude Stalls
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Figure 5. Distribution of High Altitude Stalls Across Flights
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G.6. Number of Flights per Event
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Figure 6. Number of Flights per Event

H. NaN Values Distribution
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Figure 7. NaN values by column (filtered for columns with >100k NaN values)

I. Masking Parameters and Results

Autoencoder (Masking Strategy) MAE MSE
0.2 Masking Ratio / 5 Mean Mask Length 0.338998 0.393149
0.2 Masking Ratio / 60 Mean Mask Length 0.398348 0.509312
0.5 Masking Ratio / 5 Mean Mask Length 0.376519 0.443657
0.5 Masking Ratio / 60 Mean Mask Length 0.462753 0.621275
0.8 Masking Ratio / 5 Mean Mask Length 0.384678 0.459701
0.8 Masking Ratio / 60 Mean Mask Length 0.520065 0.705929

Table 7. Evaluation metrics for Masked Autoencoder(MAE, MSE): Masked Autoencoder uses six masking strategies on masked
column regression. These results indicate that the best masking strategy is the lowest masking possible. This makes sense, but would
cause the model to learn less meaningful representations, as it would be able to shortcut solutions easier with less masked input.
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J. Case Study
To demonstrate the practical validity and real-world applicability of the GATS dataset, we conducted two case studies
aimed at verifying that sensor data aligns with established aerodynamic and mechanical principles. These analyses serve to
confirm that the dataset accurately captures expected relationships between different flight parameters, providing users with
increased confidence in the dataset’s realism and reliability for machine learning applications.

Case 1 – Aircraft Orientation: In the first case, we tested the correlation of aircraft orientation parameters. The most
prominent parameters are altitude above sea level (altmsl), vertical speed of the aircraft (vspd), and pitch of the aircraft
(pitch). Figure 8 visualizes the 3 parameters for a randomly chosen Cessna 172 flight. To smooth out the data, we use a
EMA (Exponential Moving Average) filter with α = 0.1. As can be seen from the figure, as the pitch increases, which means
as the aircraft in performing a climb maneuver, the vspd and altmsl accordingly goes up, with a slight lag. Additionally,
as the aircraft pitches down to stop the climb, the altmsl begins to stabilize at an altitude, and vspd drops to around 0
accordingly.

Case 2 – Engine Information: In the second case, we tested the correlation of engine sensor parameters. The essential
features for this test included aircraft engine 1 RPM e1rpm, aircraft engine 1 - 1st exhaust gas temperature e1egt1, and
aircraft engine 1 oil temperature e1oilt. Figure 9 visualizes these sensor readings with a EMA (Exponential Moving Average)
filter with α = 0.1. As can be seen from the figure, as the aircraft accelerates or adds power, the RPM increases, which is
followed by increases in exhaust gas temperature and oil temperature. This adheres to the logic that increases in engine
power increase the mechanical motion in the internal engine and adds more fuel and gas for more combustion, growing oil
and exhaust temperatures accordingly.
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Figure 8. Cessna 172 Aircraft Orientation Correlation: Mean Sea Level Altitude (top), Vertical Speed (middle), Aircraft Pitch (bottom).
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Figure 9. Cessna 172 Engine Information Correlation: Engine 1 RPM (top), Engine 1- 1st Exhaust Gas Temperature (middle), Engine
1 Oil Temperature (bottom).
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K. TF-IDF Event Based Scoring
Some of the flights in this dataset are additionally associated with events. As described in Section 3.2, these events span 20
different types ranging from High Vertical Acceleration to Low Ending Fuel.

In the context of general aviation, we hypothesize that an event’s local and global frequency corresponds to the perceived
safety level of the flight it occurs in. To dynamically score a flight’s safety based on the contribution of each individual
in-flight event, we adapted the TF-IDF algorithm (Robertson, 2004) commonly used in NLP tasks. This allows us to assign
importance scores to events, balancing their frequency within a flight and their rarity across the dataset. The sum of all
events within a flight are aggregated to represent the safety score of the entire flight. Higher scores correspond to unsafe
flights while lower scores correspond to safer flights.

To tailor the algorithm to our needs, we modified the representation of the variables to better reflect the unique characteristics
of our data, defining

Wx,y = lfx,y log
( N

gfx

)
(1)

where Wx,y represents the score of event x within flight y, lfx,y is its frequency in that flight, N is the total number of
flights, and gfx is the number of flights containing event x.

For our experiments, we labeled each flight with its calculated TF-IDF safety score once determined. The closest flight
scores within a batch are positive pairs, whereas the rest of the flights are negative pairs with respect to the positive pair.

Looking ahead, we aim to explore alternative methods for cluster labeling, including expert labeling. By consulting field
experts, we can assign weights to different events based on their relative danger. We acknowledge that within the set of
dangerous events, some are significantly more hazardous than others. Incorporating expert-determined weights to our
current labeling method would enable us to create more accurate representation labels, ultimately leading to a more robust
learned representation of flight safety.
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L. TF-IDF Based Clustering
L.1. Contrastive Clustering TFIDF

Figure 10. Contrastive Representation: Aircraft TF-IDF Score Clustering based on t-SNE
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L.2. Contrastive Clustering Aircraft Type

Figure 11. Contrastive Representation: Aircraft Type Clustering based on t-SNE
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M. Masked Autoencoder Reconstruction Visualizations

Figure 12. Pitch Reconstruction Visualization: Each aircraft type (left to right: Cessna 172S, PA-28-181, PA-44-180) with 0.2 masking
ratio and 5 mean mask length.

Figure 13. Pitch Reconstruction Visualization: Each aircraft type (left to right: Cessna 172S, PA-28-181, PA-44-180) with 0.2 masking
ratio and 60 mean mask length.
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Figure 14. Pitch Reconstruction Visualization: Each aircraft type (left to right: Cessna 172S, PA-28-191, PA-44-180) with 0.5 masking
ratio and 5 mean mask length.

Figure 15. Pitch Reconstruction Visualization: Each aircraft type (left to right: Cessna 172S, PA-28-181, PA-44-180) with 0.5 masking
ratio and 60 mean mask length.
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Figure 16. Pitch Reconstruction Visualization: Each aircraft type (left to right: Cessna 172S, PA-28-181, PA-44-180) with 0.8 masking
ratio and 5 mean mask length.

Figure 17. Pitch Reconstruction Visualization: Each aircraft type (left to right: Cessna 172S, PA-28-181, PA-44-180) with 0.8 masking
ratio and 60 mean mask length.
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N. SSL Training Hardware System
Both SSL models were trained on a single NVIDIA Quadro RTX 6000 GPU (24GB VRAM, Turing architecture, 4608
CUDA cores), with access to 32 CPU cores and approximately 375GB of usable system memory. The experiments were
conducted on the Brown University Oscar cluster using Slurm-managed GPU nodes, and each job was allocated 1 GPU and
1 CPU core per node. One model took approximately 5 hours to complete, and 6 such models were trained under similar
resource configurations (one model for each masking configuration). Disk usage was minimal ( 8.6GB used of 187GB).
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