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ABSTRACT

Recently, Transformer-based models have performed remarkably well in audio-
visual segmentation (AVS) tasks. However, previous methods exhibit abnormal
behavior and unsatisfactory results when using cross-attention. By analyzing at-
tention maps, we identify two primary challenges in existing AVS models: 1)
attention dissipation, caused by anomalous attention weights after Softmax over
limited frames, and 2) narrow attention patterns in early decoder stages lead to
inefficient utilization of attention mechanism. In this paper, we introduce AVES-
Former, the first real-time audio-visual segmentation transformer that simultane-
ously achieves fast, efficient, and lightweight. Our model proposes an efficient,
prompt query generator to rectify cross-attention behavior. Moreover, we propose
an early focus (ELF) decoder, which enhances efficiency by incorporating convo-
lution operations tailored for local feature extraction, thus reducing computational
overhead. Extensive experiments demonstrate that AVESFormer effectively miti-
gates cross-attention issues, substantially improves attention utilization, and out-
performs the previous state-of-the-art, achieving a superior trade-off between per-
formance and speed. The code can be found in the supplementary material.
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Figure 1: mIoU (%) vs. Inference Latency (ms) on S4 (left), MS3 (middle), and AVSS (right)
compared with other popular methods. Latency is measured on a single Nvidia RTX 3090 GPU.
AVESFormer achieves the best trade-off between mIoU and inference latency.

1 INTRODUCTION

Audio-Visual Segmentation (AVS) (Zhou et al., 2022) has emerged as a novel multi-modality task
that plays a crucial role in robot sensing, video surveillance, and other scenarios. It aims to segment
fine-grained pixel-level sounding objects with corresponding audio-visual modalities. However,
existing AVS methods primarily focus on improving performance, often at a high cost of model size
and computational overhead (Gao et al., 2024; Mao et al., 2023b; Liu et al., 2023b; Huang et al.,
2023; Liu et al., 2023a; 2024a; Li et al., 2023b). Besides, default AVS setting directly processing T
frames at a time (Zhou et al., 2023; Li et al., 2023a) is also unfitted for immediate response. These
drawbacks render them unsuitable for applications with real-time requirements.

Recently, transformer-based models have brought significant improvements to AVS (Gao et al.,
2024; Yang et al., 2023; Huang et al., 2023; Li et al., 2023b; Liu et al., 2023b; 2024a; Li et al.,
2023a). However, AVS models often rely on modified attention variants despite the prevalence of
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Figure 2: Illustration of attention dissipation. The cross-attention matrix fails to distinguish different
tokens (left). One potential solution is to expand the audio feature into several tokens (right).

cross-attention for modality fusion within a single image in vision-language models (Li et al., 2022a;
2021; Luo et al., 2023). For instance, AVSegFormer (Gao et al., 2024) employs channel attention
mixer (CHA) to guide visual channels with audio. However, CHA may be dominated by visual
features and surpass audio representation (Chen et al., 2024). Chen et al. (2024) replaces Softmax
in attention with Sigmoid, suggesting it could highlight critical regions. Stepping-Stones (Ma et al.,
2024) proposes cosine similarity attention for audio guidance in audio-visual fusion. While these
adaptations have shown some success, attention variants generally do not exhibit the same expres-
sive capacity as the default mechanism (Tay et al., 2022). Therefore, a natural question arises: Why
is AVS’s conventional cross-attention fusion mechanism underutilized?

2.3%

20.8%

26.4%

46.0%4.6%
Vggish
ResNet
Query Generator
Transformer
Head

Figure 3: Runtime profiling of the AVSeg-
Former (Gao et al., 2024).

To this end, our studies start with the comprehensive
observation and exploration of cross-attention. We
characterize the attention probabilities and heatmaps
within the cross-attention of AVS models. It reveals
two critical issues behind them: (1) Attention Dissi-
pation, a previously unexplored phenomenon, where
cross-attention matrix vanishes in previous attempts,
hindering them from distinguishing audio-visual cor-
responding regions, as illustrated in Figure 2. It erupts
intensely in an improper attention configuration and
real-time AVS scenario. (2) Narrow Attention Pattern,
an inefficient heatmap pattern in cross-attention map
after solving attention dissipation. Attention maps at
early decoder stages tend to capture short-term local
correlation features, leading to undesired low utiliza-
tion of attention. These limitations not only obstruct the formation of long-range dependencies but
also contribute to the inference runtime bottleneck. As depicted in Figure 3, the runtime proportion
of the transformer, including the query generator, can exceed 70% of the total.

In this work, we introduce AVESFormer, an Audio-Visual Efficient Segmentation Transformer for
real-time AVS, seeking to refine the cross-attention mechanism through theoretical insights and
enhanced utilization of multi-modality features. First, we find that attention dissipation is derived
from the peculiar shape of the attention weights under the Softmax function and is prominently
reflected in real-time AVS and single-frame modality fusion. To address this issue, Prompt Query
Generator (PQG) is adopted to process audio features as a prompt, rebuilding distinguishing ability
and effectively eliminating attention dissipation. A novel Early Focus (ELF) decoder is proposed for
narrow attention patterns. Specifically, convolution is introduced in the early transformer decoder
stages, enabling more effective local feature interaction in contrast to the wasted inefficient attention
while reducing the computational cost of the latter.

We evaluate our AVESFormer on S4, MS3, and AVSS tasks on challenging AVSBench dataset (Zhou
et al., 2023). As shown in Figure 1, comprehensive experiments show that AVESFormer achieves
state-of-the-art performance-latency trade-off. Furthermore, we also present that AVESFormer out-
performs previous transformer-based model (Gao et al., 2024) by +3.4% on S4, +8.4% on MS3 and
+6.3% on AVSS while using 20% less parameters and 3× speed-up.
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2 RELATED WORK

Real-Time Audio-Visual Segmentation. Audio-Visual Segmentation (AVS) is a more fine-
grained and complicated task than sound source localization (SSL) (Chen et al., 2021a; Hu et al.,
2020; Qian et al., 2020b) as it aims to locate the sounding object and show pixel-level predictions.
However, few research works focus on real-time scenario where only 1 frame is given at a time
instead of T frames. AVSBench (Zhou et al., 2022) is the first to propose audio-visual segmentation
benchmark, introducing temporal pixel-wise audio-visual interaction (TPAVI) module to facilitate
interaction between audio-visual information. AVSegFormer (Gao et al., 2024) is the first to develop
a novel transformer architecture for AVS. They introduce audio queries into the transformer decoder
to attend to corresponding visual features. CATR (Li et al., 2023a) performs bidirectional com-
binatorial dependence fusion to fully enhance spatial-temporal dependencies. (Chen et al., 2024)
incorporates contrastive loss into audio-visual semantic segmentation with positive and negative
pairs and uses larger resolution with extra data to reach higher performance.

Nevertheless, these methods encounter issues when dealing with single frame image and audio,
making them hardly work for real-time scenario. In detail, many research works meet a failure case
in cross attention with vision as query and audio as key and value. We call this failure case Attention
Dissipation. AVSegFormer (Gao et al., 2024) fails to deliver satisfactory results when firstly trying
Cross-Attention Mixer (CRA). (Chen et al., 2024) generates a plain attention map when visualizing
Softmax attention map in their work. To tackle this problem, researchers propose different cross
attention variants to amend it. TPAVI in AVSBench performs modality fusion by the dot-product
of vision and audio, which can be regarded as a linear attention. AVSegFormer employs a query
generator and perform channel attention to expand audio features and to avoid audio as key and
value. Chen et al. (2024) proposes Sigmoid attention to replace Softmax. Stepping-Stones (Ma et al.,
2024) proposes Adaptive Audio Query Generator, which obtains audio-conditioned query by cosine
similarity to enrich audio features. Although many alternative attention methods are proposed, the
underlying problem still remains unexplored. These attention variants can achieve some results, but
their expression ability is still not sufficient to match default attention(Tay et al., 2022). Therefore,
it is necessary to amend the behaviour of cross attention.

Efficient Vision Transformer. ViT (Dosovitskiy et al., 2020) and its variants (Liu et al., 2021;
Touvron et al., 2021; Wang et al., 2022) have demonstrated significant improvements in computer
vision. However the high computational cost makes them inferior to CNN in real-time inference
scenario. To mitigate this gap, previous works attempt to design more efficient architectures to
reduce computational burden. MobileViT (Mehta & Rastegari, 2021) combines CNN and ViT by
integrating global feature fusion of transformer in CNN. MobileFormer (Chen et al., 2022) bridges
MobileNet (Howard et al., 2017) and ViT in a parallel design to leverage advantages from both ar-
chitectures. EfficientFormer (Li et al., 2022b) finds insufficient operations in transformer and slims
the model size in a latency-driven manner. LVT (Xiao et al., 2021) adopts dilated convolution in
attention mechanisms to enhance model performance and efficiency. LIT (Pan et al., 2022) gives a
more detailed analysis of self-attention heads and applies MLP to build local dependencies. Effi-
cientViT (Cai et al., 2022) proposed to aggregate multi-scale features via small-kernel convolutions.
These methods have made contributions to the development of efficient ViT architectures. We ben-
efit greatly from their contributions to the analysis of AVS tasks.

3 REVISITING AVS UNDER REAL-TIME SCENARIO

3.1 PRELIMINARIES

This paper considers real-time audio-visual segmentation, which is different from common AVS
task settings. Traditional AVS tasks deal with a clip of video frames, which contains T visual
frames xvisual ∈ RT×3×H×W , and corresponding audio signals xaudio ∈ RT×D, where H and W
are the height and width of the image and D is the audio dimension.

However, it’s impractical for real-time inference on a whole bunch of T frames at a time. Users
expect an immediate response as a single input is given instead of waiting for the entire T frames
to be processed together. Meanwhile, the limited memory of edge devices is insufficient to handle
the entire video clip. Therefore, this paper aims at a more practical AVS scenario, called real-time

3
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(a) Prob in query generator (b) Single frame heatmap (c) Heatmap when set T = 1

Figure 4: (a) Upper: Attention probabilities assigned to each audio query in query generator (Gao
et al., 2024), leading to a plain distribution. Lower: Attention prob by our AVESFormer, without
dissipation. (b) and (c) Upper: the plain heatmap in single frame fusion and real-time scenario.
Lower: the amended heatmap in AVESFormer.

AVS, where only one single frame is segmented, and the time dimension is forced to T = 1. Only
one image and a piece of audio signal are given for one segmentation mask.

Specifically, initially, audio-visual features are extracted by corresponding backbones. For input
image xvisual ∈ R3×H×W , hierarchical visual features Fvisual are extracted by visual backbone.
Meanwhile, the audio signal is resampled to yield a 16kHz mono output Amono ∈ RNsamples×96×64,
where Nsamples stands for the number of sampling points. Then, Amono is converted into Mel-
spectrum Amel ∈ R96×64 by short-time Fourier transform. Finally we put Amel into audio backbone
to extract features, denoted as Faudio ∈ R1×D, where D is the audio feature dimension. The goal
of AVS is to segment the corresponding sounding visual object region M ∈ RNclass×H×W given
the audio sounding signal, where Nclass is the number of class labels.

3.2 MOTIVATION OBSERVATIONS

In real-time AVS, visual feature Fvisual ∈ Rc×h×w and audio feature Faudio ∈ R1×c are given at
the same moment. The former is usually split into patches Pvisual ∈ RN×c where N = h × w
for attention operation. The common approach directly performs cross-attention, as shown on the
left panel of Figure 2. Let us denote qi, k, v ∈ R1×c as row vectors for i ∈ [1, 2, . . . , N ], with
Pvisual = [qi]N×c and Faudio = k = v. The cross-attention fusion can be represented as follows:

O = Softmax(PvisualFT
audio)Faudio, (1)

oi =
∑
j

ai,jvj =

∑
j e

qik
T
j vj∑

j e
qikT

j

, (2)

where O = [oi] ∈ RN×c and j stands for the row index of Faudio. The scale factor
√
d in Softmax

as well as linear transformation matrices of WQ, WK and WV (Vaswani et al., 2017) are omitted
for the sake of simplicity without affecting the conclusion.

However, Faudio is an 1-dimensional vector, which makes kj = k and vj = v. Based on this
hypothesis, we substitute j = 1 into Equation (2) to obtain:

oi =
eqik

T

v

eqikT = v. (3)

The final output of cross-attention fusion can be written as:

O = Softmax({qikT }ij)v = 1N×1Faudio = [Faudio]N×c
. (4)

From Equation (4), the cross-attention fusion turns into a simple replication of the audio feature,
as illustrated on the right panel of Figure 2. The phenomenon revealed in Equation (4), termed
Attention Dissipation, significantly harms the capability of distributing attention on multi-modality
representation, thus constraining the effectiveness of the attention mechanism (Gao et al., 2024;
Chen et al., 2024). See Appendix A.1.1 for more proof details.
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Figure 5: The overview of AVESFormer. The prompt query generator addresses attention dissipation
by inserting the audio feature on top of learnable parameters to generate audio-conditioned queries.
The ELF decoder processes local features using convolution blocks in the early stages.

Furthermore, attention dissipation appears in various situations, as shown in Figure 4. It leads to
the failure of the Cross-Attention Mixer (CRA) tried by Gao et al. (2024). But this phenomenon
still remains in their query generator, where cross-attention is performed on the individual audio
features as key, as shown in Figure 4(a). Chen et al. (2024) observes a plain Softmax attention map
in their visualization, as depicted by Figure 4(b), but doesn’t conduct further exploration. Moreover,
temporal audio-visual fusion under real-time AVS also appears attention dissipation (Li et al., 2023a;
Liu et al., 2023b), as shown in Figure 4(c).

4 METHOD

We now aim to perform proper cross-attention fusion for real-time AVS. Concretely, we are given a
single visual frame xvisual ∈ R3×H×W , and a raw audio signal Amono ∈ RNsamples×96×64. Our
goal is to learn a model that could successfully predict the segmentation mask M. We elaborate on
the detailed architecture and components of the proposed AVESFormer as shown in Figure 5.

4.1 PROMPT QUERY GENERATOR

Audio 
Feature

Learnable
Queries

Discard

PQG Blocks

Figure 6: Illustration of the
prompt query generator.

Previous query generator module with default cross-attention, e.g.,
AVSegFormer Gao et al. (2024), tries to generate audio-conditioned
features by modeling p(z|Faudio), where z is the learnable queries,
to produce the audio queries related to current audio signals. The
scaled-dot-product attention measures the relevance. However, this
method fails because of the attention dissipation of learnable queries,
such as Q, and each individual audio feature, such as K and V .

Similarly focused on obtaining audio-conditioned queries via
p(z|Faudio), we propose a novel prompt query generator (PQG), as
depicted in Figure 6. The audio feature in a single frame is regarded
as a prompt (Liu et al., 2023c) and concatenated on the head of a set
of learnable queries Qlearn ∈ RNq×D:

Q† = [Faudio|Qlearn] ∈ R(Nq+1)×D, (5)

where [·|·] denotes concatenation and Nq denotes query number.
Then, PQG calculates relevance between learnable queries and audio
features by self-attention. Each learnable query may convey part of
the related information from the original audio feature, and overall,
they inherit the information.
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Block 1 Block 2 Block 3 Block 4 Block 5 Block 6
Figure 7: Attention probabilities of different blocks in fully transformer decoder. Each map shows
the attention probability of the audio query to all visual patches. Maps are averaged along all heads
and queries. Each row indicates a test sample. Dark red indicates higher attention probability, and
early orange indicates lower attention probability.

Finally, the original audio feature is discarded at the output to obtain Fgen ∈ RNq×D. It is impor-
tant to note that PQG serves as an effective approach for modeling p(z|Faudio). While preserving
the information from the original audio feature, the generated audio features also avoid attention
dissipation within itself and the following operation.

4.2 EARLY FOCUS DECODER

Our approach is based on the audio-visual cross-attention patterns, as shown in Figure 7. In the early
stages, audio features generate narrow local responses on attention maps. In the early stages, audio
features generate narrow local responses on attention maps. As it goes deeper, the attention region
enlarges gradually and, in the end, forms shaped regions suitable for segmentation. Therefore, we
propose a novel early focus (ELF) decoder. Since the early stage primarily captures local patterns,
attention to high computational cost is replaced by convolution to capture local semantics. In early
decoder stage l, visual feature Fvisual is processed by convolution:

F l+1
visual = LN(F l

visual + Conv(F l
visual)), (6)

where LN denotes LayerNorm (Ba et al., 2016). In deeper stages, we split Fvisual into visual patches
Pvisual (Dosovitskiy et al., 2020) to perform cross-attention with Fgen from PQG:

P l+1
visual = LN(P l

visual + CA(P l
visual,Fgen,Fgen)), (7)

where CA denotes multi-head cross-attention and CA(Q,K, V ) = Softmax(QKT )V . The ELF de-
coder eliminates the computational burden brought by wasted attention operations but still maintains
the original module function to extract local features.

5 EXPERIMENTS

Dataset. We evaluate our method on the AVSBench dataset (Zhou et al., 2022; 2023), which is
composed of AVSBench-Object and AVSBench-Semantic. AVSBench-Object is designed for audio-
visual segmentation tasks with pixel-level annotations with two subsets: single sound source seg-
mentation (S4) subset and multiple sound source segmentation (MS3) subset. AVSBench-Semantic
is an expanded version of AVSBench-Object, providing additional semantic masks to facilitate
audio-visual semantic segmentation (AVSS). See Appendix A.2.1 for more experimental details.

Implementation Details. Our model is trained on NVIDIA RTX 3090 GPU. From the aspect
of real-time inference, we employ ResNet-50 and ResNet-18 (He et al., 2016) pre-trained on Ima-
geNet (Russakovsky et al., 2015) as our visual backbones. Considering Pyramid Vision Transformer
(PVT-v2) (Wang et al., 2022) is unsuitable for real-time applications, we do not adopt it as the vi-
sual backbone. We employ Vggish (Hershey et al., 2017) pre-trained on AudioSet (Gemmeke et al.,
2017) to encode audio input. Jaccard index J and F-score F are adopted as evaluation metrics. See
Appendix A.2.1 for more experimental details.
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Table 1: Comparison with state-of-the-art methods on the S4, MS3 benchmark. The evaluation
metrics are Jaccard index and F-score.

Method Backbone S4 MS3

J F J F
LVS (Chen et al., 2021b) ResNet-18 38.0 51.0 29.5 33.0
MSSL (Qian et al., 2020a) ResNet-18 44.9 66.3 26.1 36.3
3DC (Mahadevan et al., 2020) ResNet-152 57.1 75.9 36.9 50.3
SST (Duke et al., 2021) ResNet-101 66.3 80.1 42.6 57.2
iGAN (Mao et al., 2021) Swin-T 61.6 77.8 42.9 54.4
LGVT (Zhang et al., 2021) Swin-T 74.9 87.3 40.7 59.3

AVSBench (Zhou et al., 2022)

ResNet-50

72.8 84.8 47.9 57.8
CATR (Li et al., 2023a) 74.8 86.6 52.8 65.3
DiffusionAVS (Mao et al., 2023a) 75.8 86.9 49.8 62.1
ECMVAE (Mao et al., 2023b) 76.3 86.5 48.7 60.7
AuTR (Liu et al., 2023b) 75.0 85.2 49.4 61.2
AQFormer (Huang et al., 2023) 77.0 86.4 55.7 66.9
AVSC (Liu et al., 2023a) 77.0 85.2 49.6 61.5
AVSegFormer (Gao et al., 2024) 76.5 85.9 49.5 62.8
AVSBG (Hao et al., 2024) 74.1 85.4 45.0 56.8
BAVS (Liu et al., 2024a) 78.0 85.3 50.2 62.4
UFE (Liu et al., 2024b) 79.0 87.5 55.9 64.5
MUTR (Yan et al., 2024) 78.6 87.3 57.0 66.1

AVESFormer (ours) ResNet-18 77.3 87.5 55.5 65.1
ResNet-50 79.9 89.1 57.9 68.7

5.1 MAIN RESULTS

Comprehensive experiments have been conducted on AVSBench-Object and AVSBench-Semantic
datasets alongside other methods. As shown in Table 1 and Table 2. Model parameter counts and in-
ference latency is presented in Table 3. Our AVESFormer exhibits the state-of-the-art performance-
speed trade-off among all models. Specifically, AVESFormer surpasses previous methods w.r.t.
mIoU by 79.9% on the S4 subset, 57.9% on the MS3 subset and 31.2% on the AVSS subset, respec-
tively. Figure 1 illustrates that the inference speed of AVESFormer exceeds previous methods with
the ResNet-50 backbone by large margins. In summary, these results demonstrate the advantages of
AVESFormer in terms of performance, speed, and model size.

Table 2: Comparison with state-of-the-art methods on the AVSS benchmark. The evaluation metrics
are Jaccard index and F-score.

Method Backbone AVSS

J F
3DC (Mahadevan et al., 2020) ResNet-152 17.3 21.6
AOT (Yang et al., 2021) Swin-B 25.4 31.0

AVSBench (Zhou et al., 2022)
ResNet-50

20.2 25.2
AVSegFormer (Gao et al., 2024) 24.9 29.3
BAVS (Liu et al., 2024a) 24.7 29.6

AVESFormer (ours) ResNet-18 26.3 31.8
ResNet-50 31.2 36.8

7
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Table 3: Comparison with state-of-the-art methods on parameter counts and latency. #Params refers
to the number of parameters. Latency is reported on a single NVIDIA RTX 3090 GPU. * means the
parameters of audio backbone Vggish (Hershey et al., 2017) are included.

Method Backbone #Params∗ Latency
(M) (ms)

AVSBench (Zhou et al., 2022)

ResNet-50

163 15.7
CATR (Li et al., 2023a) 177 21.6
ECMVAE (Mao et al., 2023b) 162 18.9
AVSegFormer (Gao et al., 2024) 151 37.9

AVESFormer (ours) ResNet-18 108 8.8
ResNet-50 127 12.0

TPAVIDissipationImage CHA Sigmoid Ours GT

Figure 8: Visualization of attention maps, including cross-attention with attention dissipation,
TPAVI (Zhou et al., 2022), channel attention mixer (CHA) (Gao et al., 2024), sigmoid atten-
tion (Chen et al., 2024) and our ELF decoder. Each map shows the correlation between audio
queries and visual patches. Red indicates a higher attention score, while blue indicates a lower one.

5.2 HANDLING ATTENTION DISSIPATION

Effectiveness of Prompt Query Generator To verify the effectiveness of PQG, we remove it to
fuse modality with raw, unprocessed audio features. Additionally, the original query generator (QG)
proposed by Gao et al. (2024) and an optional bias query generator (BQG) are also included. The
ordinary query generator follows default settings with 6 layers and 300 queries. The bias query
generator replicates the audio query and adds a learnable bias term. As shown in Table 4, PQG
treats the audio feature as a prompt and cleverly addresses dissipation to avoid attention dissipation,
yielding more improvements than the bias query generator.

Table 4: Effect of PQG. PQG overcomes atten-
tion dissipation to gain more improvements.

Method
S4 MS3

J F J F

w/o QG 75.9 87.1 50.0 61.9
w/ QG 78.5 88.7 50.0 61.7

w/ BQG 75.9 87.1 49.6 60.0
w/ PQG 79.9 89.1 57.9 68.7

Table 5: Performance of different fusion strate-
gies. After fixing attention dissipation, cross-
attention fusion works still best.

Method S4 MS3

J F J F
dissipation 79.2 88.1 47.1 60.9
w/ TPAVI 79.6 88.7 55.4 65.4
w/ CHA 79.6 88.6 55.7 65.8
w/ sigmoid 78.4 88.6 55.3 62.0
w/ cross attn 79.9 89.1 57.9 68.7
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Table 6: Performance of AVSegFormer (Gao et al., 2024) and AVESFormer with QG and PQG.

Model w/ Method S4 MS3 #Params Latency

J F J F (M) (ms)

AVSegFormer w/ QG 76.5 85.9 49.5 62.8 151 37.9
AVSegFormer w/ PQG 77.4 86.9 56.0 67.7 144 32.5
AVESformer w/ QG 76.5 85.9 49.5 62.8 131 17.9
AVESformer w/ PQG 79.9 89.1 57.9 68.7 127 12.0

Figure 9: Visualization of attention maps by each audio query in PQG. Red indicates a higher
attention score, while blue indicates a lower one.

Intrinsic nature of PQG Attention maps of individual queries in PQG are visualized in Figure 9
to analyze its functionality. For a given frame, certain audio queries attend to the corresponding
sounding object, while others may focus on the background. Each audio query captures distinct se-
mantic features: some attend to specific parts of the sounding object, while others capture the entire
object. Across different frames, queries adapt by attending to different objects. For instance, a query
might focus on the sounding object in one frame but shift attention to the background in a differ-
ent context. This demonstrates PQG’s ability to effectively capture diverse semantic information in
various audio-conditioned scenarios.

Fusion Strategy. Furthermore, cross-attention fusion after addressing attention dissipation com-
pared to other fusion strategies is investigated. Including a) cross-attention under attention dissipa-
tion, b) TPAVI by Zhou et al. (2022), c) CHA by Gao et al. (2024), d) sigmoid by Chen et al. (2024).
Results are shown in Table 5. After addressing attention dissipation, cross-attention emerges as the
optimal choice, demonstrating the most distinguishing representation ability. Figure 8 shows the
attention map visualizations of different fusion strategies.

Influence with Plug and Play PQG. Furthermore, PQG can be integrated into other models such
as AVSegFormer (Gao et al., 2024), as shown in Table 6. On MS3, where the audio distinguishing
capability is crucial due to the presence of multiple sound sources within an image, PQG demon-
strates substantial improvement (+6.5% mIoU) when applied to AVSegFormer.

5.3 HYPERPARAMETERS AND ABLATION STUDIES ON AVESFORMER

Training Setup. We provide ablation results with AVESFormer. To make quick evaluations, we
adopt ResNet-50 as the backbone and perform extensive experiments on the S4 and MS3 sub-tasks.
Other training settings remain consistent with Section 5.

ELF Decoder. We analyze the influence of convolution at different stages of the ELF decoder.
As shown in Table 7, ”C” denotes convolution, and ”T” denotes transformer. ”Stage” indicates the

9
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Table 7: Impact of the convolution blocks at different stages. We show model performance with
different convolution insertion stages.

Stage S4 MS3 AVSS Latency

J F J F J F (ms)

T-T-T 77.3 87.6 56.2 66.6 30.7 35.1 14.9
C-T-T 79.9 89.1 57.9 68.7 31.2 36.8 12.0
T-C-T 77.6 88.0 56.5 67.3 29.3 35.1 12.1
T-T-C 77.1 88.3 55.2 67.3 31.0 36.4 11.8

Image

AVSegFormer

GT

AVSBench

AVESFormer

Figure 10: Visualization of segmentation predictions on S4 (left), MS3 (middle) and AVSS (right)
Dataset with AVSBench (Zhou et al., 2022) and AVSegFormer (Gao et al., 2024).

insertion stage of convolution, with three options listed: early (C-T-T), middle (T-C-T), and deep
(T-T-C). Additionally, a pure transformer decoder (T-T-T) is included. As convolution blocks are
moved deeper, the mIoU drops by 2.81% on S4 and 2.73% on MS3. This decline can be attributed
to the fact that early layers primarily generate local responses. In contrast, deeper layers facili-
tate high-level interactions between audio-visual modalities, which are essential for AVS tasks.

Table 8: Performance of different number of
queries in PQG.

S4 MS3
# of queries J F J F

8 79.3 88.9 55.8 66.0
16 79.9 89.1 57.9 68.7
32 79.4 88.9 56.2 66.6
64 79.1 88.9 55.8 67.0
128 79.0 88.8 56.0 67.4
256 79.3 89.0 57.3 67.8

Number of Queries. Table 8 presents the
performance of AVESFormer trained with
varying numbers of quires of PQG in AVS-
Bench. The experiments span query counts
from 8 to 256 with a scale factor of 2. Notably,
utilizing 16 queries performs best across S4 and
MS3. This suggests that even though there are
a number of sounding object categories, a large
number of queries may not be necessary. A few
queries in AVESFormer are adequate for learn-
ing distinguishing audio features.

Qualitative Analysis. Visualizations of AVESFormer compared with those of AVSBench (Zhou
et al., 2022) and AVSegFormer (Gao et al., 2024) are depicted in Figure 10. Our AVESFormer over-
comes critical attention dissipation and makes more sophisticated visualization and segmentation
performance. See Appendix A.3.1 for more visualizations.

6 CONCLUSION

In this paper, we analyze the attention dissipation phenomenon and inefficient transformer de-
coder. Based on these findings, we introduce AVESFormer, the first transformer-based real-time
AVS model. Experimental results demonstrate that AVESFormer achieves the new state-of-the-art
performance-speed trade-off. We hope our method provides insights into new architecture design
not only in AVS tasks but also in various multi-modality scenarios.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E Hinton. Layer normalization. arXiv preprint
arXiv:1607.06450, 2016.

Han Cai, Junyan Li, Muyan Hu, Chuang Gan, and Song Han. Efficientvit: Lightweight multi-scale
attention for on-device semantic segmentation. arXiv preprint arXiv:2205.14756, 2022.

Honglie Chen, Weidi Xie, Triantafyllos Afouras, Arsha Nagrani, Andrea Vedaldi, and Andrew Zis-
serman. Localizing visual sounds the hard way. In Proceedings of the IEEE/CVF conference on
Computer Vision and Pattern Recognition, pp. 16867–16876, 2021a.

Honglie Chen, Weidi Xie, Triantafyllos Afouras, Arsha Nagrani, Andrea Vedaldi, and Andrew Zis-
serman. Localizing visual sounds the hard way. In Proceedings of the IEEE/CVF conference on
Computer Vision and Pattern Recognition, pp. 16867–16876, 2021b.

Yinpeng Chen, Xiyang Dai, Dongdong Chen, Mengchen Liu, Xiaoyi Dong, Lu Yuan, and Zicheng
Liu. Mobile-former: Bridging mobilenet and transformer. In Proceedings of the IEEE/CVF
conference on Computer Vision and Pattern Recognition, pp. 5270–5279, 2022.

Yuanhong Chen, Yuyuan Liu, Hu Wang, Fengbei Liu, Chong Wang, Helen Frazer, and Gustavo
Carneiro. Unraveling instance associations: A closer look for audio-visual segmentation, 2024.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas
Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An
image is worth 16x16 words: Transformers for image recognition at scale. arXiv preprint
arXiv:2010.11929, 2020.

Brendan Duke, Abdalla Ahmed, Christian Wolf, Parham Aarabi, and Graham W Taylor. Sstvos:
Sparse spatiotemporal transformers for video object segmentation. In Proceedings of the
IEEE/CVF conference on Computer Vision and Pattern Recognition, pp. 5912–5921, 2021.

Mark Everingham, SM Ali Eslami, Luc Van Gool, Christopher KI Williams, John Winn, and Andrew
Zisserman. The pascal visual object classes challenge: A retrospective. International Journal of
Computer Vision, 111:98–136, 2015.

Shengyi Gao, Zhe Chen, Guo Chen, Wenhai Wang, and Tong Lu. Avsegformer: Audio-visual
segmentation with transformer. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 38, pp. 12155–12163, 2024.

Jort F Gemmeke, Daniel PW Ellis, Dylan Freedman, Aren Jansen, Wade Lawrence, R Channing
Moore, Manoj Plakal, and Marvin Ritter. Audio set: An ontology and human-labeled dataset for
audio events. In 2017 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 776–780. IEEE, 2017.

Dawei Hao, Yuxin Mao, Bowen He, Xiaodong Han, Yuchao Dai, and Yiran Zhong. Improving
audio-visual segmentation with bidirectional generation. In Proceedings of the AAAI Conference
on Artificial Intelligence, volume 38, pp. 2067–2075, 2024.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pp.
770–778, 2016.

Shawn Hershey, Sourish Chaudhuri, Daniel PW Ellis, Jort F Gemmeke, Aren Jansen, R Channing
Moore, Manoj Plakal, Devin Platt, Rif A Saurous, Bryan Seybold, et al. Cnn architectures for
large-scale audio classification. In 2017 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 131–135. IEEE, 2017.

Andrew G Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun Wang, Tobias Weyand,
Marco Andreetto, and Hartwig Adam. Mobilenets: Efficient convolutional neural networks for
mobile vision applications. arXiv preprint arXiv:1704.04861, 2017.

Di Hu, Rui Qian, Minyue Jiang, Xiao Tan, Shilei Wen, Errui Ding, Weiyao Lin, and Dejing Dou.
Discriminative sounding objects localization via self-supervised audiovisual matching. Advances
in Neural Information Processing Systems, 33:10077–10087, 2020.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Shaofei Huang, Han Li, Yuqing Wang, Hongji Zhu, Jiao Dai, Jizhong Han, Wenge Rong, and Si Liu.
Discovering sounding objects by audio queries for audio visual segmentation. arXiv preprint
arXiv:2309.09501, 2023.

Junnan Li, Ramprasaath R. Selvaraju, Akhilesh Deepak Gotmare, Shafiq Joty, Caiming Xiong, and
Steven Hoi. Align before fuse: Vision and language representation learning with momentum
distillation. In NeurIPS, 2021.

Junnan Li, Dongxu Li, Caiming Xiong, and Steven Hoi. Blip: Bootstrapping language-image pre-
training for unified vision-language understanding and generation. In ICML, 2022a.

Kexin Li, Zongxin Yang, Lei Chen, Yi Yang, and Jun Xiao. Catr: Combinatorial-dependence audio-
queried transformer for audio-visual video segmentation. In Proceedings of the 31st ACM Inter-
national Conference on Multimedia, pp. 1485–1494, 2023a.

Xiang Li, Jinglu Wang, Xiaohao Xu, Xiulian Peng, Rita Singh, Yan Lu, and Bhiksha Raj. Towards
robust audiovisual segmentation in complex environments with quantization-based semantic de-
composition. arXiv preprint arXiv:2310.00132, 2023b.

Yanyu Li, Geng Yuan, Yang Wen, Ju Hu, Georgios Evangelidis, Sergey Tulyakov, Yanzhi Wang,
and Jian Ren. Efficientformer: Vision transformers at mobilenet speed. Advances in Neural
Information Processing Systems, 35:12934–12949, 2022b.

Chen Liu, Peike Patrick Li, Xingqun Qi, Hu Zhang, Lincheng Li, Dadong Wang, and Xin Yu. Audio-
visual segmentation by exploring cross-modal mutual semantics. In Proceedings of the 31st ACM
International Conference on Multimedia, pp. 7590–7598, 2023a.

Chen Liu, Peike Li, Hu Zhang, Lincheng Li, Zi Huang, Dadong Wang, and Xin Yu. Bavs: boot-
strapping audio-visual segmentation by integrating foundation knowledge. IEEE Transactions on
Multimedia, 2024a.

Jinxiang Liu, Chen Ju, Chaofan Ma, Yanfeng Wang, Yu Wang, and Ya Zhang. Audio-aware query-
enhanced transformer for audio-visual segmentation. arXiv preprint arXiv:2307.13236, 2023b.

Jinxiang Liu, Yikun Liu, Fei Zhang, Chen Ju, Ya Zhang, and Yanfeng Wang. Audio-visual seg-
mentation via unlabeled frame exploitation. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 26328–26339, 2024b.

Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang, Hiroaki Hayashi, and Graham Neubig. Pre-
train, prompt, and predict: A systematic survey of prompting methods in natural language pro-
cessing. ACM Computing Surveys, 55(9):1–35, 2023c.

Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng Zhang, Stephen Lin, and Baining Guo.
Swin transformer: Hierarchical vision transformer using shifted windows. In Proceedings of the
IEEE/CVF Computer Vision and Pattern Recognition, pp. 10012–10022, 2021.

Huaishao Luo, Junwei Bao, Youzheng Wu, Xiaodong He, and Tianrui Li. SegCLIP: Patch aggrega-
tion with learnable centers for open-vocabulary semantic segmentation. ICML, 2023.

Juncheng Ma, Peiwen Sun, Yaoting Wang, and Di Hu. Stepping stones: A progressive training
strategy for audio-visual semantic segmentation. IEEE European Conference on Computer Vision
(ECCV), 2024.

Sabarinath Mahadevan, Ali Athar, Aljoša Ošep, Sebastian Hennen, Laura Leal-Taixé, and Bastian
Leibe. Making a case for 3d convolutions for object segmentation in videos. arXiv preprint
arXiv:2008.11516, 2020.

Yuxin Mao, Jing Zhang, Zhexiong Wan, Yuchao Dai, Aixuan Li, Yunqiu Lv, Xinyu Tian, Deng-Ping
Fan, and Nick Barnes. Generative transformer for accurate and reliable salient object detection.
arXiv preprint arXiv:2104.10127, 2021.

Yuxin Mao, Jing Zhang, Mochu Xiang, Yunqiu Lv, Yiran Zhong, and Yuchao Dai. Contrastive con-
ditional latent diffusion for audio-visual segmentation. arXiv preprint arXiv:2307.16579, 2023a.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Yuxin Mao, Jing Zhang, Mochu Xiang, Yiran Zhong, and Yuchao Dai. Multimodal variational auto-
encoder based audio-visual segmentation. In Proceedings of the IEEE/CVF Computer Vision and
Pattern Recognition, pp. 954–965, 2023b.

Sachin Mehta and Mohammad Rastegari. Mobilevit: light-weight, general-purpose, and mobile-
friendly vision transformer. arXiv preprint arXiv:2110.02178, 2021.

Zizheng Pan, Bohan Zhuang, Haoyu He, Jing Liu, and Jianfei Cai. Less is more: Pay less attention in
vision transformers. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 36,
pp. 2035–2043, 2022.

Rui Qian, Di Hu, Heinrich Dinkel, Mengyue Wu, Ning Xu, and Weiyao Lin. Multiple sound sources
localization from coarse to fine. In Computer Vision–ECCV 2020: 16th European Conference,
Glasgow, UK, August 23–28, 2020, Proceedings, Part XX 16, pp. 292–308. Springer, 2020a.

Rui Qian, Di Hu, Heinrich Dinkel, Mengyue Wu, Ning Xu, and Weiyao Lin. Multiple sound sources
localization from coarse to fine. In Computer Vision–ECCV 2020: 16th European Conference,
Glasgow, UK, August 23–28, 2020, Proceedings, Part XX 16, pp. 292–308. Springer, 2020b.

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng
Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, et al. Imagenet large scale visual
recognition challenge. International Journal of Computer Vision, 115:211–252, 2015.

Yi Tay, Mostafa Dehghani, Dara Bahri, and Donald Metzler. Efficient transformers: A survey. ACM
Computing Surveys, 55(6):1–28, 2022.

Hugo Touvron, Matthieu Cord, Matthijs Douze, Francisco Massa, Alexandre Sablayrolles, and
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A APPENDIX

A.1 ATTENTION DISSIPATION

A.1.1 PROOF ON ATTENTION DISSIPATION

As discussed in Sec. 3.2, a brief explanation of attention dissipation is given. Now, we will provide
more detailed proof of this phenomenon.

As commonly practised in AVS tasks, visual features are extracted from the visual backbone to get
Fvisual ∈ Rc×h×w of one frame. Then we patchify the visual feature into Pvisual ∈ RN×c where
N = h× w. Meanwhile, audio signals within one frame are input into the audio backbone to form
Faudio ∈ R1×c. Note that since we only consider one frame at a time in real-time scenario, the
sequence length of the audio feature is equal to 1. We cannot omit the sequence length dimension
because we should keep this shape to perform matrix multiplication in the attention mechanism.

Consequently, the modality fusion process is performed originally by cross attention, where visual
patches are query while the audio feature is key and value:

O = Softmax(PvisualFT
audio)Faudio ∈ RN×c, (8)

where

Pvisual =


q1
q2
...
qN

 , (9)

qi ∈ R1×c, i ∈ [1, 2, . . . , N ], (10)

Faudio = k = v ∈ R1×c. (11)

The attention logit matrix A can be written as:

A = PvisualFT
audio =


q1
q2
...
qN

 kT =


q1k

T

q2k
T

...
qNkT

 ∈ RN×1, (12)

where

qik
T ∈ R, i ∈ [1, 2, . . . , N ]. (13)

Softmax is calculated along the row vector on attention matrix A to get attention probability matrix
P:

P = Softmax(A)|row =


eq1k

T

/
∑

eq1k
T

eq2k
T

/
∑

eq2k
T

...
eqNkT

/
∑

eqNkT

 =


eq1k

T

/eq1k
T

eq2k
T

/eq2k
T

...
eqNkT

/eqNkT

 =


1
1
...
1

 = 1N×1. (14)

Finally the output O becomes a simply replication of value matrix:

O = Softmax(A)|rowFaudio = PFaudio = 1N×1Faudio =


1
1
...
1

Faudio =


Faudio

Faudio

...
Faudio

 . (15)

The attention dissipation phenomenon shows that cross-attention with visual features such as query
and audio as key and value turns out to be a simple replication of audio signals. It goes against our
original intent of modality fusion.
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A.1.2 CODE IMPLEMENTATION

To make a fully comprehensive understanding of attention dissipation, we provide a PyTorch-like
pseudo-code for easy verification and implementation of cross-attention dissipation. Algorithm 1
provides the pseudo-code of attention dissipation in the AVS task. For the current frame, we calcu-
late the attention matrix with the use of visual features as query and audio as key and value.

Algorithm 1 Pseudo-code of Attention Dissipation in a PyTorch-like style.

# image, audio: visual and audio feature
# attn: attention matrix
# out: output of attention

import torch
import torch.nn as nn
import torch.nn.functional as F

def cross_attention(image:torch.Tensor, audio:torch.Tensor):
"""
:param image: torch.tensor with shape [B, C, H, W]
:param audio: torch.tensor with shape [B, C]
:return: fused feature and attention weight
"""

image = image.flatten(2).transpose(1, 2)
audio = audio.unsqueeze(1)

q = image
k = audio
v = audio

attn = torch.matmul(q, k.transpose(1, 2))
attn = F.softmax(attn, dim=-1)
out = torch.matmul(attn, v)

return out,attn

A.2 EXPERIMENTS

A.2.1 EXPERIMENTAL DETAILS

Dataset. We evaluate our method on the AVSBench dataset (Zhou et al., 2022; 2023), which is
composed of AVSBench-Object and AVSBench-Semantic. AVSBench-Object is designed for audio-
visual segmentation tasks with pixel-level annotations. Videos are sourced from YouTube, cropped
into 5 seconds, and sampled at one frame per second to compose the image data. There are two
subsets in AVSBench-Object: single sound source segmentation (S4) subset and multiple sound
source segmentation (MS3) subset. The S4 subset contains 4,932 videos: 3,452 for training, 740
for validation and 740 for testing. The labels contain 23 categories, including humans, vehicles,
animals and kinds of instruments. Note that annotations in S4 training set is only given in the first
frame. Meanwhile, MS3 subset is composed of multiple sound sources, including 424 videos, 286
for training, 64 for validation and 64 for testing. MS3 shares the same categories as S4.

Implementation Details. During training, we use the original image size as 224×224. We apply
horizontal flipping on S4 and MS3 for data augmentation. Since the S4 sub-set only contains anno-
tations on the first frame in the training split, we only use the first frame to provide supervision. We
use the AdamW optimizer and a polynomial learning rate decay with power = 0.9. On S4 and MS3,
the learning rate is set to 0.0005, and on AVSS, it is set to 0.0001. Following previous practice Gao
et al. (2024), we train MS3 for 60 epochs since it is relatively small, while the S4 and AVSS subsets
are trained for 30 epochs. Batch size is set to 16 for S4 and MS3 and 8 for AVSS. We adopt two
ResNet He et al. (2016) backbones (ResNet-50 and ResNet-18) for the segmentation network. For
the audio backbones, we use VGGish Hershey et al. (2017) frozen during the training. The prompt
query generator (PQG) receives the feature from the audio backbone as prompt. The number of
queries is set to 16, and the number of layers is set to 3. At the output end, the audio feature prompt
is discarded. The transformer decoder is adopted from Multi-Scale Deformable (MSDeform) at-
tention Zhu et al. (2020). The first two attention blocks are replaced by convolution to form ELF
decoder. Convolution blocks are attached with residual connection and LayerNorm Yu et al. (2024).
As for the segmentation loss, on S4 and MS3, we set λIoU = 1.8 and on AVSS λIoU = 1.0 with
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λDice = 1.0 and λaux = 0.1. For inference, since the end-to-end real-time scenario does not support
inferring on a bunch of frames (because we want to segment one image at a time on the device), the
latency of all models is measured under one single frame, that is, T = 1. Nevertheless, some of
the methods employ temporal information within multiple frames, which would be lost in a single
frame scenario; we still keep their performance the same for comparison.

Evaluation Metrics. Following Zhou et al. (2022), we adopt Jaccard index J and F-score F
to evaluate. J indicates the mean intersection over union (mIoU) Everingham et al. (2015) be-
tween segmentation prediction and ground truth. F measures the precision and recall by F =
(1+β2×precision×recall)

β2×precision+recall , where β2 = 0.3.

It is important to emphasize that although other methods are evaluated in default AVS settings,
that is, with T frames at a time, some of them may show a slight decay because of the absence of
temporal information and the appearance of attention dissipation in real-time AVS. But AVESFormer
is entirely evaluated under real-time AVS, and hold the same performance in default AVS setting.

A.2.2 MORE RESULTS

Different Backbone. We provide additional results with another commonly used backbone PVT-
v2 (Wang et al., 2022). Results are shown in the following table.With larger scale and more pa-
rameters, PVT-v2 gains more performance. However, the inference time of PVT-v2 accounts for
a significant proportion up to 86.3% of the whole network. It indicates that the model spends too
much time merely on PVT-v2 backbone, while the rest of the network takes 6ms or so. Also, the
slight performance improvement of PVT-v2 comes at the cost of nearly 7x inference latency, which
is not really efficient. In comparison, ResNet backbones show nice property in the trade-off between
performance and inference speed. As a result, we choose ResNet as a more suitable architecture for
real-time applications rather than PVT-v2.

Table 9: Performance of different backbones.

Backbone S4 MS3 AVSS Latency Backbone Latency

J F J F J F (ms) (ms)

PVT-v2 80.5 89.2 59.5 72.3 32.9 38.5 43.8 37.8
ResNet50 79.9 89.1 57.9 68.7 31.2 36.8 12.0 5.5
ResNet18 77.3 87.5 55.0 65.1 26.3 31.8 8.8 2.4

A.3 QUALITATIVE ANALYSIS

A.3.1 RESULTS VISUALIZATION

We present additional visualization results for the paper, alongside AVSBench Zhou et al. (2022),
AVSegFormer Gao et al. (2024) and our model on AVSBench-Object Zhou et al. (2022) and
AVSBench-Semantic Zhou et al. (2023) with ResNet-50 He et al. (2016) backbone, as depicted
in Figure. 11, Figure. 12, and Figure. 13. We demonstrate that AVESFormer efficiently presents
a more fine-grained prediction and a more accurate audio-visual corresponding capability to the
segmentation of objects in the scene compared to previous methods.
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Figure 11: Qualitative audio-visual segmentation results on AVSBench-Object S4 sub-set Zhou et al.
(2023) by TPAVI Zhou et al. (2022), AVSegFormer Gao et al. (2024), and AVESFormer. Each row
represents the raw image, ground truth or different methods. Each column represents various data
samples.
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Figure 12: Qualitative audio-visual segmentation results on AVSBench-Object MS3 sub-set Zhou
et al. (2023) by TPAVI Zhou et al. (2022), AVSegFormer Gao et al. (2024), and AVESFormer. Each
row represents the raw image, ground truth or different methods. Each column represents various
data samples.
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Figure 13: Qualitative audio-visual segmentation results on AVSBench-Semantics Zhou et al. (2023)
by TPAVI Zhou et al. (2022), AVSegFormer Gao et al. (2024), and AVESFormer. Each row rep-
resents the raw image, ground truth or different methods. Each column represents various data
samples.

18


	Introduction
	Related Work
	Revisiting AVS under real-time scenario
	PRELIMINARIES
	Motivation Observations

	Method
	Prompt Query Generator
	Early Focus Decoder

	Experiments
	Main results
	Handling attention dissipation
	Hyperparameters and ablation studies on AVESFormer

	Conclusion
	Appendix
	Attention Dissipation
	Proof on Attention Dissipation
	Code implementation

	Experiments
	Experimental Details
	More Results

	Qualitative analysis
	Results Visualization



