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ABSTRACT

Preference optimization techniques such as Reinforcement Learning From Hu-
man/AI Feedback(RLHF/RLAIF) emerge as the new standard approach in fine-
tuning foundation models. Preference learning, however, is often optimized under
the reinforcement learning setting which leads to a high variance, low data effi-
ciency, as well as much longer steps to converge. Recent study of Direct Preference
Optimization proved to be an effective way to mitigate such issues by converting
the preference learning into a supervised learning paradigm for language models.
However, little have been studied in the case of image generative models such as
diffusion models. In this paper, we propose Proximal Preference Optimization for
Diffusion models (PPOD) that extends the prior work with proximal constraints to
solve the optimization challenges in diffusion model. We further study the online
vs offline evaluation as well as the optimization objective choices and figure out
the optimal setting for different use cases. Such a method makes preference opti-
mization stable and feasible under the supervised learning setting. Our evaluation
shows PPOD outperforms the other RL based reward optimization approaches on
the stable diffusion model. To the best of our knowledge, we are the first work that
enabled the efficient optimization for the RLAIF on the diffusion models.

1 INTRODUCTION

Diffusion models (Ho et al., 2020; Song et al., 2020) have demonstrated impressive capabilities
for generating high-quality images from random Gaussian noise going through multiple iterative
denoising steps. Despite the stunning quality, it is difficult to control the generated content from
randomly sampled noise. Recent large-scale text-to-image diffusion models, e.g. Imagen (Saharia
et al., 2022), DALL-E 2 (Ramesh et al., 2022), and Stable Diffusion (SD) (Rombach et al., 2022)
incorporate text encoders (e.g. CLIP (Radford et al., 2021) and T5 (Raffel et al., 2020)) to enable
generating high-quality images from text prompts. The generated content becomes therefore more
controllable under the text prompt guidance. However, all these approaches train diffusion models
via supervised learning, which makes generated images follow the training data distribution. These
models generally do not perform well in generating images for the properties that are not well learned
from the training dataset, e.g. specific color, image composition, object count, object location, etc.
Although supervised finetuning (SFT) can alleviate this problem, the model is very easy to over-fit on
the content details, leaving the image-text alignment issue being unresolved.

Learning from human or AI feedback has been verified to be an effective solution to solve the
limitation of supervised learning for generative models. Lee et al. (2023b) explored learning a reward
model from human feedback, followed by SFT of the text-to-image model with a reward-weighted
loss. Although their approach achieves better reward scores and improves the generation capabilities
on some properties, e.g. specified color, object count, and background, the model still suffers from
the limitations of SFT. A very recent work (Black et al., 2023) first scoped the denoising process
in diffusion models as a multi-step decision making problem, which enabled using policy gradient
algorithm namely denoising diffusion policy optimization (DDPO) to optimize the diffusion model.
Their work demonstrated that DDPO is more effective than SFT, and is able to adapt text-to-image
diffusion models to learn the difficult concepts that are hard to express by text prompts, such as
image compressibility, aesthetic, etc. Another recent work (Fan et al., 2023) proposed using online
reinforcement learning (RL) to finetune text-to-image models. Their approach integrated diffusion
policy optimization from an online reward model with a KL regularization, namely DPOK. Their
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experiments verified that RL can improve both the image-text alignment and image quality compared
to basic SFT. Both DDPO and DPOK optimize diffusion models via the RL policy optimization
approach, i.e. proximal policy optimization (PPO; Schulman et al., 2017).

In large language models, Rafailov et al. (2023) proposed direct preference optimization (DPO) to
transform the RL with human preference to a supervised learning setting. The core idea of DPO is
using the Bradley-Terry (BT; Bradley & Terry, 1952) model to model the human preference between
a pair of sampled data. The optimization problem is therefore transformed from a reward optimization
to a cross-entropy loss optimization problem. A big advantage of DPO is that it bypasses the explicit
reward modeling step, and avoids the need to perform reinforcement learning optimization. Their
studies showed that DPO is efficient and effective, since it achieved similar or even better performance
than other policy optimization approaches such as proximal policy optimization (PPO) and trust
region policy optimization (TRPO; Schulman et al., 2015) etc.

Inspired by the success of DPO on language models, we explore finetuning the diffusion model by
the direct preference optimization. Since the human feedback is expensive and the AI evaluation
performance achieves remarkable progress, the AI feedback is getting increasing attention. We
therefore focus on optimizing the diffusion model by directly optimizing the reward from RLAIF. In
our work, we choose ImageReward (Xu et al., 2023), a prelearned reward model that shows the best
alignment with human evaluation among all the image quality reward models as the AI evaluator. We
derive the optimization algorithm for diffusion models by considering the iterative denosing steps in
the preference modeling. We also introduce the proximal principle featured in PPO into our approach
to improve the model training stability. Some further studies about performance of optimizing the
model with both online and offline preference data demonstrate the online optimization can achieve
state-of-the-art (SOTA) performance for learning the properties in text prompts, e.g. specified color,
image composition, object count, object location, etc. Figure 1 overviews optimization frameworks
between the traditional RL based approach adopted by previous work (e.g. DDPO and DPOK) and
the proposed PPOD approach.

The main contribution of our paper is proposing a novel reward maximization algorithm, Proximal
Preference Optimization for Diffusion models, namely PPOD, for RLAIF. We rederive the DPO
algorithm for diffusion models with RLAIF, but find that it cannot work out of the box. Our
investigation reveals that by further incorporating elements from PPO, such as the proximal update
principle and online training, we are able to drastically improve the model training stability and
performance. Our PPOD approach enables direct preference optimization for diffusion models for
the first time and achieves superior performance than PPO-based methods.

2 RELATED WORK

Text-to-image diffusion. Diffusion models (Ho et al., 2020; Song & Ermon, 2019; Saharia et al.,
2021b;a) have emerged as an effective class of approaches for high-quality image generation via an
iterative denoising process to transform Gaussian noise into image samples.

The text-to-image generation approaches (Rombach et al., 2022; Ramesh et al., 2022; Ho et al.,
2022; Dhariwal & Nichol, 2022; Nichol et al., 2021; Saharia et al., 2022) demonstrate remarkable
performance on fine-grained high-resolution image generation conditioned by text prompts. Some
text-to-image diffusion approaches (Rombach et al., 2022) replace the pixel space denoising with
latent space denoising to significantly reduce the computational complexity. Since the denoising
training is defined as a supervised learning process, the generated images follow the training data
distribution.

Although text-to-image diffusion models introduce text encoders to condition the denoising process,
from a user’s perspective, generating images with desired content from text prompts is still not easy.
To improve model adaption to user context, a number of recent work focus on fine-tuning the model
with limited user data (Ruiz et al., 2023; Gal et al., 2023; Sohn et al., 2023; Kawar et al., 2023).
Although fine-tuning can adapt the generated data distribution to the distribution learned from user
input data, it still cannot learn the semantic properties in text prompts including specific color, image
composition, object count, object location, etc. Fine-tuning the model to be able to generate unlearned
properties in text prompts remains an open research problem.
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(a) Traditional text-to-image generation model fine-tuning with RL.

(b) Our proximal preference optimization for fine-tuning text-to-image generation model.
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Figure 1: Comparison between (a) the traditional RL based diffusion model finetuning frame-
work and (b) the proposed PPOD framework. The traditional finetuning approach (e.g. Fan et al.
(2023)) performs an online RL by predicting a reward for each generated image and optimizing the
KL-divergence regularized reward objective. Our approach converts the policy optimization to a
supervised learning problem. It samples a pair of images from a generated image dataset (generated
either online or offline). Predict the preference from the current and reference diffusion models.
Finally optimize the current diffusion model via a cross-entropy optimization objectives.

Learning from human / AI feedback. Introducing human / AI assessment to improve the perfor-
mance of generative models has become a popular approach, since the log likelihood optimization is
not sufficient to optimize generative models. The reinforcement learning from human / AI feedback,
i.e. (RLHF; Ouyang et al., 2022) and (RLAIF; Lee et al., 2023a), has been widely studied in
language modeling. The human feedback is collected by asking the annotator to rank the outputs
from the language model, and called preference data. A reward model is learned from the human
preference data and used for the policy optimization. The main challenges of RLHF / RLAIF is the
learning complexity. Schulman et al. (2017) proposed proximal policy optimization (PPO) to reduce
the optimization complexity by clapping the gradient during the learning. Schulman et al. (2015)
proposed the trusted region policy optimization (TRPO) to limit the exploration space within the
trusted region. Recently, Rafailov et al. (2023) proposed a direct preference optimization (DPO),
which transforms the reward optimization to a cross-entropy loss optimization problem by applying
the BT model (Bradley & Terry, 1952) to model the preference data. Their evaluation demonstrated
that DPO performs similarly or better than existing RLHF algorithms, and reduces the complexity by
skipping training reward model.

Reinforcement learning to fine-tune diffusion model. Fine-tuning text-to-image generation models
with RL is an emerging research topic given the success of RLHF / RLAIF in language modeling. The
early work learned a reward model for image generator by fine-tuning the vision-language models
such as CLIP (Radford et al., 2021) and BLIP (Li et al., 2022) to predict the scalar reward value that is
expected to be aligned with the human preference (Xu et al., 2023; Kirstain et al., 2023). The reward
model is then used to fine-tune the generative model (Wu et al., 2023; Lee et al., 2023b). Recently,
Black et al. (2023) introduced an online RL learning pipeline by treating the denoising process as a
Markov Decision Process (MDP) and solving it by PPO. In parallel, Fan et al. (2023) also proposed
an online fine-tuning framework to optimize the reward function plus the KL divergence between the
reference and fine-tuned diffusion model. These RL based fine-tuning approaches explored a new
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direction of enabling diffusion models to learn under the guidance. The learning efficiency is not
well optimized since they all required to build a reward model from the preference data. We develop
a proximal preference optimization to directly optimize on the preference data. Evaluation results
demonstrate that our approach outperforms existing RL based fine-tuning approaches for diffusion
models.

3 METHOD

3.1 PROBLEM SETTING

Diffusion model. In our work, we use the stable diffusion (SD) model (Rombach et al., 2022) as the
starting point for RL finetuning. The SD model is trained based on denoising diffusion probabilistic
models (DDPMs; Ho et al., 2020). Let x0 be the original image, and xT be a noise image sampled
from a Gaussian distribution. The forward pass is a Markovian process q(xt|xt−1), which transforms
the original image x0 to xT by iteratively adding Gaussian noise, producing a sequence of noisy
samples {x1, · · · ,xT }. The Markovian process can be described as:

q(xt|xt−1) = N (xt;
√
1− βtxt−1, βtI) , q(x1:T |x0) =

T∏
t=1

q(xt|xt−1) . (1)

The denoising process is trained to reverse the forward process to convert from a noise input
xT ∼ N (0, I) to the original image x0 as below:

pθ(x0:T ) = p(xT )

T∏
t=1

pθ(xt−1|xt) , pθ(xt−1|xt) = N (xt−1;µθ(xt, t), σ
2
t I) . (2)

The distribution pθ(xt−1|xt) can be modeled as a Gaussian when the noise at each step is small.
Its mean is then predicted by the neural network µθ(xt, t) based on the input noisy image xt at
timestamp t.

Text-to-image diffusion model. Text-to-image diffusion models introduce text prompts to condition
the image generation. The encoded text prompt is attended to the latent code during the denoising
process. Therefore, the prediction network can be updated to µθ(xt, t, c) where c is the conditional
text prompt.

Reinforcement learning with reward model. We introduce a reward model into the finetuning loop
to guide the performance improvement. The reward model steers the finetuning process by evaluating
the generated image quality and alignment with the text prompt. The reward function is defined
as r(x0, c). Since the denoising process is defined as a MDP (Black et al., 2023; Fan et al., 2023),
which is formalized as a sequential decision making process, the diffusion model can be treated as a
policy πθ. The diffusion model defines a conditional probability distribution πθ(x0|c).

3.2 PROXIMAL PREFERENCE OPTIMIZATION

The proximal preference optimization for diffusion (PPOD) models is proposed to optimize the
reward. The optimization problem of PPOD is defined as

max
π

Ec∼p(c)
[
Ex0∼π(x0|c)[r(x0, c)]− ηKL[π(x0:T | c) ‖ πref(x0:T | c)]

]
, (3)

where πref(x0|c) is the reference policy before finetuning, i.e. the pretrained diffusion model.
Ex0∼π(x0|c)[r(x0, c)] defines the objective to optimize reward. KL denotes the KL divergence
between the finetuned and reference policies, which regularizes the finetuned policy to maintain the
overall generation capability of the pretrained policy. Different from the language modeling, the
KL divergence for diffusion models needs to regularize the whole denoising process between the
finetuned and reference policies, i.e. π(x0:T | c) and πref(x0:T | c). Finally, η denotes a weighting
coefficient between the reward and KL divergence regularization.

Inspired by the derivation in Rafailov et al. (2023), the optimal solution to Equation (3) can be
expressed as

πr(x0:T | c) =
1

Z(c)
πref(x0:T | c) exp

(
1

η
r(x0, c)

)
, (4)
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Training with Clipped Log RatiosTraining without Clipped Log Ratios

Figure 2: Effect of clipping log probability ratios during training. Clipping log probability ratios
remarkably improves optimization stability.

where the denominator Z(c) can be written as

Z(c) =

∫
πref(x0:T | c) exp

(
1

η
r(x0, c)

)
dx0:T . (5)

Predicting the optimal policy πr from Equation (4) is hard, since the denominator Z(c) is intractable.
However, the Bradley-Terry (BT; Bradley & Terry, 1952) model designed for modeling the preference
data inspires us to solve the problem via modeling the reward difference between samples. Assume
we have a pair of generated image samples {xw0 ,xl0}, and xw0 achieves higher reward value than
xl0. The BT model can therefore be framed as optimizing the following cross-entropy loss with a
parameterized reward model r(x0, c)

max
r

E(xw
0 ,x

l
0,c)∼D

[
log σ

(
r(xw0 , c)− r(xl0, c)

)]
, (6)

where σ is the logistic function. Besides the Sigmoid function, we can also consider the other loss
functions such as MSE, etc. We evaluate the performance between cross-entropy and MSE loss in the
ablation studies.

By transforming Equation (4), we can express the reward for each sample as

r(x0, c) = η log
πr(x0:T | c)
πref(x0:T | c)

+ η logZ(c) . (7)

Substituting r(x0, c) defined in Equation (7) in Equation (6) yields the following optimization target

max
πr

E(xw
0:T ,x

l
0:T ,c)∼D

[
log σ

(
η log

πr(x
w
0:T | c)

πref(xw0:T | c)
− η log πr(x

l
0:T | c)

πref(xl0:T | c)

)]
. (8)

Now, the denominator Z(c) is canceled out in Equation (8), which makes the optimization problem
solvable. We can interpret Equation (8) as using the difference between two log probability ratios
to predict which generated image is preferred by humans or a reward model. That is, the policy is
optimized for predicting the preference, instead of directly maximizing the reward.

Since the diffusion model can be treated as a MDP, x0:T can be expanded as a product of the step-wise
denoising step. The log ratio term in Equation (8) can be transformed to a sum of the step-wise log
ratios as:

log
πr(x

w
0:T | c)

πref(xw0:T | c)
=

T∑
t=1

(
log

πr(x
w
t−1 | xwt , c)

πref(xwt−1 | xwt , c)

)
. (9)

Our experiments found optimizing Equation (8) without any regularization can produce very unstable
fine-tuing results as demonstated in the left sub-figure of Figure 2. To improve the stability of the
optimization process, we are inspired by the PPO approach to clip the log ratio between the finetuned
and reference policies by clog(·) = clip (log(·),−ε, ε) . After introducing the clip, the optimization
output becomes much more stable than without clipping. The images in the right sub-figure of
Figure 2 demonstrate the tractable progress of the optimization process.

Therefore, the optimization targets in Equation (8) can be further simplified as

max
πr

E(xw
0:T ,x

l
0:T ,c)∼D

[
log σ

(
η

T∑
t=1

(
clog

πr(x
w
t−1 | xwt , c)

πref(xwt−1 | xwt , c)
− clog

πr(x
l
t−1 | xlt, c)

πref(xlt−1 | xlt, c)

))]
.

(10)
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Algorithm 1 PPOD Training

Require: A pretrained denoising model πref(x0:T | c), a reward model r(x0, c)
while not converged do

Sample K images from the given text prompt c and record the sampling process (xk0:T | c).
Predict a reward score r(xk, c) for each sampled image xk.
Sample M pairs of images from the rated images generated last step.
Calculate the preference prediction loss defined in Equation (10).
Optimize the model with gradient descent.

end while

The PPOD algorithm is outlined in Algorithm 1. PPOD can optimize with the reward generated both
online and offline. The offline generated reward is used in RLHF when the human preference data
is collected offline. In this case, the preference pair are sampled from the offline dataset in each
batch to optimize the model. On the other side, the online generated reward can be used in RLAIF or
interactive finetuning. In this case, a new dataset is generated at each training step from the latest
finetuned generator. The reward model or human annotator rates the sampled pair as the preference
for each iteration. Based on our evaluation, the online learning can achieve better performance than
the offline learning.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

We follow the same setting as DPOK (Fan et al., 2023), where we use Stable Diffusion v1.5 (Rombach
et al., 2022) as the pretrained model, and finetune it on one prompt at a time. Specifically, we use
the following prompts for training: “A green colored rabbit”, “Four wolves in the park”, “A cat and
a dog”, and “A dog on the moon”. They involve generating objects with specific colors, counts,
compositions, and locations, which have been found challenging for Stable Diffusion. It has been
shown in DPOK that by finetuning Stable Diffusion through reward maximization, we can partially
mitigate these weaknesses. Our results will demonstrate that our proposed model PPOD obtains a
better reward than DPOK on all four prompts, showing great potential for RLAIF in diffusion models.

Baselines. In addition to the pretrained Stable Diffusion, we mainly consider supervised finetuning
(SFT) and DPOK to be our baselines. Because the source code of DPOK has not been released,
we follow the training setup described in the DPOK paper. Specifically, we use ImageReward (Xu
et al., 2023) as the reward model, as it is better aligned with human preference than alternatives
such as CLIP (Radford et al., 2021). The number of queries to the reward model is 20K for all
methods compared. That is, SFT generates an offline dataset of 20K images using the pretrained
Stable Diffusion. DPOK generates 20K images in total during its online policy update. For our
model, the offline version uses the same amount of data as SFT. The online version consists of 4
stages. For each stage, we generate 5K images using the latest model checkpoint, and update the
model till convergence on these 5K images.

4.2 MAIN RESULTS

We report the ImageReward score of all models in Figure 3. The scores of Stable Diffusion and PPOD
are averaged over 5K samples per prompt using the same random seed. The scores of SFT and DPOK
are obtained from the DPOK paper, which uses 50 samples. PPOD achieves the best ImageReward
score across all four prompts, surpassing the PPO-based DPOK and significantly outperforming SFT.
This suggests that optimizing policy for preference prediction is a promising alternative to direct
reward maximization for RLAIF in diffusion models.

In Figure 4 (Right), we show PPOD generation samples at the end of each online training stage. It
can be seen that PPOD is able to continually improve through online training, correcting mistakes in
the pretrained Stable Diffusion and previous training stages. For example, in the second row, PPOD
gradually increases the number of wolves to four. In the third row, PPOD removes the additional cat
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Figure 3: Comparison of reward maximization capability. Our proposed model PPOD achieves
the best ImageReward score across all four prompts, showing great potential for RLAIF.
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Figure 4: Generation samples on training prompts. The first image on each row is the image
generated by Stable Diffusion. It shows limitations in generating the correct color, count, composition,
and location. The second image on each row is generated by the PPOD offline version. It can partially
address the limitations of the pretrained SD model. The last four images in a row on each row are the
images generated by PPOD at different online training stages. Through online training, PPOD is able
to continually improve its generation and correct mistakes. Images in the same row are generated
with the same random seed.

in the last training stage. Because there is no DPOK checkpoint available, we are unable to provide a
qualitative comparison with DPOK. We refer the reader to the DPOK paper for qualitative results.

We also test PPOD with unseen prompts at the end of each online training stage. Generation samples
are shown in Figure 5 (Right). We find that PPOD generalizes reasonably, and the generation quality
on unseen prompts also improves in the process of online training.
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Figure 5: Generation samples on unseen prompts. PPOD maintains reasonable generalization
ability. The generation quality on unseen prompts also improves over iterations in online training.
Images in the same row are generated with the same random seed.
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Figure 6: Online vs. offline learning on training prompts. The online model matches the offline
model performance within two stages, and keeps improving afterwards in most cases.

4.3 ABLATION STUDY

Online Learning vs. Offline Learning. In Figures 4 and 5, we have qualitatively demonstrated that
online training continually improves the generation quality of PPOD on both training prompts and
unseen prompts. We further provide quantitative comparisons in Figures 6 and 7. Here, we evaluate
the ImageReward score of PPOD at the end of each online training stage, for both training and unseen
prompts. For a fair comparison, both the offline and online model use the same total number of
reward queries and gradient updates. We find that in most cases, the online model is able to match the
offline model performance within two stages (using half the number of reward queries and gradient
updates), and keeps improving afterwards. We conjecture that with more frequent online updates,
PPOD may become even better.

Preference Prediction Loss: Cross Entropy vs. Mean Squared Error. Here, we compare PPOD
with its variant, PPOD-MSE, that uses mean squared error (MSE) as the preference prediction loss.
For simplicity, we only consider the offline setting. We observe in Table 1 that the two models
obtain similar ImageReward scores. Qualitatively, as shown in Figure 8, PPOD-MSE generations can
sometimes be less natural. Therefore, we choose cross-entropy as the favorable loss function in our
design.
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Figure 7: Online vs. offline learning on unseen prompts. The online model matches the offline
model performance within two stages, and keeps improving afterwards in most cases.
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Figure 8: Generated images learned with cross-entropy and MSE as the preference prediction loss,
respectively.

5 CONCLUSION

In this paper, we propose a novel proximal preference optimization approach to fine-tune the diffusion
model (PPOD) for the use case of reinforcement learning with AI feedback (RLAIF). PPOD derives
the direct preference optimization algorithm for diffusion process and introduces the proximal
constraint to solve the optimization challenges in diffusion model. Similar to DPO, PPOD reduces the
barriers in fine-tuning the diffusion model and makes the fine-tuning process efficient and stable. Our
experiments demonstrate the superior performance for maximizing the reward model with fine-tuning
the diffusion model, over both the supervised fine-tuning and the RL based approach. We also study
the design including online and offline learning as well as the supervised learning loss choice. The
evaluation proves our design achieves the optimal performance. We mainly target on RLAIF in this
paper as RLAIF is getting more attention due to its low cost and comparable performance to RLHF.
Notably, the proposed PPOD is a generic approach for various use cases including online RLAIF,
iteractive RLHF, the offline RLHF, etc.
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