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Abstract

Euphemism identification aims to identify the001
true meaning of a given euphemism, such002
as identifying “weed” (euphemism) as “mar-003
ijuana” (target keyword) in illicit transactions,004
which is of great significance to help content005
moderation and combat underground market.006
However, existing methods only use text data007
to identify euphemisms, ignoring the seman-008
tic information of other modalities associated009
with the corresponding target keywords during010
the development and evolution of euphemisms.011
Additionally, the lack of multimodal datasets of012
euphemisms also hinders related research. In013
this paper, we regard euphemisms and their014
corresponding target keywords as keywords015
and propose improving euphemism identifica-016
tion quality through keyword-oriented visual017
and audio features. To this end, we first in-018
troduce a keyword-oriented multimodal corpus019
of euphemisms (KOM-Euph), involving three020
datasets (Drug, Weapon, and Sexuality), includ-021
ing text, images, and speech. Then, we propose022
a keyword-oriented multimodal euphemism023
identification method (KOM-EI), which uses024
cross-modal feature alignment and dynamic fu-025
sion modules to explicitly utilize the visual and026
audio features of the keywords for efficient eu-027
phemism identification. Extensive experiments028
demonstrate that our method outperforms the029
SOTA models and LLMs, and show the impor-030
tance of our multimodal datasets.031

1 Introduction032

Euphemisms are indirect words or phrases used to033

replace harsh or offensive expressions and are a034

significant form of linguistic communication. Cur-035

rently, euphemisms are widely used in social media036

and darknet marketplaces to cover up illicit trans-037

actions and evade supervision (Yuan et al., 2018;038

HADA et al., 2020; Foye et al., 2021). For in-039

stance, the euphemisms “ice” and “weed” in Table040

1 are used as substitutes for the target keywords041

Example sentences (euphemisms are in bold)

1. We had already paid $70 for some shitty weed
from a taxi driver but we were interested in some
coke and the cubans.
2. For all vendors of ice, it seems pretty obvious
that it is not as pure as they market it.
3. Back up before I pull my nine on you.

Table 1: Examples of sentences containing euphemisms.

Figure 1: Image and speech examples of keywords.

“methamphetamine” and “marijuana”. These eu- 042

phemisms can seem vague and obscure, making it 043

challenging to trace illegal transactions. Thus, iden- 044

tifying the target keyword of a given euphemism 045

i.e., euphemism identification, is essential for im- 046

proving content moderation and combatting under- 047

ground trading. However, euphemisms evolve like 048

a “treadmill” (Pinker, 2003), making it difficult to 049

maintain an up-to-date corpus for the euphemism 050

identification task. Furthermore, the euphemisms 051

are used either in literal or figurative senses, which 052

adds complexity to the task. 053

Current methods have primarily focused on de- 054

tecting whether words are used in a euphemistic 055

sense, with techniques evolving from conventional 056

natural language processing (Yuan et al., 2018; 057
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Magu and Luo, 2018; Lee et al., 2022) to deep058

learning pre-training models (Zhu et al., 2021;059

Zhu and Bhat, 2021; Seethappan and Premalatha,060

2022). However, these methods can only detect eu-061

phemisms but not identify them to the correspond-062

ing target keywords. Meanwhile, existing studies063

on euphemism identification used self-supervised064

schemes to construct labeled datasets for training065

a model to identify the euphemisms. They only066

focus on obtaining context information on the eu-067

phemisms from text data to identify them, disre-068

garding the semantic information of other modali-069

ties associated with the corresponding target key-070

words in the evolution of euphemisms.071

In the evolution of language, euphemisms usu-072

ally evolve from homophones, abbreviations, im-073

age mapping, etc. of the target keywords (Ji and074

Knight, 2018). As shown in Figure 1, the literal075

meaning of weed and its true meaning referring076

to marijuana are both plants, which can be seen077

from the visual information. Coke is a euphemism078

for cocaine because the original coke is a drink079

containing cocaine, and the sound of coke is sim-080

ilar to cocaine. This can be seen from the pro-081

nunciation wave through the audio information of082

them. Text is just a modality for recording lan-083

guage, and the visual and audio modalities can also084

record extra information for language. These multi-085

modalities together demonstrate the development086

and evolution of language. Furthermore, leveraging087

other modalities to introduce salient information088

that complements text has been proven effective089

in other natural language processing (NLP) tasks090

(Yang et al., 2023; Zeng et al., 2023; Wang et al.,091

2022). Thus, the integration of multimodal data092

is urgently needed for euphemism identification.093

However, current research on euphemism only in-094

volves a single text modality, and the lack of multi-095

modal data hinders the relevant research.096

To overcome these limitations, we construct the097

first Keyword-Oriented Multimodal Euphemism098

datasets (KOM-Euph) based on the only text modal099

datasets proposed by Zhu et al. (2021). The KOM-100

Euph is composed of text-image-speech pairs with101

no labels. KOM-Euph will expand euphemism un-102

derstanding from mono-modality to multi-modality103

and help to improve the performance of automatic104

euphemism identification by investigating multi-105

modal semantics. Additionally, to better utilize106

the multimodal information of euphemisms from107

multi-view of text, vision, and audio, we pro-108

pose a Keyword-Oriented Multimodal Euphemism109

Identification method (KOM-EI) to generate more 110

comprehensive semantics of euphemisms by ex- 111

plicitly using the visual and audio features. The 112

KOM-EI model employs feature alignment to align 113

cross-modal features through contrastive learning 114

and utilizes dynamic feature fusion to dynamically 115

obtain cross-modal features by cross-attention and 116

gated units. In this way, the model is enhanced to 117

explicitly exploit the text, vision, and audio fea- 118

tures, leading to more accurate identification. Ex- 119

periments show that our method yields top1 identi- 120

fication accuracies that are 45-60% higher than the 121

state-of-the-art baseline methods. 122

Our contributions are as follows: 123

• To the best of our knowledge, we are the first that 124

contribute a novel keyword-oriented multimodal 125

euphemism corpus (KOM-Euph) with 86K text- 126

image-speech pairs involving three domains. 127

• We propose a keyword-oriented multimodal 128

method, using cross-modal feature alignment 129

and dynamic fusion to explicitly exploit the text- 130

image-speech features to identify euphemisms. 131

• Extensive experiments on KOM-Euph show that 132

our model builds new state-of-the-art perfor- 133

mance that beats large language models and 134

demonstrates the importance of our datasets. 135

2 Related work 136

2.1 Euphemism Identification 137

Existing models mainly focused on detecting words 138

in a euphemistic manner, using methods from con- 139

ventional NLP techniques (Magu and Luo, 2018; 140

Felt and Riloff, 2020), deep learning methods 141

(Yuan et al., 2018; Gavidia et al., 2022) to pre- 142

trained models (Zhu et al., 2021; Ke et al., 2022). 143

Yuan et al. (2018) focused on identifying the hyper- 144

nyms of euphemisms while not directly identifying 145

the specific meanings of euphemisms. They iden- 146

tify “horse” as an illicit drug rather than “heroin”. 147

Zhu et al. (2021) first explicitly defined the eu- 148

phemism identification task, they developed a self- 149

supervised scheme and analyzed euphemisms at the 150

sentence level to identify them. However, they only 151

focused on obtaining context information of text 152

data to identify euphemisms, ignoring other modal- 153

ity features of euphemisms, resulting in limited 154

identification results. Unlike the above methods, 155

we are the first to use multimodal information to 156

identify euphemisms. 157
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Figure 2: The overall framework. The left part shows the self-supervised learning scheme for constructing labeled
training sets. The right part shows the architecture of our KOM-EI.

2.2 Multimodal learning158

As information between modalities can comple-159

ment each other, many NLP tasks extend from a160

single text modal to multimodal to enhance the un-161

derstanding of particular tasks. Multimodal fake162

news detection achieves higher detection results163

with the help of textual information and image in-164

formation complementing each other (Huang et al.,165

2023; Zeng et al., 2023). The multimodal senti-166

ment analysis provides more comprehensive sen-167

timent information by fusing feature information168

from three modalities: text, audio, and image (Yang169

et al., 2023; Wang et al., 2022). Kesen et al. (2022)170

utilized the text-image model to generate images171

corresponding to euphemisms and achieved higher172

euphemism detection results. Inspired by them,173

we propose to use visual and audio information174

in the euphemism identification task for the first175

time. The difference is that we build and introduce176

keyword-oriented multimodal information, which177

is a new attempt in the field of NLP.178

3 Problem Description179

The task studied in this article is that given sen-180

tences containing euphemisms S, a set of target181

keywords T , and the images and speech of the182

keywords as input: s = [w1, ..., wi, euph, ..., wm]183

(where s ∈ Set, euph is a euphemism), T =184

{t1, ..., tj , ..., tn}, determine the target keyword tj185

that refers to the euphemism euph. As seen in186

Table 1, we aim to determine that “ice” refers to187

“methamphetamine” and “nine” means “gun”.188

4 Methodology189

Figure 2 shows the overall flow and framework190

of our proposed method. Inspired by Zhu et al.191

(2021), we use self-supervised learning to automat-192

ically construct labeled datasets, as shown in the193

left part of Figure 2. In the training and valida- 194

tion phases, they take sentences masking the target 195

keywords (e.g., cocaine and heroin) as training sam- 196

ples, using the corresponding target keywords as 197

labels for training. During the testing phase, they 198

feed sentences with the euphemisms masked into 199

the trained model and finally specify the masked 200

euphemism into the corresponding target keyword. 201

Different from the text-only approach of Zhu et al. 202

(2021), our method enriches the training and val- 203

idation phases with visual and audio information 204

of target keywords, while integrating similar multi- 205

modal data of euphemisms during the testing phase. 206

Based on the above self-supervised scheme and 207

multimodal information, we propose a keyword- 208

oriented multimodal euphemism identification 209

method (KOM-EI), as shown in the right of Figure 210

2, including three parts, namely 1) a feature repre- 211

sentation module, 2) a dynamic feature fusion mod- 212

ule, and 3) a prediction module. We first encode 213

the text-image-speech pairs features respectively 214

via three pre-trained models. Subsequently, they 215

are channeled into a feature fusion module tailored 216

to dynamically capture cross-modal congruities, 217

yielding features enriched with multi-modality in- 218

formation. These enhanced features are then di- 219

rected into the prediction module to facilitate the 220

euphemism identification across modalities. 221

4.1 Feature Representation Module 222

Euphemisms are primarily discerned through con- 223

textual analysis. However, an exclusive focus on 224

context may introduce ambiguity, given that analo- 225

gous contexts for disparate euphemisms could mis- 226

guide the model, culminating in misidentification. 227

For instance, the sentence, “We had already paid 228

$70 for some shitty weed from a taxi driver but we 229

were interested in some coke and the cubans”, con- 230

tains both euphemisms “weed” and “coke”. It is 231
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difficult to distinguish between “weed” and “coke”232

if only sentence-level context is considered.233

According to previous research on the evolution234

of euphemisms (Ji and Knight, 2018) and common235

sense, the visual and audio information correspond-236

ing to the literal meaning of a euphemism is related237

to its implicit meaning. For example, from the vi-238

sual perspective, both the literal meaning of weed239

and its true meaning referring to marijuana are240

plants. Coke is a euphemism for cocaine because241

the original coke was a drink containing cocaine.242

From the audio perspective, the literal pronuncia-243

tion of coke is close to that of cocaine. Motivated244

by these, we introduce multimodal information on245

euphemisms from multiple views of text, vision,246

and audio to obtain comprehensive and semanti-247

cally rich features to better identify euphemisms.248

Text Encoder. Due to Bert’s success in extract-249

ing contextual features (Devlin et al., 2019), we use250

the Bert model pre-trained on euphemism corpus to251

extract dynamic context information. Take the sen-252

tence s = [w1, ..., wi, [MASK], ..., wm] (s ∈ Set,253

where Set is the set of masked sentences) with the254

euphemism masked as the input of BERT model.255

wi refers to a token, and the special tokens “[CLS]”256

and “[SEP]” are boundary markers used to guide257

and end the input. wmask refers to the original258

masked words. As shown in formula (1), T ∈ Rdg259

and dg is the dimension of text embedding.260

T = CLS_BERT([CLS]+ w1 + ...+ wi+

[MASK]+ ...+ [SEP]),
(1)261

Image Encoder. To initialize our model with ef-262

fective image embeddings, we utilize a pre-trained263

CLIP model (Radford et al., 2021) as the image en-264

coder. CLIP has demonstrated remarkable capabili-265

ties in understanding images in the context of natu-266

ral language, outperforming traditional image-only267

models in various tasks. For an image ∈ RH×W×C ,268

where H, W, and C denote the height, width, and269

number of channels of the image. To preserve270

the pre-trained knowledge of CLIP, we freeze its271

weights and add a nonlinear projection layer as an272

extractor. The image features can be represented as273

Î = CLIP(Image), (2)274
275

I = ReLU(WI Î + bI), (3)276

where Î ∈ Rdv and I ∈ Rdg , dv is the dimension277

of image embedding.278

Speech Encoder. To train our model from279

a good start of speech embeddings, we employ280

Wav2Vec 2.0 (Baevski et al., 2020) as the speech 281

encoder. Wav2Vec 2.0 is adept at capturing intri- 282

cate acoustic patterns and nuances within the audio 283

signal, yielding a comprehensive embedding that 284

encapsulates the audio’s characteristics. In this 285

work, our speech inputs are files with the suffix 286

’.wav’. Following the freezing of the wav2vec 2.0 287

model’s weights, we similarly attach an extractor 288

to further process the speech embeddings, which 289

can be represented by 290

S̃ = Wav2Vec2(Speech) = [z1, z2, ..., zT ], (4) 291

292

Ŝ = Mean(S̃), (5) 293
294

S = ReLU(WSŜ + bS), (6) 295

where zj ∈ Rds refers to the representation of the 296

j-th time-step and ds is the dimension of speech 297

embedding. Mean(·) is the average function, S ∈ 298

Rdg denote the final speech features. 299

4.2 Dynamic Feature Fusion Module 300

By introducing multimodal information, it can rec- 301

ognize euphemisms by leveraging additional cues 302

in visual and audio modalities to assist language- 303

based prediction. Although other modalities can 304

provide extra information to aid identification, they 305

also introduce noise due to the quality. Mean- 306

while, each text-image-speech pair is different and 307

requires different points of attention. Therefore, 308

we use text features as anchors and dynamically 309

learn additional information from other modalities. 310

First, cross-modal contrastive learning is employed 311

to align the text-image and text-speech features. 312

Subsequent cross-attention facilitates the comple- 313

mentary feature extraction across modalities. Ulti- 314

mately, a gated unit is deployed to filter redundant 315

and noisy information from the visual and audio 316

features, dynamically refining the fused features. 317

Cross-modal Feature Alignment (CFA). Ex- 318

isting work exhibits the generality of the modality 319

gap phenomenon in multimodal models (Xu et al., 320

2021; Zhang et al., 2022; Liang et al., 2022). To 321

this end, we use the CFA to align cross-modal fea- 322

tures to mitigate the modal gaps. Given a sentence 323

containing a keyword, align it with the image and 324

audio features of the keyword respectively. Where 325

the text involving the same keyword and the image 326

or audio corresponding to the keyword are posi- 327

tive samples, and those corresponding to different 328

keywords are negative samples. We formulate the 329
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cross-modal contrastive loss as:330

LTI = −
|Set|∑
i=1

|B|∑
j=1

I([mask]i = keywordj)

log
esim(Ti,Ij)/τ∑|B|
k=1 e

sim(Ti,Ik)/τ
,

(7)331

332

LTS = −
|Set|∑
i=1

|B|∑
j=1

I([mask]i = keywordj)

log
esim(Ti,Sj)/τ∑|B|
k=1 e

sim(Ti,Sk)/τ
,

(8)333

where |B| is the batch size, I is an indicator,334

[mask]i refers to the keyword in s and keywordj335

means the keyword corresponding to the image or336

speech. sim(hi, hj) is the cosine similarity hT
i ·hj

|hi||hj |337

and τ is the temperature hyper-parameter.338

Cross-modal Attention(CA). To better obtain339

supplementary information from other modalities,340

we use contextual features as anchors and use cross-341

attention to focus on relevant information. Firstly,342

the query Q is linearly projected from the textual343

feature T , and the key K and value V are linearly344

projected from the visual features I or the audio345

feature S. Q = TWq,K = IWk/SWk, V =346

IWv/SWv, Q/K/V ∈ Rdg . Then, the CA is ap-347

plied to get the context-queried visual features MTI348

and the context-queried audio features MTS .349

MTI = CA(QTI ,KTI , VTI),

MTS = CA(QTS ,KTS , VTS),
(9)350

Gated Unit (GU). The GU is employed to filter351

redundant and noisy information from the visual352

or audio features. It aims to learn dynamic co-353

attention of text-image and text-speech conditioned354

on different inputs. We then obtain the text-guided355

output M̂TI and M̂TS followed by an Addition and356

Normalization layer (ANGU) :357

R(X) = ReLU(WRX + bR),

GU(X) = σ(WGR(X) + bG) ·X,
(10)358

359
M̃TI = GU(MTI), M̃TS = GU(MTS), (11)360

361
M̂TI = ANGU(M̃TI +MTI),

M̂TS = ANGU(M̃TS +MTS).
(12)362

Next, we employ a Self-Attention (SA) layer363

followed by an AN layer ANSA to refine the text-364

guided output M̂TI . Q̂TI = M̂TIWqTI , K̂TI =365

M̂TIWkTI , ˆVTI = M̂TIWvTI .366

M̂TI = SA(Q̂TI , K̂TI , ˆVTI), (13)367

368
MTI = ANSA(M̂TI + M̂TI). (14) 369

Similarly, we can get the enhanced features 370

MTS . Finally, the dynamic fusion features are ob- 371

tained as follows: 372

H(s) = WH(MTI ;MTS)) + bH , (15) 373

where WH ∈ Rdg×2dg , bH ∈ Rdg are the model 374

parameters, and (;) means concatenation. 375

4.3 Prediction Module 376

After obtaining the dynamic fusion feature H(s), 377

the identification task is finally achieved through 378

the classifier. The probability of obtaining the se- 379

lected target keyword for a given mask sentence is 380

calculated by 381

P (tj |s) = softmax(W (h(tj)⊙ H(s)) + b), (16) 382

where W ∈ Rdg , b ∈ R are the model parameters 383

and ⊙ is the element-wise multiplication. h(tj) 384

is the learned discrete representation of the class 385

label of the target keyword. The objective of the 386

training is to minimize the cross entropy between 387

the predicted results and true values: 388

LP = −
n∑

j=1

HglogP (tj |s), (17) 389

where n is the number of target keyword subcat- 390

egories in a specific category. In drug, weapon, 391

or sexuality category, target keywords in the same 392

subcategory hold identical meanings. Hg is the 393

one-hot vector of the ground truth. 394

4.4 Training and Inference 395

For multimodal euphemism identification, with the 396

main prediction task and the cross-modal feature 397

alignment auxiliary tasks, the training objective is 398

finally formulated as: 399

J = αLP + βLTI + γLTS , (18) 400

where α, β and γ are the balancing factors for the 401

tradeoff among LP , LTIand LTS respectively. 402

During inference, the alignment auxiliary tasks 403

are not involved and only the main prediction task 404

is used to identify the euphemisms. 405

5 Experiments and Analysis 406

In this section, we evaluate the performance of 407

KOM-EI on the KOM-Euph corpus and compare it 408

with a set of baseline models. 409
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Figure 3: Samples presentation of multimodal data sets.

Datasets Entries Images Speech Pairs Num
Drug 1271907 8452 2113 16060 33
Weapon 3108988 12636 3159 58410 9
Sexuality 2894869 - 1282 11465 12

Table 2: Overview of the datasets. Num means cate-
gories of target keywords. Pairs means the text-image-
speech pairs.

5.1 KOM-Euph Dataset410

The evolution of euphemisms draws inspiration411

from visual and audio information of the target key-412

words and no image or speech information exists413

for euphemism identification.414

Data Construction. Inspired by the evolu-415

tion of euphemisms, we construct a Keyword-416

Oriented Multimodal Euphemism (KOM-Euph)417

corpus, based on the text-only corpus (noted as418

“Euph”) presented by Zhu et al. (2021). The Euph419

corpus consists of only textual data, involving three420

datasets: Drug, Weapon, and Sexuality. Since the421

Sexuality dataset mainly involves private parts of422

the body or sexual activities, the collection of their423

images is illegal. For the Sexuality dataset, we only424

expanded the audio modality data. For details on425

the data source and construction, please refer to426

Appendix A.427

Dataset Statistics. An overview of each dataset428

is shown in Table 2. There are 33, 9, and 12 subcate-429

gories of target keywords corresponding to datasets430

Drug, Weapon, and Sexuality. As shown in Figure431

3, Drug and Weapon datasets contain Text-Image-432

Speech pairs, while Sexuality contains Text-Speech433

pairs. As with existing methods, we employ a self-434

supervised learning framework to construct labeled435

data for training. We require three kinds of inputs:436

1) sentences from the original text corpus that mask437

out the target keywords (for training/validation)438

and the corresponding images and speech, 2) sen-439

tences that mask out the euphemisms (for testing)440

and the corresponding images and speech, and 3) a441

list of target keywords (e.g., heroin, cocaine, etc.).442

Furthermore, To evaluate our results, we need to443

rely on a ground truth list (Zhu et al., 2021) of eu- 444

phemisms and the corresponding target keywords, 445

which should contain a one-to-one mapping from 446

each euphemism to its true meaning. Please refer 447

to Appendix A for ground truth list details. 448

Note that no extra supervision or resource ex- 449

cept the images and speech of the keywords are 450

required throughout the training process, and the 451

ground truth lists do not participate in the whole 452

training process but are only used to help evaluate 453

the accuracy of euphemism identification. 454

5.2 Experimental Setup 455

5.2.1 Baselines 456

Text only Models. We use four text-only base- 457

lines, including the method proposed by Zhu et al. 458

(2021) (the SOTA model, denoted as “SelfEDI”), 459

the Word2vec baseline they created, and the other 460

two baselines established by us. 461

• Word2vec: Use Word2vec to obtain word em- 462

beddings of all words, using cosine similarity 463

to select the closest target keyword. 464

• SelfEDI: Use a bag-of-words model to extract 465

sentence features and train a classifier to rec- 466

ognize euphemisms. 467

• BERT_pre: Use the pre-trained model ob- 468

tained on a specific corpus to extract the sen- 469

tence features (fixed parameters), and train a 470

classifier to recognize euphemisms. 471

• BERT_ft: Use the pre-trained model obtained 472

on a specific corpus to extract the sentence 473

features (updatable parameters), and fine tune 474

the euphemism identification. 475

Multimodal Models. Since we are the first to 476

propose a multimodal euphemism identification 477

method, we establish three multimodal baselines 478

based on our KOM-EI. 479

• KOM-EI_V|VG: Use VIT as image encoder 480

and VGGish as speech encoder. 481

• KOM-EI_V|W: Use VIT as image encoder 482

and Wav2Vec 2.0 as speech encoder. 483
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Drug Weapon Sexuality

Method Acc@1 Acc@2 Acc@3 Acc@1 Acc@2 Acc@3 Acc@1 Acc@2 Acc@3

Word2Vec 0.07 0.14 0.21 0.10 0.27 0.40 0.17 0.22 0.42
SelfEDI 0.20 0.31 0.38 0.33 0.51 0.67 0.32 0.55 0.64
BERT_pre 0.21 0.26 0.33 0.35 0.54 0.70 0.36 0.55 0.64
BERT_ft 0.24 0.31 0.40 0.38 0.55 0.73 0.38 0.50 0.69

KOM-EI_V|VG 0.28 0.37 0.42 0.43 0.58 0.66 0.45 0.64 0.64
KOM-EI_V|W 0.28 0.35 0.43 0.45 0.63 0.69 0.50 0.67 0.75
KOM-EI_C|VG 0.30 0.21 0.32 0.47 0.63 0.71 0.45 0.64 0.64
KOM-EI 0.32 0.40 0.48 0.48 0.68 0.74 0.50 0.67 0.75

Table 3: Experimental results of our KOM-EI against baselines.

Model Drug Weapon Sexuality Cost/S
StableLM 0.02 0.03 0.12 2.08S/0.00475$
mPLUG 0.02 0.13 0.15 2.35S/0.00541$
mPLUGmm - 0.19 - /
Llama2 0.17 - - 18.23S/0.05833$
GPT3.5 0.33 0.17 0.42 1.12S/0.00035$
KOM-EI 0.32 0.48 0.50 0.32S/0.00004$

Table 4: Experimental results of our FA-Net against
LLMs. Cost/S represents the average time and cost per
sentence. “-” means that the models refuse to answer
such questions involving inappropriate content.

• KOM-EI_C|VG: Use CLIP as image encoder484

and VGGish as speech encoder.485

• KOM-EI: Use CLIP as image encoder and486

Wav2Vec 2.0 as speech encoder.487

5.2.2 Implementation Details488

To be consistent with the baselines, we also trained489

the models separately on each dataset and split the490

training set and validation set in an 8:2 ratio of491

text-image-speech pairs that mask out the target492

keywords in the text, while the test set comprised493

all pairs that mask out the euphemisms in the text.494

All experiments were conducted on a Linux server495

of Ubuntu 18.0.4 LTS version with a Tesla-V100496

32G GPU. Please refer to Appendix B for more497

details.498

5.2.3 Evaluation Metrics499

We evaluate the output using the metric precision500

at Acc@k, that is, the frequency of the actual la-501

bel values appear in the first k values of the sorted502

list generated by us. To be consistent with the cur-503

rent best model (Zhu et al., 2021), we use Acc@1,504

Acc@2, and Acc@3 to measure the results.505

5.3 Experimental Results506

Table 3 summarizes the euphemism identification507

results (the top two rows are taken directly from508

(a) Before fusing (b) After fusing

Figure 4: Representation distribution of multimodal
data and target keywords before and after fusing.

Zhu et al. (2021)). To be fair, the results of all 509

models are taken from the parameters that make 510

the results the best. Our proposed KOM-EI model 511

achieves the best performance, outperforming the 512

SOTA model (SelfEDI) by 12%, 15%, and 18% in 513

top1 accuracy values on three datasets, respectively. 514

Comparison with Baselines. Among text-only 515

models, SelfEDI and Bert_pre showed better per- 516

formance than Word2vec, both extracting sentence 517

semantic information relatively well. Compared to 518

SelfEDI, Bert_pre uses encoder from Transformer 519

(Vaswani et al., 2017), which considers the seman- 520

tic connections between words, obtaining sentence 521

features with richer semantics. Meanwhile, Bert_ft 522

uses a fine-tuning approach, which is superior to 523

the feature-based approach Bert_pre. 524

Compared to the text-only models, the results ob- 525

tained by the multimodal models are 4-12 percent- 526

age points higher, demonKOM-EI_C|VGstrating 527

the efficiency of the extra modality information. 528

Among these multimodal methods, it can be seen 529

from the results that CLIP is more effective in ac- 530

quiring image features based on text semantics than 531

the pure image processing model VIT. Additionally, 532

Wave2Vec 2.0 exhibits superior performance com- 533

pared to VGGish in extracting audio features, show- 534

casing its capability in capturing nuanced acoustic 535
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Modality Drug Weapon Sexuality
T 0.24 0.38 0.38
V 0.13 0.15 -
A 0.10 0.21 0.23
T+V 0.29 0.39 -
T+A 0.28 0.43 0.50
T+V+A 0.32 0.48 0.50

Table 5: Top1 ablation results of data modality. T/V/A
= Text/Visual/Audio Modality. KOM-EI = T+V+A.

information because of its contextualized modeling536

strategy.537

Comparison with LLMs. Due to model applica-538

bility, policy, cost, etc., only mPLUGmm is used to539

identify weapon euphemisms for multi-modalities,540

while other LLMs use text data. Table 4 summa-541

rizes the top1 identification results of our KOM-EI542

against the LLMs. We observe: 1) Our KOM-543

EI model beats almost all the LLMs; 2) In the544

four LLMs, GPT3.5 is the best and most stable545

for euphemism identification; 3) Multimodal data546

can also help LLMs improve identification perfor-547

mance; 4) Compared with our KOM-EI, the time-548

consuming of the LLMs is about 3-7 times that of549

ours, and the cost is about 10-200 times that of ours.550

For more details, please refer to Appendix C.551

Visualization. To substantiate the soundness of552

the KOM-EI, We map the distributions of multi-553

modal semantic and target keyword features to a554

two-dimensional coordinate space by t-SNE, as555

shown in Figure 4. It can be observed that: 1)556

Text, Visual and Audio data are all fused together557

after cross-modal fusion training; 2) The fused fea-558

tures obviously converge on specific target key-559

words. These further prove the effectiveness of our560

method.561

5.4 Ablation Study562

To investigate the effectiveness of our KOM-EI, we563

conducted ablation studies from both modality and564

model perspectives.565

Data Modality. We conducted experiments us-566

ing mono-modality or multi-modality data on the567

three datasets of KOM-Euph. Experimental results568

are presented in Table 5. It can be seen that the569

multi-modality methods always obtain a larger im-570

provement than the mono-modality methods. Even571

though only the keyword audio can be extended on572

the Sexuality dataset, it also helps improve the top1573

identification rate by 8 points. This is a strong sug-574

gestion on the promotional effect of extra modality575

Model Drug Weapon Sexuality
∆ 0.15 0.17 0.27
∆+C1 0.21 0.24 0.31
∆+C1+C2 0.23 0.34 0.36
∆+C1+C2+G 0.28 0.39 0.42
∆+C1+C2+G+S 0.32 0.48 0.50
ANNotShare 0.27 0.44 0.45
ANShare 0.32 0.48 0.50

Table 6: Top1 ablation results of model components. ∆
is the base model of KOM-EI, concatenating the modal-
ity features.ANNotShare means the parameters do not
share in the ANGU or ANSA layers. C1=CFA, C2=CA,
G=GU, S=SA, ∆+C1+C2+G+S=ANShare=KOM-EI

information in maximizing the refinement and dis- 576

crimination of the euphemisms or target keywords. 577

Model Components. To explore the efficacy of 578

each component of KOM-EI, We conducted exper- 579

iments with the Cross-modal Feature Alignment 580

(CFA), Cross-modal Attention(CA), Gated Unit 581

(GU), and Self-Attention (SA) gradually added to 582

the base model ∆ on the KOM-Euph. From ta- 583

ble 6, we can observe that CFA, CA, GU, or SA 584

all contribute to the improvement of model perfor- 585

mance, among which CFA improves by 4-7%, CA 586

by 2-10%, GU by 5-6%, and SA by 4-9%. It can 587

be seen that GU is stable, while other components 588

are sensitive to the datasets. Further, we explore 589

the impact on the model of whether Add&Norm 590

shares parameters across modalities. As can be 591

seen from Table 6, not sharing parameters in the 592

ANGU or ANSA layers results in a decrease by 4-5 593

percentage points of top1 accuracy, which inversely 594

demonstrates that Add&Norm sharing parameters 595

in text-image and text-audio fusion can effectively 596

promote the consistency of modal features, thereby 597

improving the model performance. 598

6 Conclusion 599

In this paper, we propose to enhance the eu- 600

phemism identification through extra modality in- 601

formation. Following the evolution of euphemisms, 602

We contribute a keyword-oriented multimodal eu- 603

phemism corpus (KOM-Euph). Moreover, we pro- 604

pose a keyword-oriented multimodal euphemism 605

identification method (KOM-EI), which can recog- 606

nize euphemisms efficiently by using cross-modal 607

feature alignment and dynamic fusion. Extensive 608

experiments show that our method is effective and 609

comparable to LLMs. 610
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Limitations611

Since there is no labeled dataset for training the eu-612

phemism identification problem. During the train-613

ing phase, sentences containing the target keywords614

are used with the target keywords masked out,615

while the corresponding target keywords serve as616

labels. Nevertheless, during testing, sentences con-617

taining euphemisms are used, with the euphemisms618

masked out. As a result, the training and test data619

diverge in terms of their distribution resulting in620

a gap between them. There remains scope for fur-621

ther improvement, and this will be the focus of our622

subsequent research.623

Ethics Statement624

The text data used in this article was obtained625

legally in accordance with the guidelines set by626

Zhu et al. (2021) and adhered to strict privacy stan-627

dards to ensure that there is no personally identifi-628

able information such as real name, email address,629

IP address, etc. The visual data is obtained from630

public platforms and does not contain any private631

information. The audio data is pronunciation data632

generated by public tools without any additional633

information. All the data is for scientific research634

purposes only.635

References636

Drug Enforcement Administration et al. 2018. Slang637
terms and code words: A reference for law enforce-638
ment personnel. DEA Intelligence Report DEAHOU-639
DIR-022, 18(2018):2018–07.640

Alexei Baevski, Yuhao Zhou, Abdelrahman Mohamed,641
and Michael Auli. 2020. wav2vec 2.0: A framework642
for self-supervised learning of speech representations.643
In Advances in Neural Information Processing Sys-644
tems, volume 33, pages 12449–12460. Curran Asso-645
ciates, Inc.646

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and647
Kristina Toutanova. 2019. Bert: Pre-training of deep648
bidirectional transformers for language understand-649
ing. In Proceedings of the 2019 Conference of the650
North American Chapter of the Association for Com-651
putational Linguistics: Human Language Technolo-652
gies, Volume 1 (Long and Short Papers), pages 4171–653
4186.654

Christian Felt and Ellen Riloff. 2020. Recognizing655
euphemisms and dysphemisms using sentiment anal-656
ysis. In Proceedings of the Second Workshop on657
Figurative Language Processing, pages 136–145.658

Jack Foye, Matthew Ball, Chuxuan Jiang, and Roderic659
Broadhurst. 2021. Illicit firearms and other weapons660

on darknet markets. Trends and Issues in Crime and 661
Criminal Justice [electronic resource], 1(622):1–20. 662

Martha Gavidia, Patrick Lee, Anna Feldman, and Jing 663
Peng. 2022. Cats are fuzzy pets: A corpus and analy- 664
sis of potentially euphemistic terms. In Proceedings 665
of the Thirteenth Language Resources and Evalua- 666
tion Conference, pages 2658–2671. 667

Takuro HADA, Yuichi SEI, Yasuyuki TAHARA, and 668
Akihiko OHSUGA. 2020. Codewords detection in 669
microblogs focusing on differences in word use be- 670
tween two corpora. In 2020 International Confer- 671
ence on Computing, Electronics & Communications 672
Engineering (iCCECE), pages 103–108. 673

Zhongqiang Huang, Yuxue Hu, Zhi Zeng, Xiang Li, and 674
Ying Sha. 2023. Multimodal stacked cross attention 675
network for fine-grained fake news detection. In 676
2023 IEEE International Conference on Multimedia 677
and Expo (ICME), pages 2837–2842. IEEE. 678

Heng Ji and Kevin Knight. 2018. Creative language 679
encoding under censorship. In Proceedings of the 680
First Workshop on Natural Language Processing for 681
Internet Freedom, pages 23–33. 682

Liang Ke, Xinyu Chen, and Haizhou Wang. 2022. An 683
unsupervised detection framework for chinese jar- 684
gons in the darknet. In Proceedings of the Fifteenth 685
ACM International Conference on Web Search and 686
Data Mining, pages 458–466. 687

Ilker Kesen, Aykut Erdem, Erkut Erdem, and Iacer Cal- 688
ixto. 2022. Detecting euphemisms with literal de- 689
scriptions and visual imagery. In Proceedings of the 690
3rd Workshop on Figurative Language Processing 691
(FLP), pages 61–67. 692

Patrick Lee, Martha Gavidia, Anna Feldman, and Jing 693
Peng. 2022. Searching for pets: Using distributional 694
and sentiment-based methods to find potentially eu- 695
phemistic terms. arXiv preprint arXiv:2205.10451. 696

Victor Weixin Liang, Yuhui Zhang, Yongchan Kwon, 697
Serena Yeung, and James Y Zou. 2022. Mind the gap: 698
Understanding the modality gap in multi-modal con- 699
trastive representation learning. Advances in Neural 700
Information Processing Systems, 35:17612–17625. 701

Ilya Loshchilov and Frank Hutter. 2018. Decoupled 702
weight decay regularization. In International Confer- 703
ence on Learning Representations. 704

Rijul Magu and Jiebo Luo. 2018. Determining code 705
words in euphemistic hate speech using word embed- 706
ding networks. In Proceedings of the 2nd workshop 707
on abusive language online (ALW2), pages 93–100. 708

Steven Pinker. 2003. The blank slate: The modern 709
denial of human nature. Penguin. 710

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya 711
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas- 712
try, Amanda Askell, Pamela Mishkin, Jack Clark, 713
et al. 2021. Learning transferable visual models from 714

9

https://proceedings.neurips.cc/paper_files/paper/2020/file/92d1e1eb1cd6f9fba3227870bb6d7f07-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/92d1e1eb1cd6f9fba3227870bb6d7f07-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2020/file/92d1e1eb1cd6f9fba3227870bb6d7f07-Paper.pdf
https://doi.org/10.1109/iCCECE49321.2020.9231109
https://doi.org/10.1109/iCCECE49321.2020.9231109
https://doi.org/10.1109/iCCECE49321.2020.9231109
https://doi.org/10.1109/iCCECE49321.2020.9231109
https://doi.org/10.1109/iCCECE49321.2020.9231109


natural language supervision. In International confer-715
ence on machine learning, pages 8748–8763. PMLR.716

K Seethappan and K Premalatha. 2022. A comparative717
analysis of euphemistic sentences in news using fea-718
ture weight scheme and intelligent techniques. Jour-719
nal of Intelligent & Fuzzy Systems, 42(3):1937–1948.720

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob721
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz722
Kaiser, and Illia Polosukhin. 2017. Attention is all723
you need. Advances in neural information processing724
systems, 30.725

Di Wang, Shuai Liu, Quan Wang, Yumin Tian, Lihuo726
He, and Xinbo Gao. 2022. Cross-modal enhance-727
ment network for multimodal sentiment analysis.728
IEEE Transactions on Multimedia.729

Hu Xu, Gargi Ghosh, Po-Yao Huang, Dmytro Okhonko,730
Armen Aghajanyan, Florian Metze, Luke Zettle-731
moyer, and Christoph Feichtenhofer. 2021. Video-732
clip: Contrastive pre-training for zero-shot video-text733
understanding. arXiv preprint arXiv:2109.14084.734

Jiuding Yang, Yakun Yu, Di Niu, Weidong Guo, and735
Yu Xu. 2023. Confede: Contrastive feature decompo-736
sition for multimodal sentiment analysis. In Proceed-737
ings of the 61st Annual Meeting of the Association for738
Computational Linguistics (Volume 1: Long Papers),739
pages 7617–7630.740

Kan Yuan, Haoran Lu, Xiaojing Liao, and XiaoFeng741
Wang. 2018. Reading thieves’ cant: automatically742
identifying and understanding dark jargons from cy-743
bercrime marketplaces. In 27th USENIX Security744
Symposium (USENIX Security 18), pages 1027–1041.745

Zhi Zeng, Mingmin Wu, Guodong Li, Xiang Li,746
Zhongqiang Huang, and Ying Sha. 2023. An ex-747
plainable multi-view semantic fusion model for mul-748
timodal fake news detection. In 2023 IEEE Interna-749
tional Conference on Multimedia and Expo (ICME),750
pages 1235–1240. IEEE.751

Yuhao Zhang, Hang Jiang, Yasuhide Miura, Christo-752
pher D Manning, and Curtis P Langlotz. 2022. Con-753
trastive learning of medical visual representations754
from paired images and text. In Machine Learning755
for Healthcare Conference, pages 2–25. PMLR.756

Wanzheng Zhu and Suma Bhat. 2021. Euphemistic757
phrase detection by masked language model. In Find-758
ings of the Association for Computational Linguistics:759
EMNLP 2021, pages 163–168.760

Wanzheng Zhu, Hongyu Gong, Rohan Bansal, Zachary761
Weinberg, Nicolas Christin, Giulia Fanti, and Suma762
Bhat. 2021. Self-supervised euphemism detection763
and identification for content moderation. In 2021764
IEEE Symposium on Security and Privacy (SP),765
pages 229–246. IEEE.766

A Data Source and construction 767

We construct a Keyword-Oriented Multimodal 768

Euphemism (KOM-Euph) corpus, based on the 769

only text corpus (noted as "Euph") presented by 770

Zhu et al. (2021). The original Euph corpus is 771

sourced from the Reddit website1, Gab social net- 772

working services2, Online Slang Dictionary3, etc. 773

The Euph corpus consists of only textual data, in- 774

volving three datasets: Drug, Weapon, and Sexu- 775

ality. Since the Sexuality dataset mainly involves 776

private parts of the body and sexual activities, the 777

collection of their images is not allowed by law, so 778

we expanded the visual and audio modality data 779

for the Drug and Weapon dataset and only audio 780

modality data for the Sexuality dataset. 781

Visual Modality Data Construction. We use 782

images of the keywords in the text as the corre- 783

sponding visual information. Specifically, we crawl 784

images from two public online platforms, Google 785

and Wikipedia. Both platforms are representative 786

of users to obtain objective and comprehensive pic- 787

tures of each entity. We use target keywords or 788

euphemisms as keywords and retain the top 10 re- 789

trieved images on each platform. Additionally, to 790

ensure the image quality of each keyword, we use 791

the image generation model Kandinsky 2.2 4 to 792

generate 5 images for each keyword. Then, we get 793

20 images for each keyword, 10 from Google, 5 794

from Wikipedia, and 5 generated from Kandinsky 795

2.2. 796

We hired a linguistics expert to train 10 under- 797

graduate students to screen keyword images. The 798

principle of screening is to select 4 pictures that 799

best present the literal meaning of the keywords. 800

For words with unclear literal meanings, such as 801

"k4", "404", etc., directly select the 2 top-ranked 802

pictures on Google and 2 generated. Finally, we 803

filter out 4 images for each keyword. 804

Audio Modality Data Construction. We use 805

the speech of keywords in the text as the corre- 806

sponding audio information to help identify eu- 807

phemisms. In addition to the normal pronuncia- 808

tion information of the word itself, no additional 809

information is required, such as speaking speed, 810

intonation, etc. To this end, we use Bark5 to get 811

the normal pronunciation as the audio information, 812

1https://www.reddit.com/
2https://gab.com/
3https://slangpedia.org/
4https://github.com/ai-forever/Kandinsky-2
5https://github.com/suno-ai/bark
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and we only generate a piece of speech for each813

keyword.814

Ground Truth List. To evaluate our results,815

we need to rely on a ground truth list (Zhu et al.,816

2021) of euphemisms and the corresponding tar-817

get keywords, which should contain a one-to-one818

mapping from each euphemism to its true meaning.819

The ground truth list on Drug was compiled by the820

U.S. Drug Enforcement Administrator to provide821

a practical reference for law enforcement person-822

nel (Administration et al., 2018). The ground truth823

list on Weapon was sourced from the Online Slang824

Dictionary6 and the Urban Thesaurus7. The ground825

truth list on Sexuality came from the Online Slang826

Dictionary. Due to the rapid evolution of the lan-827

guage used on social networks, it cannot be com-828

prehensive or error-free, but it is the most reliable829

ground truth we can get.830

B Exiperimental Details831

To be consistent with the baselines, we also trained832

the models separately on each dataset and split the833

training set and validation set in an 8:2 ratio of834

sentences that mask out the target keywords, while835

the test set comprised all sentences that mask out836

the euphemisms. All experiments were conducted837

on a Linux server of Ubuntu 18.0.4 LTS version838

with a Tesla-V100 32G GPU.839

Unimodal Model Settings Firstly, we pre-840

trained a Bert model based on bert-base-uncased8841

for MLM task only to extract context features (768842

dimensions) of masked sentences. Then, we fine-843

tuned the model for the euphemism identification844

task. During pre-training, the maximum length of845

the input sequence was set as 512, the batch size as846

64, and the number of iterations as 3. For model847

training, the maximum length of the input sequence848

was 128, and the batch size was 128. The initial849

learning rate was 5e-5, the warm-up step was 1000,850

and the optimizer AdamW (Loshchilov and Hutter,851

2018) is based on a warm-up linear schedule.852

Multimodal Model Settings. For visual feature853

extraction, we employed the clip-vit-large-patch14854

model from CLIP9, designed to process images855

and produce feature vectors of 768 dimensions for856

each visual representation. Audio features were ex-857

tracted using the wav2vec2-large-960h model from858

6http://onlineslangdictionary.com/
7http://urbanthesaurus.org/
8https://huggingface.co/bert-base-uncased/
9https://huggingface.co/openai/

clip-vit-large-patch14

Wave2Vec 2.010, which yields feature vectors of 859

T × 768 dimensions, where T represents the time- 860

steps corresponding to the audio segment duration. 861

The configuration of other parameters is consistent 862

with the specifications outlined in the Unimodal 863

Model Settings. 864

C LLMs for Euphemism Identification 865

In this paper, we compared our proposed KOM_EI 866

model to four current best large language models 867

(LLMs) for euphemism identification task, namely, 868

GPT-3.5-turbo(GPT3.511 for short), Llama212, 869

mPLUG-Owl13, and StableLM14. These LLMs are 870

described in detail below. 871

C.1 Introduction of LLMs 872

We briefly introduce the four LLMs from the 873

model type, parameter number, maximum text in- 874

put length, cost and other aspects, as shown in 875

Table 7. GPT3.5 and stableLM are both natural 876

language processing models, while Llama2 and 877

mPlug-Owl are multimodal processing models that 878

are more expensive. For details and interfaces 879

about the LLMs, see the footnote link address. 880

C.2 Result Analysis 881

When using the GPT3.5 and StableLM interfaces 882

to identify euphemisms, we used four content tem- 883

plates, as shown in Table 8. From Table 8, we 884

observe that the results vary according to the con- 885

tent templates, and GPT3.5 is relatively stable com- 886

pared to StableLM. However, the results are not 887

consistent across different models and different 888

datasets, indicating the randomness of the output 889

results of these large language models. For the 890

other multimodal processing models, i.e., Llama2 891

and mPlug-Owl, which are too expensive to use 892

four templates for testing, we only use Template 893

1 to test the identification accuracy. Finally, we 894

take the best result on each dataset and record it in 895

Table 4 in the body part. It’s obvious that GPT3.5 896

performs the best among the four LLMs, and out- 897

performs our proposed KOM-EI by 1 percentage 898

point on the Drug dataset. When using Llama2 899

10https://huggingface.co/facebook/
wav2vec2-large-960h

11https://platform.openai.com/docs/
api-reference/introduction

12https://huggingface.co/models?other=llama-2
13https://modelscope.cn/studios/damo/mPLUG-Owl/

summary
14https://replicate.com/stability-ai/

stablelm-tuned-alpha-7b
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API interface or web UI to test the identification ac-900

curacy on Weapon or Sexuality dataset, it informs901

that it is inappropriate to discuss such a topic and902

refuses to answer questions, while we can only test903

on the Drug dataset via web UI. We present case904

studies of the LLMs in the following sections.905

C.3 Case studies906

Through the analysis of the euphemism identifica-907

tion results of the four LLMs, we have the follow-908

ing two findings:909

1) GPT3.5 performs the best among the four910

LLMs with a strong understanding of euphemisms.911

However, it still lacks understanding of the rela-912

tively rare euphemisms, and the recognition rate of913

commonly used euphemisms is almost 100%. As914

shown in Figure 5a, it can always identify "weed"915

(a common euphemism) to its true meaning "mari-916

juana", while having no idea of "ice" in euphemistic917

use of "methamphetamine" (Figure 5b).918

2) GPT3.5 is relatively stable as the identifica-919

tion results of common euphemisms are correct920

while the other LLMs are not. That’s why the921

other LLMs perform far worse than GPT3.5 in eu-922

phemism identification. Take the mPLUG-Owl923

model for example, when we ask it for the same924

question about the meaning of the euphemism in925

the sentence four times, it gives completely differ-926

ent answers, as shown in Figure 6.927

12



LLMs Type Parameters Maximum input Cost Institution

GPT3.5 NLP 20B 4096 tokens 0.015$/1k tokens OpenAI

StableLM NLP 3B - 7B 4096 tokens 0.0023$/second Stability AI

Llama2 MM 7B - 70B 4096 tokens 1.05$/hour Meta

mPLUG-Owl MM 7B 2048 tokens 0.0023$/second DAMO Academy

Table 7: Introductions of the four LLMs. MM = Multi-Modal, T = Trillion, B = Billion.

Template
GPT3.5 StableLM

Drug Weapon Sexuality Drug Weapon Sexuality

1. Among the following candidates:{T}, in sen-
tence:{s}, euphemism:{euph} refers to which one.

0.3314 0.1543 0.4041 0.0214 0.0149 0.1184

2. Among the following candidates:{T}, in sen-
tence:{s}, {euph} refers to which one.

0.2971 0.1686 0.3876 0.0160 0.0248 0.1061

3. The true meaning of euphemism:{euph} in "{s}"
refers to which of the following canditates:{T}.

0.3257 0.1564 0.4204 0.0053 0.0299 0.1102

4. The true meaning of "{euph}" in "{s}" refers to
which of the following canditates:{T}.

0.3029 0.1482 0.0106 0.0107 0.0199 0.1020

“T” refers to the fixed target keyword candidate list: {0:acetaminophen and oxycodone combination,
1:alprazolam, 2:amphetamine, 3:amphetamine and dextroamphetamine combination, ... }

“s” refers to the test sentence containing euphemisms.

“euph” refers to the euphemism in the test sentence that need to be identified.

Table 8: Content templates and results.
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(a) Identification of "weed"

(b) Identification of "ice"

(c) Identification of "porn"

Figure 5: Cases of GPT3.5.

Figure 6: Cases of mPLUG-Owl.
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