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Abstract

Screening for ophthalmic diseases routinely relies on retinal fundus images. These images
are highly heterogeneous and little is known about how patient attributes such as age
and ethnicity contribute to the variability in appearance. As the image variation due to
such factors may ultimately confound automated image interpretation using deep learning
models, understanding the influence of patient attributes on retinal fundus images is key for
reliable AI applications in ophthalmology. Here, we draw on recent advances in generative
modeling and present a population model of retinal fundus images which is capable of
generating highly realistic images and allows for an analysis of how the patient attributes
age and ethnicity are organized in the latent space of the generative model.
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1. Introduction

Retinal fundus images are routinely used to screen for major ophthalmic diseases such as
Diabetic Retinopathy (DR). For automatic grading of DR, deep learning techniques have
been successfully used overall (Sengupta et al., 2020), and even implemented and approved
in commercially available medical devices. While there exists a vast body of work on
automated analysis of retinal fundus images, many studies rely on publicly available datasets
without clinical information beyond the disease label. However, fundus images are highly
heterogeneous with a wide range of appearances (see Fig. 1 a) and little is known about how
patient attributes such as age and ethnicity contribute to this variation. Interestingly, such
attributes are predictable from retinal images (Poplin et al., 2018), indicating a systematic
relationship. As the image variation due to such factors may ultimately confound automated
image interpretation using deep learning models, understanding the influence of patient
attributes on retinal fundus images is key for reliable AI applications in ophthalmology. For
example, in the case of ethnicity, not taking potential variations into account could even
lead to the reproduction of racial disparities in medical practice.

Here, we use a generative model to (1) generate realistic fundus images and (2) inves-
tigate the relationship between patient attributes and image appearance. To this end, we
analyze how the patient attributes age and ethnicity are organized in the latent space of the
generative model. While the latent space of GANs has been used to study morphological
characteristics of tissue in histopathology images (Quiros et al., 2021), to our knowledge
this is the first contribution towards a population model of fundus images that takes into
account relevant patient attributes.
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Figure 1: Examples of (a) real and (b) model generated fundus images.

2. Methods

We used 92, 691 macula-centered fundus images provided by EyePACS, Inc, which were
graded as good image quality. Images were scale normalized and resized to 256 × 256
pixels. We trained a StyleGAN2-ADA (Karras et al., 2020) which stabilizes GAN training
for limited available data with an adaptive discriminator augmentation mechanism. The
architecture resembles a classical GAN with a generator and a discriminator, but instead
of generating images from a random latent vector, the latent vector is first mapped to an
512-dimensional intermediate latent space. This intermediate latent space can disentangle
high-level attributes and stochastic variation. As the GAN approach does not allow direct
encoding of real images to the intermediate latent space, we approximated each image’s
representation by minimizing the distance between the feature activations of the target and
the generated image via backpropagation (Karras et al., 2020).

3. Results

Our model generated realistic fundus images (Fig. 1) with optic disc and macula and dif-
ferent fundus colors. Even the fine vessel structures appeared in a wide variety, making
the general appearance similar to the original data distribution. However, upon close ex-
amination, the generated vasculature was not always intact (e.g. last example in Fig. 1b).
We visualized the latent space structure using a t-SNE projection of the intermediate la-
tent space (Fig. 2). We found that fundus images clustered in latent space by the patients’
ethnicity (Fig. 2 a), with ethnicity affecting the retinal pigmentation. We also found the
latent space to be structured with regards to the patients’ age (Fig. 2 b). From young to
old patients, the fundus images showed less bright regions and spots, but more reddish
features. We quantitatively assessed the degree of structure in the latent space by applying
a k-NN classifier to classify ethnicity based on the t-SNE representation and comparing it
to its baseline performance on randomly permuted labels. We obtained an accuracy of 0.66
(baseline 0.59 ± 0.001) for k = 19. The evaluation for age with a k-NN regression led to a
mean absolute error of 7.5 (baseline 9.06± 0.02) years for k = 13.

4. Discussion and Conclusion

With this work, we showed how a normative, generative model of retinal fundus images can
be used to study the influence of varying patient attributes. Specifically, we demonstrated
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Figure 2: T-SNE visualization of latent space with two patient attributes highlighted. Each
arrow is targeting to the mean positions of the images in latent space.

that patient ethnicity and age lead to appearance changes in fundus images. In future
work, we plan to address disentangling other attributes in the latent space, e.g., through
contrastive approaches or a conditional GAN.
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