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ABSTRACT

Text-to-video (T2V) generation has recently garnered significant attention thanks
to the large multi-modality model Sora. However, T2V generation still faces two
important challenges: 1) Lacking a precise open sourced high-quality dataset.
The previously popular video datasets, e.g.WebVid-10M and Panda-70M, overly
emphasized large scale, resulting in the inclusion of many low-quality videos and
short, imprecise captions. Therefore, it is challenging but crucial to collect a precise
high-quality dataset while maintaining a scale of millions for T2V generation. 2)
Ignoring to fully utilize textual information. Recent T2V methods have focused on
vision transformers, using a simple cross attention module for video generation,
which falls short of making full use of semantic information from text tokens. To
address these issues, we introduce OpenVid-1M, a precise high-quality dataset with
expressive captions. This open-scenario dataset contains over 1 million text-video
pairs, facilitating research on T2V generation. Furthermore, we curate 433K 1080p
videos from OpenVid-1M to create OpenVidHD-0.4M, advancing high-definition
video generation. Additionally, we propose a novel Multi-modal Video Diffusion
Transformer (MVDiT) capable of mining both structure information from visual
tokens and semantic information from text tokens. Extensive experiments and
ablation studies verify the superiority of OpenVid-1M over previous datasets and
the effectiveness of our MVDiT.

1 INTRODUCTION

Text-to-video (T2V) generation, which aims to create a video sequence based on the condition of
a text describing the video, is an emerging visual understanding task. Thanks to the significant
advancements of large multi-modality model Sora (Brooks et al., 2024), T2V generation has recently
garnered significant attention. For example, based on DiT (Peebles & Xie, 2023), OpenSora1,
OpenSoraPlan (Lab & etc., 2024) and recent works (Wang et al., 2023c; Lu et al., 2023) utilize the
collected million-scale text-video datasets to reproduce Sora. However, these diffusion models (Ma
et al., 2024a; Wang et al., 2023a; Lu et al., 2023; Chen et al., 2023c; Wang et al., 2023c) still faces
two critical challenges: 1) Lacking a precise high-quality video dataset. Previously popular video
datasets, such as WebVid-10M and Panda-70M, overly emphasized large scale, resulting in the
inclusion of many low-quality videos and short, imprecise captions. Therefore, collecting a precise
high-quality text-to-video dataset while maintaining a scale of millions is challenging but crucial for
T2V generation. 2) Ignoring to fully utilize textual information. Recent T2V methods have focused
on vision transformer (e.g., STDiT in OpenSora), using a simple cross attention module, which falls
short of making full use of semantic information from text tokens.

In this work, we curate a precise high-quality dataset named OpenVid-1M, which comprises over 1
million in-the-wild video clips, all with resolutions of at least 512×512, accompanied by detailed
captions. As shown in Figure 1, our OpenVid-1M has several characteristics: 1) Superior in quantity:
Compared to specific-scenario datasets like UCF-101, which are typically tailored for particular
contexts with limited video clips, our OpenVid-1M stands out as a million-level dataset designed for
open scenarios,enhancing model generalization and enabling video generation across diverse scenes.
2) Superior in visual quality: OpenVid-1M is strictly selected from the aspects of aesthetics, temporal
consistency, motion difference, and clarity assessment. We also curate OpenVidHD-0.4M to advance

1https://github.com/hpcaitech/Open-Sora
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UCF-101: Biking.

WebVid-10M: Apples in the garden.

The video captures a man driving a 
convertible sports car on a sunny day. 
He is wearing a red plaid shirt, 
glasses, and a watch. The car's top is 
down, and the man is holding the 
steering wheel with both hands. The 
car is moving on a road with a clear 
sky and green hills in the background. 
The man appears to be enjoying the 
drive, and the overall atmosphere of 
the video is cheerful and relaxed.

OpenVid-1M (Ours)Existing text-to-video datasets

Panda-70M: A woman is cutting vegetables on a wooden table.

Figure 1: Comparison of OpenVid-1M to the existing text-to-video datasets. Specific-scenario
datasets like UCF-101 contain low rasolution videos with simple captions (categories), WebVid-10M
contains low-quality videos with watermarks and Panda-70M contains many flickering (or still)
and blurry videos along with imprecise captions. In contrast, our OpenVid-1M contains a million
high-quality video clips coupled with expressive and precise captions (we highlight nouns in green,
verbs in blue, and easily overlooked details in purple).

research in high-definition video generation. Specifically, OpenVid-1M far outstrips the commonly-
used WebVid-10M (Bain et al., 2021) in both resolution and video quality, as WebVid-10M includes
low-quality, watermarked videos. Meanwhile, Panda-70M (Chen et al., 2024b) contains many videos
with low aesthetics, static, flickering, excessively dynamic or poor clarity, whereas our OpenVid-1M is
curated to ensure high-quality visuals across various aspects. 3) Expressive in caption: Specific-
scenario datasets like UCF-101 use category labels as captions, while datasets like WebVid-10M and
Panda-70M often have short, imprecise captions. In contrast, our OpenVid-1M provides expressive
captions, enabling the generation of rich, coherent video content through the multimodal model
LLaVA-v1.6-34b (Liu et al., 2024).

To address the second challenge, we propose a novel Multi-modal Video Diffusion Transformer
(MVDiT). Unlike previous DiT architectures (Lab & etc., 2024; Ma et al., 2024a) that focus on
modeling the visual content, our MVDiT features a parallel visual-text architecture to mine both
structure information from visual tokens and semantic information from text tokens to improve the
video quality. MVDiT extracts visual and text tokens, combines them into a multi-modal feature, and
enhances token interaction through a self-attention module. Then, a multi-modal temporal-attention
module ensures semantic and structural consistency, while a multi-head cross-attention module
integrates text semantics into visuals.

Our contributions are threefold: 1) We introduce OpenVid-1M, a million-level high-quality dataset
with expressive captions for facilitating video generation. 2) We validate OpenVid-1M on T2V
task with two models, i.e. STDiT and our proposed MVDiT, which makes full use of semantic
information from text tokens to improve visual quality. 3) We further demonstrate the superiority
of OpenVid-1M on video restoration task.

2 RELATED WORK

Text-to-video Datasets. Existing text-to-video training datasets can be categorized into two classes:
Specific-scenario and open-scenario. Specific-scenario datasets (Yu et al., 2023a; Yuan et al., 2024;
Rossler et al., 2019; Soomro et al., 2012; Xiong et al., 2018; Siarohin et al., 2019) typically consist of
a limited number of text-video pairs collected for specific contexts. For example, UCF-101 (Soomro
et al., 2012) is a action recognition dataset which contains 101 classes and 13,320 videos in total.
Taichi-HD (Siarohin et al., 2019) contains 2,668 videos recording a single person performing Taichi.
ChronaMagic (Yuan et al., 2024) comprises 2,265 high-quality time-lapse videos with accompanying
text descriptions. As a pioneering open-scenario T2V dataset, WebVid-10M (Bain et al., 2021)
comprises 10.7 million text-video pairs with a total of 52K video hours. Panda-70M (Chen et al.,
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Table 1: Data processing pipeline. The first three steps can be processed in parallel to enhance
processing efficiency, while the subsequent steps are processed sequentially.

Pipeline Tool Computation
Resources

Processing
Time (hours)

Remark

Aesthetics score LAION Aesthetics Predictor 32 A100 320 Get high aesthetics score set SA

Temporal consistency CLIP (Radford et al., 2021) 48 A100 173 Obtain moderate consistency set ST

Motion difference UniMatch (Xu et al., 2023) 48 A100 59 Obtain moderate amplitude of motion Set SM

Intersection of quali-
fied videos

Intersection - - Obtain intersection: SI = SA ∩ ST ∩ SM

Clarity assessment DOVER-Technical (Wu et al., 2023) 8 A100 25 Obtain clear and high-quality video set S
Clip extraction Cascaded Cut Detector (Blattmann

et al., 2023)
8 A100 30 Split multi-scene videos: S̃ = Detector(S)

Video caption LLaVA-v1.6-34b (Liu et al., 2023a) 8 A100 46 Obtain long captions for the videos

2024b) collects 70 million high-resolution and semantically coherent video samples. Recently,
InternVid (Wang et al., 2023d) proposes a scalable approach for autonomously constructing a video-
text dataset using large language models, resulting in 234 million video clips with text descriptions.
However, WebVid-10M contains low-quality videos with watermarks, Panda-70M contains lots of
static, flickering, low-clarity videos along with short captions, while InternVid primarily focuses
on video understanding tasks. In contrast, our OpenVid-1M comprises over 1 million high-quality
in-the-wild video clips, with 433K in 1080p resolution, accompanied by expressive captions.

Text-to-video Models. Current text-to-video generation methods can be divided into: UNet (Khacha-
tryan et al., 2023; Ge et al., 2023; Wang et al., 2023a; Chen et al., 2023a; 2024a; Yu et al., 2023b;
Zeng et al., 2023), and DiT based methods (Ma et al., 2024a; Chen et al., 2023c; Lu et al., 2023).
UNet based methods have been widely studied. Modelscope (Wang et al., 2023a) introduces a spatio-
temporal block and a multi-frame training strategy to enhance text-to-video synthesis, achieving
State-of-the-Art (SOTA) results. VideoCrafter (Chen et al., 2024a) investigates the feasibility of
leveraging low-quality videos and synthesized high-quality images to obtain a high-quality video
model. DiT based video duffusion models have recently garnered significant attention. Sora (Brooks
et al., 2024) revolutionizes video generation. Latte (Ma et al., 2024a) employs a simple and general
video Transformer as the backbone to generate videos. Recently, OpenSora1, trained based on a
pretrained T2I model (Chen et al., 2023b) and a large text-to-video dataset, aims to reproduce Sora. In
contrast to the previous DiT structures, we propose a novel MVDiT that features a parallel visual-text
architecture, mining both structure information from visual tokens and semantic information from
text tokens to improve the video quality.

3 CURATING OpenVid-1M

This section outlines the date processing steps in Table 1. OpenVid-1M is curated from ChronoMagic,
CelebvHQ (Zhu et al., 2022), Open-Sora-plan (Lab & etc., 2024) and Panda2. Since Panda is much
larger than the others, here we primarily describe the filtering details on our downloaded Panda-50M.

Aesthetics Score. Visual aesthetics are crucial for video content satisfaction and pleasure. To enhance
text-to-video generation, we filter out videos with low aesthetics scores using the LAION Aesthetics
Predictor. This results in a subset SA with the top 20% highest-scoring videos from Panda-50M. For
the other three datasets, we select the top 90% to form subset S′

A.

Temporal Consistency. Video clips with temporal consistency are crucial for training. We use
CLIP (Radford et al., 2021) to extract visual features and measure temporal consistency by analyzing
cosine similarity between adjacent frames. Clips with high scores (nearly static) and low scores
(frequent flickering) are filtered out, yielding a suitable subset, ST , from Panda-50M. For the other
datasets with good temporal consistency, no filtering is performed.

Motion Difference. We employ UniMatch (Xu et al., 2023) to assess optical flow as a motion
difference score, selecting videos with smooth movement, since temporal consistency alone is
insufficient to filter out high-speed objects that still maintain consistency. Videos with high flow
scores, indicating rapid motion, are unsuitable for training. We retain clips with moderate flow scores
to create a subset, SM , featuring smooth movement from Panda-50M. For the other three datasets, we
derive a subset, S′

M , without applying the remaining processing steps. Instead, we directly calculate
the intersection of S′

A and S′
M to obtain S′ = S′

A ∩ S′
M , i.e., Ours-0.4M illustrated in Figure 2.

2Since we can only download 50M, we refer to this version Panda-50M in this work.

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

Figure 2: Comparisons on video statistics between OpenVid-1M and Panda-50M.

0.15

0.05

0.20

0.01

Figure 3: Left: Clarity distribution of OpenVid-1M. We also present 4 samples to visualize the
clarity differences. Samples outlined in green contour are blurry with low clarity scores, while those
outlined in red contour are clearer with high clarity. Middle & Right: OpenVid-1M contains diverse
distributions of video category and duration.

Clarity Assessment. High-clarity videos are essential for T2V generation. Since Panda-50M contains
many blurry clips, we filter those with very low clarity, as shown in Figure 3. We calculate the
intersection of the three sets from Panda to obtain SI = SA ∩ ST ∩ SM , resulting in aesthetically
pleasing, stable videos with smooth movement. Using the DOVER (Wu et al., 2023) model, we
estimate the DOVER-Technical score for each clip in SI and retain high-clarity videos with clean
textures. Finally, we select the top 30% of clips with the highest scores to form the video set S.

Clip Extraction. Beyond the aforementioned steps, some video clips may contain multiple scenes,
thus we introduce the Cascaded Cut Detector (Blattmann et al., 2023) to split multi-scene clips in S

to achieve clip extraction, ensuring each contains only one scene. After clip extraction, we obtain S̃
from Panda-50M, i.e., Ours-0.6M illustrated in Figure 2.

Video Caption. As highlighted in Sora technical report, detailed captions greatly benefit video
generation. After obtaining the video clip set, we recaption them using large multimodal model,
LLaVA-v1.6-34b (Liu et al., 2023a), to create expressive descriptions. Since CelebvHQ lacks captions,
we also provide captions for its video clips. Figure 2(d) compares the length of our prompts with
those in Panda-50M, showing our expressive prompts offer a significant advantage by providing richer
semantic information. We compile our high-quality dataset, OpenVid-1M (i.e., Ours-0.6M + Ours-
0.4M). Additionally, we meticulously select 1080p videos from OpenVid-1M to construct OpenVidHD-
0.4M, advancing the High-Definition (HD) video generation within the community.

4 DATA PROCESSING AND STATISTICAL COMPARISON

Data Processing Differences against SVD (Blattmann et al., 2023). Our data processing pipeline
draws inspiration from the SVD pipeline, yet several distinctions exist: 1) Visual quality evaluation:

4
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Table 2: Comparisons with previous text-to-video datasets. Our OpenVid-1M is a million-level,
high-quality and open-scenario video dataset for training high-fidelity text-to-video models.

Dataset Scenario Video clips Average length (seconds) Duration (hours) Resolution Caption

UCF101 Action 13K 7.2 2.7 320×240 N/A
Taichi-HD Human 3K - - 256×256 N/A
SkyTimelapse Sky 35K - - 640×360 N/A
FaceForensics++ Face 1K - - Diverse N/A
WebVid Open 10M 18.7 52k 596×336 Short

ChronoMagic Metamorphic 2K 11.4 7 Diverse Long
CelebvHQ Portrait 35K 6.6 65 512×512 N/A
OpenSoraPlan-V1.0 Open 400K 24.5 274 512×512 Long
Panda Open 70M 8.5 166k Diverse Short

OpenVid-1M (Ours) Open 1M 7.2 2.1k Diverse Long
OpenVidHD-0.4M (Ours) Open 433K 9.6 1.2k 1920×1080 Long

Both SVD and our OpenVid-1M utilize an aesthetic predictor to retain highly aesthetic videos.
Additionally, OpenVid-1M integrates the recent model DOVER (Wu et al., 2023) to assess the video
clarity, preserving high-quality videos with clean textures. 2) Motion evaluation: SVD utilizes the
traditional Farneback optical flow method and RAFT (Teed & Deng, 2020) to estimate optical flows.
In contrast, OpenVid-1M adopts a more efficient UniMatch (Xu et al., 2023) to achieve better optical
flows, addressing not only static videos but also those with fast movements. 3) Time consistency
evaluation: SVD employs clip extraction solely to prevent sudden video changes, whereas OpenVid-
1M additionally removes flicker videos. 4) Processing efficiency: SVD initially extracts video clips and
then filters from a large pool, while OpenVid-1M first selects high-quality videos and then extracts
clips, significantly enhancing processing efficiency. Finally, OpenVid-1M will be made publicly
available, while the training dataset in SVD is not.

Comparison with Panda-50M. The statistical comparisons between OpenVid-1M and Panda-50M
are illustrated in Figure 2. 1) Video Aesthetics Distribution: Our subsets Ours-0.6M and Ours-0.4M
exhibit higher aesthetics scores compared to Panda-50M, suggesting superior visual quality. 2)
Video Motion Distribution: Our subsets display a higher proportion of videos with moderate motion,
implying smoother and more consistent motion. Conversely, Panda-50M appears to contain numerous
videos with flickering and static scenes. 3) Video Temporal Consistency Distribution: Our subsets
exhibit a more balanced distribution of moderate temporal consistency values, whereas Panda-50M
includes videos with either static or excessively dynamic motion. 4) Caption Length Distribution: Our
subsets feature significantly longer captions than Panda-50M, providing richer semantic information.
Overall, OpenVid-1M demonstrates superior quality and descriptive richness, particularly in aesthetics,
motion, temporal consistency, caption length and clarity as well.

Comparisons with Other Text-to-video Datasets. We compare our OpenVid-1M and OpenVidHD-
0.4M to several previous datasets in Table 2. We also present video categories and durations statistics
of OpenVid-1M in Figure 3. As shown, OpenVid-1M is a million-scale, high-quality and open-
scenario video dataset designed for training high-fidelity text-to-video models. Specifically, OpenVid-
1M consists of 1,019,957 clips, averaging 7.2 seconds each, with a total video length of 2,051
hours. Compared to previous million-level datasets, WebVid-10M contains low-quality videos
with watermarks and Panda-70M contains many still, flickering, or blurry videos along with short
captions. In contrast, our OpenVid-1M contains high-quality, clean videos with dense and expressive
captions generated by the large multimodal model LLaVA-v1.6-34b. Additionally, compared to
previous high-quality datasets that are usually designed for specific scenarios with limited video
clips, our OpenVid-1M is a large-scale dataset for open scenarios, including portraits, scenic views,
cityscapes, metamorphic content, etc.

5 METHOD

Inspired by MMDiT (Esser et al., 2024), we propose a Multi-modal Video Diffusion Transformer
(MVDiT) architecture. Shown in Figure 4, its architecture diverges from prior methods (Lab & etc.,
2024; Ma et al., 2024a) by emphasizing a parallel visual-text structure for mining both structure from
visual tokens and semantic from text tokens. Each MVDiT layer encompasses four steps: Initial
extraction of visual and linguistic features, integration of a novel Multi-Modal Temporal-Attention
module for improved temporal consistency, facilitation of interaction via Multi-Modal Self-Attention
and Multi-Head Cross-Attention modules, and subsequent forwarding to the final feedforward layer.
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5.1 FEATURE EXTRACTION

Noised 
Tokens

Text 
Tokens

Scale, Shift
,

Scale, Shift
,

 Multi-Modal
Self-Attention

C

    Scale      Scale  

S

Scale, Shift
,

Scale, Shift
,

 Multi-Modal
Temporal-Attention

C

    Scale      Scale  

S

Multi-Head
Cross-Attention

Scale, Shift
,

Scale, Shift
,

Pointwise
Feedforward

    Scale      Scale  

×N

Ti
m

e 
t

M
LP

Tim
e t

M
LP

T5

a serene 
moment on 
a beach at 
sunset ...

VAE 
Encoder

+ noise

Pointwise
Feedforward

Figure 4: Overview of MVDiT with
parallel visual-text architecture. Con-
catenation is indicated by c⃝ and split
is indicated by s⃝.

Given a video clip, we adopt a pre-trained variational au-
toencoder to encode input video clip into features in latent
space. After being corrupted by noise, the obtained video
latent is input into a 3D patch embedder to model the tem-
poral information. Then, we add positional encodings and
flatten patches of the noised video latent to a patch encoding
sequence X ∈ RT×C×HW . Following Chen et al. (2023b),
We input the text prompts into the T5 large language model
(Raffel et al., 2020) for conditional feature extraction. Then,
we embed the text encoding to match the channel dimension
of the visual tokens to obtain the text tokens Ŷ ∈ RC×L,
where L represents the length of the text tokens. Finally, we
take the text and noised visual tokens as input of MVDiT.

5.2 MULTI-MODAL VIDEO DIFFUSION TRANSFORMER

Multi-Modal Self-Attention Module. We design a Multi-
Modal Self-Attention (MMSA) module. Text tokens Ŷ are
repeated by T times along the temporal dimension to gener-
ate Y ∈ RT×C×L. We adopt adaptive layer normalization
both in text branch and visual branch to encode timestep
information into the model. Then, we concatenate the visual
tokens with text tokens to generate the multi-modal feature
Fs ∈ RT×C×(HW+L), which is input into the MMSA mod-
ule containing a Self-Attention Layer (SAL):

Fs
SAL = SAL(Concat(AdaLN(X, t1),AdaLN(Y, t1)))

(1)
AdaLN(X, t1)) = γ1

1LayerNorm(X) + β1
1 . (2)

The self-attention operation is conducted to promote the
interaction between visual tokens and text tokens in each
frame, which can be implemented easily with matrix multiplication. Notably, since each video frame
is paired with a unique text prompt, the text tokens vary across frames after the SAL, where they
receive structural information from different frames. Then, we split the visual tokens and text tokens
from the enhanced multi-modal features. Following Chen et al. (2023b), we also regress dimension-
wise scaling parameter α, which is applied before residual connections within the Transformer block.
It can be formulated as follows:

Xs
SAL,Y

s
SAL = Split(Fs

SAL), X
s = X+ α1

1X
s
SAL, Y

s = Y + α2
1Y

s
SAL. (3)

Multi-Modal Temporal-Attention Module. After obtaining the enhanced visual features and text
features, we build a Multi-Modal Temporal-Attention(MMTA) module on the top of the MMSA to
efficiently capture temporal information. Unlike the temporal attention used in previous methods
(Lab & etc., 2024; Ma et al., 2024a), we consider capturing temporal information from both the text
features and the visual features. Specifically, we concatenate the tokens from two branches to obtain
the multi-modal feature Ft ∈ RT×C×(HW+L). We then input Ft into the MMTA module, where a
Temporal-Attention Layer (TAL) is used to conduct communication along the temporal dimension:

Xt
TAL,Y

t
TAL = Split(TAL(Concat(AdaLN(Xs, t2),AdaLN(Ys, t2)))), (4)

Xt = Xs + α1
2X

t
SAL, Y

t = Ys + α2
2Y

t
SAL. (5)

This design enables the model to learn both structural temporal consistency from visual information
and semantic temporal consistency from textual information. For simplicity, temporal positional
embedding is omitted.

Multi-Head Cross-Attention Module. While the MMSA module merges tokens from both modal-
ities for attention, T2V still requires an explicit process to embed semantic information from text

6
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Figure 5: Left: Comparison with SOTA T2V models on VQAT , GPU type and resolution. The
color of the middle dot in each circle indicates GPU type, and circle diameter represents video
resolution. Middle: Curves of FVD with different number of GPUs. More GPUs accelerates the
model’s convergence. Right: Curves of clip temporal score and warping error. Our T2V model
typically starts to stabilize at 35K steps and achieves temporal consistency around 50K steps.

tokens into visual tokens. The absence of semantic information may impair video generation perfor-
mance. Therefore, we introduce a Cross-Attention Layer (CAL) to facilitate direct communication
between text and visual tokens. Specifically, we take the flattened visual tokens Xt ∈ RT×C×HW as
Query and text tokens Yt ∈ RT×C×L as Key and Value, and input them into a cross-attention layer:

Xc = CAL(Xt,Yt) +Xt. (6)

Afterward, both the visual and text tokens are passed through a feedforward layer. Since a single
MVDiT layer updates both token types, this process can be repeated iteratively to enhance video gen-
eration performance. After N iterations, the final visual feature is used to predict noise and covariance
at time t. Our MVDiT is inspired by MMDiT, whose effectiveness has been thoroughly validated.
Importantly, our work is the first to emphasize a parallel visual-text structure for extracting structural
information from visual tokens and semantic information from text tokens in T2V generation.

6 EXPERIMENTS

6.1 EXPERIMENTAL SETTINGS

Datasets and Evaluation Metrics. We adopt proposed OpenVid-1M to train our MVDiT. OpenVidHD-
0.4M is used further for HD video generation. WebVid-10M and Panda-50M are adopted for dataset
comparisons. We evaluate our model on public benchmark in Liu et al. (2023b), which evaluates
text-to-video generation model based on visual quality, text-video alignment and temporal consis-
tency. Specifically, we adopt aesthetic score (VQAA) and technical score(VQAT ) for video quality
assessment. We evaluate the alignment of input text and generated video in two aspects, including
image-video consistency (SD_score) and text-text consistency (Blip_bleu). We also evaluate temporal
consistency of generated video with warping error and semantic consistency (Clip_temp_score).

Implementation Details. We use Adam (Kingma & Ba, 2014) as optimizer, and the learning rates is
set to 2e− 5. We sample video clips containing 16 frames at 3-frame intervals in each iteration. We
adopt random horizontal flips and random crop to augment the clips during the training stage. All
experiments are conducted on NVIDIA A100 80G GPUs. We adopt PixArt-α (Chen et al., 2023b)
for weight initialization and employ T5 model as the text encoder. The training process starts with
256×256 models, whose weights are then used to train 512×512 models, and these in turn serve as
pretrained weights for 1024×1024 models. Starting with low-resolution training equips the model
with coarse-grained modeling capabilities, while subsequent high-resolution finetuning enhances
its ability to capture fine details. This staged approach reduces both computational cost and overall
training time compared to directly starting with high-resolution training.

6.2 COMPARISON WITH STATE-OF-THE-ART MODELS

In this section, we evaluate our method’s performance and compare it with other models. For each
model, we employ a consistent set of 700 prompts from Liu et al. (2023b) to generate videos. Metrics
from Liu et al. (2023b) is used to evaluate the quality of generated videos.

Quantitative Evaluation. The comparison between our method and others is summarized in
Table 3 and Figure 5. Our model achieves the highest VQAA (73.46%) and VQAT (68.58%),
indicating superior video aesthetics and clarity. Additionally, it achieves the second best Blip_bleu
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Table 3: Comparison with state-of-the-art text-to-video generation methods. The best results are
marked in bold, while the second best ones are underscored.

Method Resolution Training Data VQAA↑ VQAT ↑ Blip_bleu↑ SD_score↑ Clip_temp_score↑ Warping_error↓
Lavie (Wang et al., 2023c) 512×320 Vimeo25M 63.77 42.59 22.38 68.18 99.57 0.0089

Show-1 (Zhang et al., 2023) 576×320 WebVid-10M 23.19 44.24 23.24 68.42 99.77 0.0067
OpenSora-V1.1 512×512 Self collected-10M 22.04 23.62 23.60 67.66 99.66 0.0170

OpenSoraPlan-V1.1 (Lab & etc., 2024) 512×512 Self collected-4.8M 51.16 58.19 23.21 68.43 99.95 0.0026
Latte (Ma et al., 2024a) 512×512 Self collected-330K 55.46 48.93 22.39 68.06 99.59 0.0203

VideoCrafter (Chen et al., 2023a) 1024×576 WebVid-10M; Laion-600M 66.18 58.93 22.17 68.73 99.78 0.0295
Modelscope (Wang et al., 2023b) 1280×720 Self collected-Billions 40.06 32.93 22.54 67.93 99.74 0.0162

Pika 1088×612 Unknown 59.09 64.96 21.14 68.57 99.97 0.0006

Ours 1024×1024 OpenVid-1M 73.46 68.58 23.45 68.04 99.87 0.0052

Table 4: Comparisons with previous representative text-to-video training datasets. The STDiT
model used in OpenSora is adopted and kept the same for all of the cases. For fair comparison,
training iterations are selected at the same step (50K) for fair comparison. All models with 256×256
resolution are adequately trained on 32 A100 GPUs for at least 14 days to reach 50K iterations.

Resolution Training Data VQAA↑ VQAT ↑ Blip_bleu↑ SD_score↑ Clip_temp_score↑ Warping_error↓
256×256 WebVid-10M (Bain et al., 2021) 13.40 13.34 23.45 67.64 99.62 0.0138
256×256 Panda-50M (Chen et al., 2024b) 17.08 9.60 24.06 67.47 99.60 0.0200
256×256 OpenVid-1M (Ours) 17.78 12.98 24.93 67.77 99.75 0.0134

1024×1024 WebVid-10M (4× Super-resolution) 69.26 65.74 23.15 67.60 99.64 0.0137
1024×1024 Panda-50M (4× Super-resolution) 63.25 53.21 23.60 67.44 99.57 0.0163
1024×1024 OpenVidHD-0.4M (Ours) 73.46 68.58 23.45 68.04 99.87 0.0052
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“a pickup truck kicking up dust on a back road.”“a triceratops charging down a hill.”
“a paranoid android freaking out and jumping into 
the air because it is surrounded by colorful Easter 

eggs.”

Figure 6: Visual comparison of different T2V generation models. Please zoom in for more details.

(23.45%), demonstrating its good ability on prompt understanding. Overall, our model shows robust
performance across various metrics, demonstrating the superiority of our OpenVid-1M, highlighting
its effectiveness in text-to-video generation tasks.

The comparison between OpenVid-1M and previous representative text-to-video training datasets
is listed in Table 4. We adopt STDiT model used in OpenSora for all of the cases. In 256 × 256
resolution, the model trained with our OpenVid-1M generates the best scores across all metrics except
VQAT. This is reasonable, as the low resolution of the videos prevents showcasing the high quality
of OpenVid-1M. The similar conclusion can be found in 1024×1024 resolution results, indicating the
superiority of OpenVid-1M in generating high-quality videos. Moreover, our OpenVidHD-0.4M can
be directly used to train high-definition (e.g., 1024× 1024) videos, whereas WebVid-10M cannot
and Panda-50M has not yet undergone resolution- and quality-level filtering. To compare results
at 1024× 1024 resolution, we use ×4 video super-resolution to generate 1024× 1024 videos from
models trained on WebVid-10M and Panda-50M. Clearly, training with our OpenVidHD-0.4M yields
better scores than combining other datasets with super-resolution.

Qualitative Evaluation. Visual comparisons are shown in Figure 6. The first column demonstrates
that our model generates clearer, more aesthetically pleasing and more detailed videos due to our
high-resolution OpenVid-1M. In the second example, our model demonstrates a strong ability on
prompt understanding, accurately depicting the ‘android’ and ‘surrounded by colorful Easter eggs’
from the text. In the third column, unrealistic dust appears in front of the car in videos from Lavie and
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Table 5: Quantitative comparison of models trained on different datasets for video restoration.
Method Training Dataset Dataset Size PSNR↑ SSIM↑ LPIPS↓ DOVER↑ E∗

warp ↓
Upscale-A-Video (CVPR 2024) WebVid, YouTube ∼370K 23.43 0.6195 0.2731 0.4863 0.00532

Ours OpenVidHD-0.4M ∼130K 23.49 0.7165 0.2015 0.5351 0.00283

LR Upscale-A-Video Ours

Figure 7: Visual comparison of restoring low-resolution (LR) video from UDM10 (Tao et al., 2017).

Table 6: Ablations on different resolutions, architectures and training data. For models trained
with 256×256 resolution, training iterations are selected at the similar steps for fair comparison.
‘Pretrained Weight’ means initializing with a corresponding pretrained model, e.g., ‘MVDiT-256’
indicates that the MVDiT model with 256×256 resolution is used as the pretrained weight.

Model Resolution Training Data Pretrained Weight VQAA↑ VQAT ↑ Blip_bleu↑ SD_score↑ Clip_temp_score↑ Warping_error↓
STDiT 256×256 Ours-0.4M PixArt-α 11.11 12.46 24.55 67.96 99.81 0.0105
STDiT 512×512 Ours-0.4M STDiT-256 65.15 59.57 23.73 68.24 99.80 0.0089

MVDiT 256×256 Ours-0.4M PixArt-α 22.39 14.15 23.72 67.73 99.71 0.0091
MVDiT 256×256 OpenVid-1M PixArt-α 24.87 14.57 24.01 67.64 99.75 0.0081
MVDiT 512×512 OpenVid-1M MVDiT-256 66.65 63.96 24.14 68.31 99.83 0.0008

VideoCrafter, while our model better captures the ‘kicking up dust’, highlighting its superior motion
quality. We emphasize our method’s ability to generate clearer and more aesthetically pleasing videos
compared to closed-source commercial product Pika, which are trained on much larger datasets and
with more computational resources. Figure 5 presents a comprehensive analysis of the proposed
model’s performance against SOTA T2V models across various metrics.

Video Restoration. We further demonstrate the superiority of OpenVidHD-0.4M on the video restora-
tion task. As shown in Table 5, we used OpenVidHD-0.4M to synthesize 130K training samples
to train a video restoration model I2VGen-XL for arbitrary-resolution super-resolution, compar-
ing it with the SOTA video restoration method, Upscale-A-Video (Zhou et al., 2024). The results
show that our model outperforms across all metrics (both in fidelity and perception), demonstrating
that OpenVidHD-0.4M significantly improves performance, even without task-specific design opti-
mizations, due to its high quality. The visual comparison in Figure 7 shows that the model trained
with OpenVidHD-0.4M produces clearer textures and more accurate structures.

6.3 ABLATION STUDY

Ablations on Resolution, Architectures and Training Data. Results are depicted in Table 6.
We can draw the following conclusions: 1) Higher resolution leads to better metric scores. 2) The
proposed MVDiT further improves both VQAA and VQAT compared to STDiT, indicating higher
video quality and greater diversity. 3) More high-quality training data results in better metric scores.

Ablations on Data Processing Steps. We then discuss effectiveness of each data processing
step in OpenVid-1M, shown in Table 7: 1) Temporal screening improves Clip_temp_score and
warping_error, enhancing temporal consistency. 2) Screening for aesthetics, temporal and motion
boosts VQAA, VQAT , and Blip_bleu, suggesting better aesthetics and text understanding in generated
videos. 3) Screening for clarity significantly improves VQAA and VQAT . 4) Combining all four
steps yields the highest scores in most metrics.

Human Preference on Captions. In Table 8, we compare Panda’s short captions with our generated
long captions on 1, 117 validation samples, evaluated by 10 volunteers. Volunteers assessed captions
across four criteria: (1) Omission: missing key elements, (2) Hallucinations: imagined elements, (3)
Distortion: accuracy of attributes like color and size, and (4) Temporal mismatch: accuracy of event
sequences. Each pair was rated from 1 to 5 (higher is better), and preferences were recorded. The
results show: (1) The long captions provide richer descriptions, particularly in element accuracy and
temporal events. (2) Though some hallucinations occur, accurate descriptions dominate. (3) Both
captions can still be improved in modeling motion. (4) Long captions are strongly preferred overall.
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Table 7: Ablation studies on the effectiveness of each data processing step. The number of training
data (0.6M), training iterations (50K) and resolution (256×256) for each setting are kept the same.

Settings
Aesthetics Temporal Motion Clarity VQAA↑ VQAT ↑ Blip_bleu↑ SD_score↑ Clip_temp_score↑ Warping_error↓

✔ 19.48 10.39 24.07 67.61 99.70 0.0137
✔ 20.40 10.90 23.31 67.57 99.73 0.0113

✔ 16.78 9.39 23.91 67.44 99.58 0.0217
✔ ✔ ✔ 20.32 11.42 24.43 67.62 99.71 0.0123
✔ ✔ ✔ ✔ 30.26 14.05 23.43 67.66 99.81 0.0081

Table 8: Evaluation of human preference on captions over 1, 117 samples and 10 volunteers.
Omission Hallucinations Distortion Temporal Mismatch Mean Preference

Panda’s short captions 3.18 4.29 3.84 3.53 3.71 19.25%
Our generated long captions 4.53 4.08 4.28 3.99 4.22 80.75%

“a dog wearing vr goggles on a boat.”
“a little girl stands in a park, holding out 
her hand as she feeds a flock of colorful 

birds fluttering around her..”

1.7×
speedup

Figure 8: Left: Similarity for different attention values at different timesteps. Right: We compare
the generation quality between accelerated model and original model at 1024 resolution.

Acceleration for HD Video Generation. Diffusion models, though powerful, often suffer from
high computational costs and slow inference, especially for high-definition video generation. This is
due to the sequential denoising process and attention computation, which has an O(L2) complexity
based on token length L. Inspired by Ma et al. (2024b), we observed significant temporal consistency
in attention values between consecutive steps of the reverse denoising steps (Figure 8), revealing
redundancy. These values can be cached and reused to accelerate denoising without retraining.
Specifically, at timestep t, attention values are computed normally. At t − 1, cached values for
Self-Attention, Temporal-Attention, Cross-Attention, and Feedforward layers are reused, repeating
this process every two steps. As shown in Figure 8, this method achieves up to a 1.7× speedup at 1024
resolution, with minimal quality impact. This indicates that diffusion models trained on OpenVidHD-
0.4M can be accelerated efficiently without compromising quality.

7 CONCLUSION

In this work, we propose OpenVid-1M, a novel precise high-quality datasets for text-to-video gen-
eration. Comprising over 1 million high-resolution video clips paired with expressive language
descriptions, this dataset aims to facilitate the creation of visually compelling videos. To ensure the
inclusion of high-quality clips, we designed an automated pipeline that prioritizes aesthetics, tempo-
ral consistency, and fluid motion. Through clarity assessment and clip extraction, each video clip
contains a single clear scene. Additionally, we curate OpenVidHD-0.4M, a subset of OpenVid-1M for
advancing high-definition video generation. Furthermore, we propose a novel Multi-modal Video
Diffusion Transformer (MVDiT) capable of achieving superior visually compelling videos, making
full use of our powerful dataset. Extensive experiments and ablative analyses affirm the efficacy
of OpenVid-1M compared to prior famous datasets, including WebVid-10M and Panda-50M.

Limitations. Despite advancements in T2V generation, our model, like previous SOTA models, also
faces limitations in modeling the physical world. It sometimes struggles with intricate dynamics
and motions of natural scenes, leading to unrealistic videos. We believe that with more high-quality
training data, our model could be further scaled up and enhanced to handle such limitation.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

Max Bain, Arsha Nagrani, Gül Varol, and Andrew Zisserman. Frozen in time: A joint video and
image encoder for end-to-end retrieval. In Proceedings of the IEEE/CVF International Conference
on Computer Vision, pp. 1728–1738, 2021.

Andreas Blattmann, Tim Dockhorn, Sumith Kulal, Daniel Mendelevitch, Maciej Kilian, Dominik
Lorenz, Yam Levi, Zion English, Vikram Voleti, Adam Letts, Varun Jampani, and Robin Rombach.
Stable video diffusion: Scaling latent video diffusion models to large datasets. arXiv preprint
arXiv:2311.15127, 2023.

Tim Brooks, Bill Peebles, Connor Holmes, Will DePue, Yufei Guo, Li Jing, David Schnurr, Joe
Taylor, Troy Luhman, Eric Luhman, Clarence Ng, Ricky Wang, and Aditya Ramesh. Video
generation models as world simulators. 2024. URL https://openai.com/research/
video-generation-models-as-world-simulators.

Haoxin Chen, Menghan Xia, Yingqing He, Yong Zhang, Xiaodong Cun, Shaoshu Yang, Jinbo
Xing, Yaofang Liu, Qifeng Chen, Xintao Wang, et al. Videocrafter1: Open diffusion models for
high-quality video generation. arXiv preprint arXiv:2310.19512, 2023a.

Haoxin Chen, Yong Zhang, Xiaodong Cun, Menghan Xia, Xintao Wang, Chao Weng, and Ying
Shan. Videocrafter2: Overcoming data limitations for high-quality video diffusion models. arXiv
preprint arXiv:2401.09047, 2024a.

Junsong Chen, Jincheng Yu, Chongjian Ge, Lewei Yao, Enze Xie, Yue Wu, Zhongdao Wang, James
Kwok, Ping Luo, Huchuan Lu, and Zhenguo Li. Pixart-α: Fast training of diffusion transformer
for photorealistic text-to-image synthesis, 2023b.

Shoufa Chen, Mengmeng Xu, Jiawei Ren, Yuren Cong, Sen He, Yanping Xie, Animesh Sinha, Ping
Luo, Tao Xiang, and Juan-Manuel Perez-Rua. Gentron: Delving deep into diffusion transformers
for image and video generation. arXiv preprint arXiv:2312.04557, 2023c.

Tsai-Shien Chen, Aliaksandr Siarohin, Willi Menapace, Ekaterina Deyneka, Hsiang-wei Chao,
Byung Eun Jeon, Yuwei Fang, Hsin-Ying Lee, Jian Ren, Ming-Hsuan Yang, et al. Panda-70m:
Captioning 70m videos with multiple cross-modality teachers. arXiv preprint arXiv:2402.19479,
2024b.

Patrick Esser, Sumith Kulal, Andreas Blattmann, Rahim Entezari, Jonas Müller, Harry Saini, Yam
Levi, Dominik Lorenz, Axel Sauer, Frederic Boesel, et al. Scaling rectified flow transformers for
high-resolution image synthesis. arXiv preprint arXiv:2403.03206, 2024.

Songwei Ge, Seungjun Nah, Guilin Liu, Tyler Poon, Andrew Tao, Bryan Catanzaro, David Jacobs,
Jia-Bin Huang, Ming-Yu Liu, and Yogesh Balaji. Preserve your own correlation: A noise prior for
video diffusion models. In Proceedings of the IEEE/CVF International Conference on Computer
Vision, pp. 22930–22941, 2023.

Levon Khachatryan, Andranik Movsisyan, Vahram Tadevosyan, Roberto Henschel, Zhangyang
Wang, Shant Navasardyan, and Humphrey Shi. Text2video-zero: Text-to-image diffusion models
are zero-shot video generators. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pp. 15954–15964, 2023.

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.

PKU-Yuan Lab and Tuzhan AI etc. Open-sora-plan, apr 2024. URL https://doi.org/10.
5281/zenodo.10948109.

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae Lee. Visual instruction tuning. In Advances
in Neural Information Processing Systems, 2023a.

Haotian Liu, Chunyuan Li, Yuheng Li, Bo Li, Yuanhan Zhang, Sheng Shen, and Yong Jae Lee.
Llava-next: Improved reasoning, ocr, and world knowledge, January 2024. URL https://
llava-vl.github.io/blog/2024-01-30-llava-next/.

11

https://openai.com/research/video-generation-models-as-world-simulators
https://openai.com/research/video-generation-models-as-world-simulators
https://doi.org/10.5281/zenodo.10948109
https://doi.org/10.5281/zenodo.10948109
https://llava-vl.github.io/blog/2024-01-30-llava-next/
https://llava-vl.github.io/blog/2024-01-30-llava-next/


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Yaofang Liu, Xiaodong Cun, Xuebo Liu, Xintao Wang, Yong Zhang, Haoxin Chen, Yang Liu,
Tieyong Zeng, Raymond Chan, and Ying Shan. Evalcrafter: Benchmarking and evaluating large
video generation models. arXiv preprint arXiv:2310.11440, 2023b.

Haoyu Lu, Guoxing Yang, Nanyi Fei, Yuqi Huo, Zhiwu Lu, Ping Luo, and Mingyu Ding. Vdt:
General-purpose video diffusion transformers via mask modeling. In The Twelfth International
Conference on Learning Representations, 2023.

Xin Ma, Yaohui Wang, Gengyun Jia, Xinyuan Chen, Ziwei Liu, Yuan-Fang Li, Cunjian Chen, and
Yu Qiao. Latte: Latent diffusion transformer for video generation. arXiv preprint arXiv:2401.03048,
2024a.

Xinyin Ma, Gongfan Fang, and Xinchao Wang. Deepcache: Accelerating diffusion models for free.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
15762–15772, 2024b.

William Peebles and Saining Xie. Scalable diffusion models with transformers. In Proceedings of
the IEEE/CVF International Conference on Computer Vision, pp. 4195–4205, 2023.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, and Ilya Sutskever.
Learning transferable visual models from natural language supervision. In International Conference
on Machine Learning. PMLR, 2021.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J Liu. Exploring the limits of transfer learning with a unified text-to-text
transformer. Journal of machine learning research, 21(140):1–67, 2020.

Andreas Rossler, Davide Cozzolino, Luisa Verdoliva, Christian Riess, Justus Thies, and Matthias
Nießner. Faceforensics++: Learning to detect manipulated facial images. In Proceedings of the
IEEE/CVF international conference on computer vision, pp. 1–11, 2019.

Aliaksandr Siarohin, Stéphane Lathuilière, Sergey Tulyakov, Elisa Ricci, and Nicu Sebe. First order
motion model for image animation. Advances in neural information processing systems, 32, 2019.

Khurram Soomro, Amir Roshan Zamir, and Mubarak Shah. Ucf101: A dataset of 101 human actions
classes from videos in the wild. arXiv preprint arXiv:1212.0402, 2012.

Xin Tao, Hongyun Gao, Renjie Liao, Jue Wang, and Jiaya Jia. Detail-revealing deep video super-
resolution. In Proceedings of the IEEE international conference on computer vision, pp. 4472–4480,
2017.

Zachary Teed and Jia Deng. Raft: Recurrent all pairs field transforms for optical flow. In European
Conference Computer Vision. Springer, 2020.

Jiuniu Wang, Hangjie Yuan, Dayou Chen, Yingya Zhang, Xiang Wang, and Shiwei Zhang. Mod-
elscope text-to-video technical report. arXiv preprint arXiv:2308.06571, 2023a.

Xiang* Wang, Hangjie* Yuan, Shiwei* Zhang, Dayou* Chen, Jiuniu Wang, Yingya Zhang, Yujun
Shen, Deli Zhao, and Jingren Zhou. Videocomposer: Compositional video synthesis with motion
controllability. 2023b.

Yaohui Wang, Xinyuan Chen, Xin Ma, Shangchen Zhou, Ziqi Huang, Yi Wang, Ceyuan Yang, Yinan
He, Jiashuo Yu, Peiqing Yang, et al. Lavie: High-quality video generation with cascaded latent
diffusion models. arXiv preprint arXiv:2309.15103, 2023c.

Yi Wang, Yinan He, Yizhuo Li, Kunchang Li, Jiashuo Yu, Xin Ma, Xinhao Li, Guo Chen, Xinyuan
Chen, Yaohui Wang, et al. Internvid: A large-scale video-text dataset for multimodal understanding
and generation. arXiv preprint arXiv:2307.06942, 2023d.

Haoning Wu, Erli Zhang, Liang Liao, Chaofeng Chen, Jingwen Hou, Annan Wang, Wenxiu Sun,
Qiong Yan, and Weisi Lin. Exploring video quality assessment on user generated contents from
aesthetic and technical perspectives. In IEEE/CVF International Conference on Computer Vision.
IEEE, 2023.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Wei Xiong, Wenhan Luo, Lin Ma, Wei Liu, and Jiebo Luo. Learning to generate time-lapse videos
using multi-stage dynamic generative adversarial networks. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pp. 2364–2373, 2018.

Haofei Xu, Jing Zhang, Jianfei Cai, Hamid Rezatofighi, Fisher Yu, Dacheng Tao, and Andreas Geiger.
Unifying flow, stereo and depth estimation. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 2023.

Jianhui Yu, Hao Zhu, Liming Jiang, Chen Change Loy, Weidong Cai, and Wayne Wu. Celebv-text: A
large-scale facial text-video dataset. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 14805–14814, 2023a.

Sihyun Yu, Kihyuk Sohn, Subin Kim, and Jinwoo Shin. Video probabilistic diffusion models in
projected latent space. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 18456–18466, 2023b.

Shenghai Yuan, Jinfa Huang, Yujun Shi, Yongqi Xu, Ruijie Zhu, Bin Lin, Xinhua Cheng, Li Yuan,
and Jiebo Luo. Magictime: Time-lapse video generation models as metamorphic simulators. arXiv
preprint arXiv:2404.05014, 2024.

Yan Zeng, Guoqiang Wei, Jiani Zheng, Jiaxin Zou, Yang Wei, Yuchen Zhang, and Hang Li. Make
pixels dance: High-dynamic video generation. arXiv preprint arXiv:2311.10982, 2023.

David Junhao Zhang, Jay Zhangjie Wu, Jia-Wei Liu, Rui Zhao, Lingmin Ran, Yuchao Gu, Difei
Gao, and Mike Zheng Shou. Show-1: Marrying pixel and latent diffusion models for text-to-video
generation. arXiv preprint arXiv:2309.15818, 2023.

Shangchen Zhou, Peiqing Yang, Jianyi Wang, Yihang Luo, and Chen Change Loy. Upscale-a-video:
Temporal-consistent diffusion model for real-world video super-resolution. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 2535–2545, 2024.

Hao Zhu, Wayne Wu, Wentao Zhu, Liming Jiang, Siwei Tang, Li Zhang, Ziwei Liu, and Chen Change
Loy. Celebv-hq: A large-scale video facial attributes dataset. In European conference on computer
vision, pp. 650–667. Springer, 2022.

13


	Introduction
	Related Work
	Curating OpenVid-1M
	Data Processing and Statistical Comparison
	Method
	Feature Extraction
	Multi-modal Video Diffusion Transformer

	Experiments
	Experimental Settings
	Comparison with State-of-the-Art Models
	Ablation Study

	Conclusion

