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Abstract

Recent advancements in large language models (LLMs) underscore the need for
more comprehensive evaluation methods to accurately assess their reasoning ca-
pabilities. Existing benchmarks are often domain-specific and thus cannot fully
capture an LLM’s general reasoning potential. To address this limitation, we
introduce the Knowledge Orthogonal Reasoning Gymnasium (KORGym
a dynamic evaluation platform inspired by KOR-Bench [[1] and Gymnasium [2].
KORGym offers over fifty games in either textual or visual formats and supports
interactive, multi-turn assessments with reinforcement learning scenarios. Using
KORGym, we conduct extensive experiments on 19 LLMs and 8 VLMs, revealing
consistent reasoning patterns within model families and demonstrating the superior
performance of closed-source models. Further analysis examines the effects of
modality, reasoning strategies, reinforcement learning techniques, and response
length on model performance. We expect KORGym to become a valuable resource
for advancing LLM reasoning research and developing evaluation methodologies
suited to complex, interactive environments.

1 Introduction

Recent advances in reasoning models have yielded strong performance in tasks such as textual
comprehension [3]] and logical inference [4]. However, most benchmarks remain domain-specific
(e.g., AIME [5], PHYBench [6]) and fail to capture general reasoning ability. Even benchmarks
intended to evaluate broader reasoning (e.g., SuperGPQA [[7], HLE [8]]) are heavily influenced by
pretraining data, limiting their capacity to measure intrinsic reasoning skills. To address this gap, we
propose a benchmark designed to evaluate the intrinsic reasoning capabilities of LLMs independent
of pretraining knowledge. Games, with their diverse scenarios rarely encountered in pretraining
corpora, offer an ideal testbed for such evaluation.

While games offer a promising benchmark medium, existing approaches exhibit several shortcomings.
LogicGame [9], for example, employs only single-turn scenarios, preventing evaluation of long-term
planning in LLMs. TextArena [10] and SPINBench [[11]] support multi-turn scenarios but introduce
opponent dynamics that generate extraneous variability, confounding pure reasoning assessment
and limiting suitability for reinforcement learning (RL) by enabling hacked strategies. Moreover,
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gg-bench [12]] relies heavily on generative capacity and lacks robustness in both gameplay fidelity
and RL integration.

To overcome these limitations, in Figure [1} we introduce the Knowledge Orthogonal Reasoning
Gymnasium (KORGym), inspired by the knowledge-orthogonal reasoning framework of KOR-
Bench [1]] (see Appendix |C) and built on the reinforcement-learning environment Gymnasium [2].

Specifically, KORGym features over fifty games span-
ning six reasoning dimensions: mathematical and log- fSingle-epoch Game Bench
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* LLMs often employ explicit reasoning paradigms during problem-solving, which may partially
constrain their performance.

» Appropriate reinforcement learning enhances reasoning capabilities and yields more balanced
performance across different reasoning dimensions.

In summary, our main contributions are as follows:

* We design a suite of over fifty text- and vision-based games tailored to evaluate the reasoning
capabilities of large language models.

* We present KORGym, an extensible framework supporting incremental development and
reinforcement-learning integration.

* We conduct a comprehensive empirical analysis of 19 LLMs and 8 vision-language models and
uncover several key insights.

2 Related Work

LLMs for Gaming. Games serve as valuable testbeds for evaluating large language models (LLMs)
due to their demands for multi-step reasoning and strategic planning. Early research focused on
single-game evaluations in domains like Minecraft [13] or social deduction games [14}[15]], but these
narrow settings limited generalizability. Subsequent efforts introduced broader benchmarks with
diverse game types and multi-agent frameworks emphasizing coordination or competition, though
critical dimensions such as open-ended negotiation, dynamic cooperation-conflict shifts, and rich
social dynamics remained underexplored. Some researchers have designed PlanBench [16] to evaluate
the long-term reasoning ability of LLMs and have further conducted studies [17] on reasoning models



based on this work. Meanwhile, other researchers have proposed the Game Traversal Benchmark [18]]
to assess LLMs’ planning and reasoning ability through the task of traversing 2D game maps. To
address these gaps, SPIN-Bench [11] unifies strategic planning and social intelligence by combining
formal planning analysis, multi-agent cooperation/competition, and open-ended dialogue. Existing
benchmarks vary widely in environment diversity and technical capabilities. Some frameworks offer
diverse environments but lack human evaluation, while others focus on specific scenarios yet miss
key features. SPIN-Bench stands out with a balanced mix of game types, Gym compatibility, and
model vs. model evaluation.

Knowledge Orthogonality Based Evaluation. Current AI reasoning benchmarks (e.g.,
MMLU [19]], CommonsenseQA [20]], MATH [21]]) emphasize factual recall and problem-solving but
often conflate memorization with reasoning, limiting insight into underlying cognitive processes. To
address this, integration-based benchmarks (e.g., ZebraLogic [22]], TravelPlanner [23])) test adapt-
ability and creativity by requiring pattern recognition, logic, and multi-step reasoning in novel
contexts. While these frameworks advance the focus on contextual problem-solving, they still risk
entanglement with domain-specific knowledge biases, as seen in mathematical or logical benchmarks
like GSMS8K [24]] and FOLIO [25]]. To address these gaps, the concept of knowledge orthogonality
advocates decoupling reasoning assessment from prior knowledge and prioritizing rule-following in
out-of-distribution scenarios to isolate core abilities such as systematic generalization and hypothesis
testing. This paradigm shift—from memorization-driven metrics to knowledge-agnostic, creativity-
focused evaluations—establishes a fairer framework for measuring cognitive agility, ensuring models
demonstrate genuine reasoning rather than reciting learned patterns and fostering Al systems with
robust, human-like adaptability in open-world environments.

3 Approach

3.1 Framework
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Figure 2: Framework of the KORGym system. Our system architecture primarily consists of four
modules: the Inference Module, Game Interaction Module, Evaluation Module, and Communication
Module.The initialization parameters include: Game Name, Model Information, Seed, Deployment
Port Number, and Output Directory.



We propose KORGym, an efficient game-based framework for evaluating the complex reasoning
capabilities of large language models (LLMs) via both single-turn and multi-turn text-based and
multimodal games. KORGym is organized into three key modules:

* Evaluation and Communication Module: the system core, which parses input parameters,
establishes inter-module communication protocols, encapsulates and transmits communication
packets, and logs final evaluation scores.

¢ Game Interaction Module: encapsulates the game environment and interaction APIs, including:

— generate: initializes the game environment.
— print board: renders the game board and generates prompts.
— verify: updates the game state and computes scores.

* Inference Module: manages model inference processes, including asynchronous acceleration
and intermediate result checkpointing.

Based on these modules, the primary inference workflow of KORGym proceeds as follows:

* Parameter Initialization: Load initial parameters (e.g., game type, seed, and model).

* Parameter Parsing and Communication Protocol Startup: Parse these parameters and encap-
sulate them into communication packets.

* Game Environment Initialization: Generate the game environment according to the parameters.

* Acquisition of Game Information: Invoke the generate and print board APIs in the Game
Interaction Module to obtain the current environment state.

* Game Information Transmission: Package the retrieved information for transmission.
* Generation of LLM Action: Perform model inference to generate the next action.

* Transmission of LLM Action: Send the action via the verify API to update the game state; if
the game is not concluded, return to Acquisition of Game Information.

* Score Calculation and Result Qutput: Compute and output the final score.

3.2 Task Introduction

As illustrated in Figure 9] (Appendix [H), KORGym supports over fifty novel games, enabling precise
and efficient evaluation of the reasoning abilities of large language models (LLMs) across six distinct
dimensions (Table : Mathematical and Logical Reasoning, Control Interaction Reasoning,
Puzzle Reasoning, Spatial and Geometric Reasoning, Strategic Reasoning and Multimodal
Reasoning.

During benchmark development, we selected more than fifty games that effectively capture the
reasoning capabilities of LLMs. These games span four categories: traditional puzzles (e.g., Su-
doku); adaptations of classic video games (e.g., Plants vs. Zombies; Minesweeper); game-theoretic
challenges (e.g., N-point; Evolution of Trust); and multimodal tasks (e.g., Jigsaw; Circle the Cat).

KORGym offers a suite of over fifty games—with continuous expansion—that support multi-turn
interactions via standardized APIs (generate, verify, and print board). The platform is tailored for
RL, providing environment states and reward signals, and enables users to adjust game difficulty and
environmental diversity through scalable parameters. Additionally, it includes nine multimodal games,
facilitating comprehensive evaluation in both textual and multimodal contexts. Related platforms
include LogicGame [9]], AgentBench [26], GameArena [27]], SPIN-Bench [28], TEXTARENA [10],
and ReasoningGYM [29]. A detailed comparison appears in Table[T0|of Appendix [I}

3.3 Evaluation Method

Score Calculation Rules To address the limitations of binary (0/1) scoring in reflecting intermediate
progress in KORGym, we propose a comprehensive scoring scheme comprising three rules:

* Binary Scoring: For single-objective games, assign 1 point for success and O for failure. For
example, in 7-Maze, reaching the exit yields a score of 1.



* Proportional Scoring: For multiple-choice games, the score equals the number of correct
responses divided by the total number of options. For instance, in the 44-Jigsaw Puzzle, the score
is the number of correctly placed pieces over the total pieces.

* Cumulative Scoring: For games that award incremental points, accumulate all points earned.
For example, in 3-2048, each tile merge contributes to the final score.

Capability Dimension Aggregated Mean Raw game scores in KORGym can extend beyond the
[0,1] interval and may be skewed by variations in game difficulty or by outlier model behaviors.
To mitigate these issues, we introduce Capability Dimension Aggregated Mean, a more robust
aggregation metric for evaluating model performance across reasoning dimensions.

Formally, let G = {g1, g2, - - . , gn } denote the set of all games, M = {mq,ma, ..., mg } denote the
set of models under evaluation, and D = {d;, ds, ..., dy, }represent the set of reasoning capability
dimensions. Each game g € G is associated with a specific dimension d(g) € D. Let S ,,, denote
the raw score achieved by model m € M on game g € G. For each game g, if the maximum score
across all models exceeds 1, i.e., max,enr Sy,m > 1,we apply a log p transformation (i.e., In(1+x))
to compress large score values and reduce skewness; otherwise, we retain the original score:

In(1+4+ S if max S, ,, >1
S, _ ( %m)v me M g,m ) U)
g,m .
Sg.m; otherwise.
To normalize scores across games, we further define, for each game g,
a, = min S b, = max S’ . 2
g meM g,m? 9 meM 9 ( )

If by = ag4, meaning all models perform identically on game g, we assign every model a normalized
score of 0.5 to avoid division by zero. Otherwise, we normalize its adjusted score:
!
= Sgm—ag
gm = T

. Vme M. 3)
by — ag
This normalization ensures that for each game, model performances are mapped into the [0, 1] range
while preserving relative differences. Subsequently, for each capability dimension d € D, we define
the corresponding set of games and aggregated score of model m on dimension d as:

_ 1 _
Gd = {g €eG: d(g) = d}vsd,'m = @ Z S ,m: “4)

9€Ga

The resulting matrix {gdm}de D, meM provides a normalized, dimension-wise evaluation of reason-
ing capabilities that is fair across heterogeneous games.

4 Experiments

4.1 Settings

LLMs To comprehensively evaluate LLM performance, we assessed 19 large language mod-
els—including 11 thinking models and 8 instruction-tuned models—and 8 vision-language models

(Table[12).

Evaluation Setting During evaluation, we apply distinct protocols for single-epoch and multiple-
epoch games:

* Single-epoch Games: Each model is evaluated on 50 independently initialized game instances by
varying the “seed” parameter in the “generate”” API from 1 to 50.

» Multiple-epoch Games: For each model, we initialize 20 game environments. Each episode
permits up to 100 interaction rounds, and we vary the “seed” parameter in the “generate” API
from 1 to 50 for reproducibility.

All assessments use a zero-shot prompting setup to gauge genuine reasoning capabilities, retaining
each model’s default sampling parameters (temperature and top-p). We evaluate closed-source models
via their hosted APIs and open-source models on eight NVIDIA A100-80G GPUs.



Table 1: Overall performances of different models on KORGym. Model capability dimensions
include Mathematical and Logical Reasoning (MLR), Control Interaction Reasoning (CIR), Puzzle
Reasoning (PR), Spatial and Geometric Reasoning (SGR) and Strategic Reasoning(SR).

Model MLR(%) CIR(%) PR(%) SGR(%) SR(%) Avg.(%)
O3-mini 77 81 79 94 76 82
Gemini-2.5-pro-03-25 63 94 93 59 84 79
01-2024-12-17 74 83 65 79 66 73
Doubao-1-5-thinking-pro 65 74 84 72 65 72
DeepSeek-R1 66 82 69 56 83 71
Claude-3.7-thinking 50 93 52 53 64 62
Qwen3-32B-thinking 58 55 58 55 71 60
DeepSeek-v3-0324 35 55 27 26 69 42
DeepSeek-R1-Distill-Qwen-32B 45 28 35 33 56 39
Gemini-2.0-Flash-thinking 25 53 34 18 58 38
Claude-3.7 25 55 26 17 50 35
Qwen-QwQ 37 39 14 18 33 28
Gemini-2.0-Flash 24 28 17 12 51 26
GPT-40 12 25 8 11 53 22
Doubao-1.5-pro 18 16 16 7 44 20
Qwen2.5-72B-Instruct 18 10 4 7 49 18
Qwen2.5-32B-Instruct 13 7 4 9 46 16
DeepSeek-R1-Distill-Qwen-7B 10 2 6 3 33 11
Qwen2.5-7B-Instruct 7 1 1 1 29 8

Table 2: Multimodal reasoning abilities of different models on KORGym.

Crossword Jigsaw Find The  Circle The SRR ’ Bubble Ball Square
Model Puzzle(%) Puzzle(%) Patern(%) — Cau%)  MapSimulation (%) Sokoban (%) girine(gy  Wordle (%) aqqiion(%)
Doubao-vision-250115 14.4 129 42 0 2 4 0 0 0
Gemini-2.5-Pro 18.4 19.5 66 15 26 10 90 85 2
Gemini-2.0-Flash 249 12.7 54 5 0 4 45 15 0
GPT-40 23.7 84 36 0 0 4 65 15 0
Qwen2.5VL-72B 14.4 109 28 0 2 4 20 5 0
Qwen2.5VL-32B 6.4 8.6 28 0 0 2 25 5 0
Qwen2.5VL-7B 4.4 0 16 0 0 0 0 0 0
InternVL3-78B 11.8 10 38 0 2 0 25 0 0

4.2 Main Results

Table[T]reports the performance of LLMs and VLMs on KORGym using the Capability Dimension
Aggregated Mean (Section[d.T). Table2]presents VLM performance on multimodal tasks and detailed
raw scores appear in Appendix [D| The leaderboard will be updated on GitHub after submission.
Across 51 games and six reasoning dimensions, the normalized scores yield the following insights.
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Figure 3: Capability Dimension Illustration. Figure (a) showcases the performance of the top-
performing models on KORGym. Figure (b) showcases the impact of model scale and architecture
on reasoning capabilities.



Similar Strength—Weakness Profiles Within Same Model Series Figure [3ashows that O1 and
O3-mini excel in spatial reasoning, whereas the Gemini series leads in mathematical and puzzle
reasoning.

Closed-Source Models Demonstrate Superior Reasoning Performance O3-mini achieves the
highest overall score on KORGym, particularly in spatial reasoning. Claude-3.7-thinking and Gemini-
2.5-pro top puzzle reasoning, while Doubao-1.5-thinking-pro and DeepSeek-R1 deliver balanced
performance across dimensions. In contrast, open-source models lag behind.

Impact of Model Scale and Architecture on Reasoning Capabilities Figure 3b|demonstrates
that model performance scales positively with model size and thinking models outperform size-
matched non-thinking variants. For instance, DeepSeek-R 1-Distill-Qwen-32B, though smaller in
scale, exceeds the performance of Qwen2.5-72B-Instruct.

5 Discussion

5.1 RQI1: Does Modality Affect Reasoning Performance?

Textual-version Game vs. Multimodal-version Game. As shown in Figure Figure ] compares
the performance of closed-source and open-source VLLMs on textual and visual versions of six
representative games. Detailed results are provided in Figure[I0]of Appendix[J] Our key findings are:

* Average scores on textual versions consistently exceed those on visual versions.

* Open-source VLMs perform better on text-based reasoning than on visual-based tasks,
indicating limited visual grounding or underdeveloped multimodal alignment.

* Some closed-source VLMs score higher on visual versions than on textual versions, suggest-
ing stronger visual reasoning or superior multimodal integration.

* In mathematics-related games, models score significantly higher on textual versions, high-
lighting the advantage of symbolic representation for numerical reasoning.

5.2 RQ2: Do Different Model Series Exhibit Consistent Behavioral Patterns?

Based on the experimental scores, we com-

puted the mean and standard deviation of Lo BEHT:;:: V:i_al' ST:TS ber Game within Each Model
each dimension’s scores (Figure [5a) and per- | e e Visual %
formed principal component analysis (PCA) | m—sokoban —— AvgText é
on the score matrix S € RM*G where M o] o vore T Ava vl 7

Score

and G denote the numbers of models and
games, respectively (Figure[5b). These anal-
yses reveal dominant patterns in the models’ o y
reasoning behavior across five dimensions. — W ' ? ,

0.4

0.0 - ]
quen? sVL-728 m(em\’LB'mB Gem_\mz_o_F\ash Gemini2 5-Pr

Top-Tier Models Exhibit Homogeneous )
Behavioral Profiles In PCA space, top- Figure 4: Performance Comparison Between Textual

tier models (e.g., O1 and O3-mini) form and Multimodal Game Versions. This figure illustrates
tight clusters, indicating consistently strong @ gi\{en model’s. performance on both the textual and
reasoning performance across all dimen- multimodal versions of the same game. Different games
sions. By contrast, secondary models (e.g., &€ represented by distinct bar colors, and bar shading
Claude-3.7-thinking and Qwen3) display im- differentiates text (unshaded) from visual (shaded) ver-
balanced performance across reasoning di- sions. Solid and dashed lines correspond to the average
mensions. textual and visual scores, respectively.

Distinct Behavioral Patterns Between Thinking and Non-Thinking Models PCA reveals that
the first two clusters consist exclusively of thinking models, whereas the fourth cluster comprises
almost solely non-thinking models.
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Figure 5: Analysis of Model Behavioral Characteristics. (a) illustrates the relationship between model
stability and reasoning performance, whereas (b) depicts the clustering of models based on behavioral
traits.

LLMs tend to adopt explicit reasoning paradigms when performing analysis and problem-
solving Response-level case studies reveal that LLMs in KORGym employ four primary reasoning
paradigms, each reflecting a distinct cognitive strategy:

* Code Paradigm: generating executable code to obtain solutions (e.g., “import math; a = 0; for i
in range(...): ...”).

* Mathematical Paradigm: applying algebraic equations or arithmetic rules to model and solve
problems (e.g., “Let x be the number of creature A and y the number of creature B; construct the
system of equations...”).

 Algorithm-Specific Paradigm: invoking established algorithms (e.g., Dijkstra’s algorithm,
Eulerian path) and adapting them to the task context (e.g., “Use an Eulerian path to solve the
one-stroke drawing puzzle: first compute ...").

* Natural Language Reasoning Paradigm: conducting spatial, logical, or causal analysis in
natural language (e.g., “If we turn right, we reach (1,2) where a springboard lies ahead ...”).

To examine reasoning-paradigm usage, we employ GPT-40 to annotate model responses for selected
KORGym games and compute the mean score for each paradigm (Table [3). We then conduct ablation
experiments by constraining prompts to disable individual paradigms, with results summarized in
Figure[6] detailed information in Appendix [F} Our key findings include:

Table 3: Reasoning Paradigm Proportions and Average Scores for Different Models’ Responses

Model Proportion (%) Average Score(%) Overall Score(%)
Code Math  Algorithm  Natural Language Code Mathematical ~ Algorithm  Natural Language
Doubao-1-5-thinking-pro 0.6 14 329 526 50 82 0.61 66 66.565
Doubao-1.5-pro 17.1 10.3 42.6 30 0 0 6 6 4.356
DeepSeek-v3-0324 0 0 9.7 90.3 0 0 26 22 22388
Claude-3.7-thinking 0.3 134 26.3 60 0 64 37 46 45.907
Gemini-2.5-pro-03-25 46 6.9 12 35.1 50 83 100 66 63.893
GPT-40 2 1.1 29.7 67.1 0 0 2 2 1.936
O3-mini 0 214 11.4 67.1 0 85 97 72 717.56

Models within the same series exhibit distinct
reasoning-paradigm preferences Models tend
to adopt paradigms aligned with their architec-
ture: Gemini-2.5-Pro predominantly employs
code-based reasoning; O3-mini primarily uti-
lizes mathematical and natural language reason-
ing; and Doubao-1.5-thinking-pro strongly favors
algorithm-specific reasoning strategies.

Impact of Disabling Each Paradigm on Model Performance
%

—— Average A
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mmm Disable Code

Disable Math
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—20 23%

40 -mint -pro na-Pro. n -25 0324
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Reasoning Paradigms Partially Constrain

Model Performance Disabling specific reason- Figure 6: Impact of Disabling Each Paradigm on
ing paradigms via prompt constraints led to in- nfodel Performance



creased average performance across all models.

We attribute this improvement to overreliance on large-scale pretraining data rich in mathematical,
coding, and algorithmic examples, which can impede generalization and adaptability to novel reason-
ing tasks. These findings underscore KORGym’s value as a robust benchmark for evaluating genuine
reasoning abilities beyond memorized patterns.

Mathematical Reasoning as a Core Component of the Reasoning Process Disabling the mathe-
matical paradigm causes most models to experience a performance decline or exhibit no improvement,
indicating that mathematical reasoning is critical to LLM reasoning capabilities.

Stronger Models Exhibit Greater Robustness More capable models are less impacted by disabling
individual reasoning paradigms. For example, O3-mini and Doubao-1.5-thinking-pro maintain near-
original performance when deprived of their preferred reasoning strategies, demonstrating superior
robustness, generalization, and adaptive reasoning under constraint.

5.3 RQ3: What is the Impact of Reinforcement Learning (RL) on Problem Solving
Capabilities?

During multi-turn reinforcement-learning fine-tuning, Doubao-1.5-thinking-pro incorporated two
specialized algorithmic frameworks—DAPO and VAPO—to address instability in reasoning-oriented
model training. In parallel, it was trained on a comprehensive corpus of STEM problems, code-
related tasks, logical reasoning challenges, and non-reasoning examples. Additionally, RL
training on classic games (e.g., 24-point, mazes, and Sudoku) yielded a marked improvement in its
reasoning performance.

Mean Score vs. Average Tokens
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0
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5.4 RQ4: Is There a Correlation Between Response Length and Reasoning Performance?

To examine the effect of response length on reasoning performance, we record token counts and
reasoning scores for four reasoning models and eight non-reasoning models during gameplay. We
then fit curves to the aggregated data to identify trends and correlations, as illustrated in Figure

From the figure, we derive the following insights:

* A strong positive correlation exists between reasoning performance and response length:
models with longer responses tend to achieve higher KORGym scores.

* Reasoning and non-reasoning models differ markedly in response length distributions:
non-reasoning models produce responses within a narrow range, whereas reasoning models
exhibit a broader and more varied distribution.

* The impact of response length on performance exhibits diminishing returns: as response
length increases, incremental score gains become marginal, suggesting an upper limit to the
benefits of verbosity.



5.5 RQS5: Does KORGYM contain data leakage?

Many benchmarks inevitably overlap with model training data. To show that KORGYM effectively
reduces the extent of data leakage, we propose the Knowledge Impact Coefficient to quantitatively
assess the degree of leakage. For a game within KORGYM, the required reasoning information
comprises:

General background knowledge acquired during training.

Single-turn or multi-turn tasks that must be completed during gameplay.

Core game-rule information specifically designed for solving task 7T'.

The set of actions generated by the LLM to solve task 7T'.

The reasoning and interaction process from the game task 7" to action set A.

TR N~ T B

The final score obtained by the LLM’s interaction with the game.

The leakage between K and R is quantified by the Knowledge Impact Coefficient 3:

. P(T-A|RK)-PT—A|K) PT—A|K)
p=1- P(T — A|R,K) " P(T— A|R,K)’ pelo1

A smaller S indicates less overlap between the LLM’s pre-trained knowledge and the game rules;
consequently, the LLM cannot achieve optimal scores without explicitly relying on the rules provided
in the prompt. Conversely, a larger 8 indicates significant overlap, allowing the LLM to complete the
game task and achieve optimal scores even without explicit rules.

Model Snake Pipe Game LongCat Sokoban Word Transf. 8-puzzle Play Lines Black—White Copy
Doubao-1-5-thinking-pro  0.055 0.085 0 0.904 0 0.176 0 0.166
DeepSeek-R1 0.333 0.200 0.208 0.636 0 0.307 0 0.133
Qwen3-32B-thinking 0.071 0.080 0 0.909 0 0.321 0 0.117
03-mini 0.956 0.000 0 0.948 0 0.617 0 0.166
Claude-3.7-thinking 0.441 0.200 0.312 0.461 0 0.521 0 0.222

Table 4: Knowledge Impact Coefficient 3 across selected KORGYM games.

Based on the above definition, we select a subset of games from KORGYM, including classic games
(Snake, Sokoban, and 8-puzzle) and original/adapted games (Pipe Game, Long Cat, ...). We conduct
an ablation study in which the core game-rule information (R) is removed, and then compute the
Knowledge Impact Coefficient 5. The results are shown in Table

* Model perspective: Models such as 03-mini and DeepSeek-R1 exhibit relatively notable
knowledge leakage, whereas others (e.g., Doubao-1-5-thinking-pro) demonstrate com-
paratively lower leakage. This observation indirectly supports the view that reinforcement
learning (RL) processes genuinely enhance a model’s reasoning capabilities, rather than
merely enabling it to memorize training questions or regurgitate pre-training knowledge.

* Game perspective: Knowledge leakage is more prominent in classic games, while the
corresponding (3 values for original/adapted games remain relatively low. Given that more
than 80% of the games in KORGYM are originally developed or adapted by our engineering
team, this strongly supports the validity and reliability of KORGYM.

6 Conclusion

In this paper, we introduce KORGym—a scalable, game-driven benchmark comprising over fifty
tasks spanning six reasoning dimensions. KORGym supports multimodal interactions, reinforcement
learning, and parameterized environments, and employs a robust evaluation methodology based on
dimension-aware score aggregation tailored to game-based reasoning. We evaluate 19 LLMs and 8
VLMs, revealing consistent strength—weakness profiles within model series and demonstrating the
impact of model scale and architecture on reasoning capabilities. We also conduct ablation studies on
modality, model series, and reinforcement learning, providing a detailed analysis of the key factors
influencing LLM reasoning performance.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the main contributions of the paper,
including the design of the KORGym benchmark, the support for multi-turn evaluation and
reinforcement learning, and the empirical analysis across 27 LLMs/VLMs. These claims
are directly supported by both the theoretical motivation and the experimental results in
Sections 3-6.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We provide a detailed discussion of the limitations of KORGym in Appendix

(Al
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: KORGym’s main contributions lie in the dataset construction, framework
design, and empirical analysis with corresponding conclusions. The core contributions do
not involve theoretical proofs.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We publicly release all code, experimental frameworks (Section [3.1)), re-
sults(Section 4.2), and detailed settings(Section [4.1)) used in our study. Researchers can
easily reproduce the main findings of the paper using the provided materials.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the complete reproducible codebase and all experimental results
mentioned in the paper at https://anonymous.4open.science/r/KORGYM-2D8B/.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental details of KORGym are provided in the “Experimental
Setting” subsection (Section[d.T)) and further supplemented in our codebase, accessible via
the provided URL https://nips.cc/public/guides/CodeSubmissionPolicy.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We do not report error bars because evaluating statistical significance across
KORGym, which involves a large-scale and diverse set of tasks, would incur prohibitively
high computational costs.
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8.

10.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide details on the compute resources and API usage in Section
Experiment Setting.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper fully complies with the NeurIPS Code of
Ethics in all respects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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11.

12.

Answer: [Yes]

Justification: We discuss both the potential positive and negative societal impacts of KO-
RGym in Appendix [B] including benefits in Al evaluation and interpretability, as well as
potential risks such as misuse of advanced reasoning capabilities.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: KORGym does not pose such risks, as it consists of game-based evaluation
environments and does not involve the release of potentially harmful artifacts.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All existing assets used in this paper are properly credited, and their licenses
and terms of use are explicitly stated and fully respected.

Guidelines:
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13.

14.

15.

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: All new assets introduced in KORGym are stored via anonymized URL and
are accompanied by detailed documentation provided in the corresponding README file.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve any crowdsourcing experiments or research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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16.

Answer: [NA]

Justification: This paper does not involve any crowdsourcing experiments or research with
human subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The core contributions of the paper were entirely developed by the authors.

LLMs were only used for minor language editing and polishing, without impacting the
methodology, scientific rigor, or originality of the research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Limitations

While KORGym already offers a diverse suite of challenges, we recognize that its current catalog
may not yet fully span the breadth of reasoning styles, difficulty levels, and domain contexts that
real-world applications demand.

In particular, certain complex interaction patterns—such as multi-agent negotiation, long-horizon
strategic planning, and fine-grained commonsense inference—are underrepresented at present. More-
over, the balance between textual and visual tasks could be further refined to ensure equitable coverage
of each modality

To address these points, we intend to iteratively broaden KORGym’s game portfolio—adding new
thematic categories, adversarial and cooperative modes, and tasks designed to probe underexplored
reasoning facets—while continuously revisiting our evaluation metrics to capture deeper, more
nuanced model behaviors.

B Potential societal impacts

B.1 Positive impacts

KORGym provides a rigorous, diverse, and extensible platform for evaluating the reasoning ca-
pabilities of large language models (LLMs), which can accelerate the development of safer, more
generalizable, and more reliable Al systems. By analyzing LLM behaviors across varied reasoning
tasks, KORGym contributes to improving the transparency, robustness, and alignment of such mod-
els—positively impacting applications in education, scientific discovery, and human-AlI collaboration.

B.2 Negative impacts

However, there are potential negative impacts as well. Enhanced reasoning capabilities in LLMs—if
misused—could be exploited for harmful purposes, such as reinforcing algorithmic bias in high-
stakes decision-making. To mitigate such risks, we emphasize the importance of responsible model
deployment and include detailed evaluation metrics that can inform future alignment and safety
research.

C Formal Definition of ‘“Knowledge Orthogonality”

For a task T, the required reasoning information consists of:
* K: General background/domain-specific knowledge acquired during pre-training, excluding
common sense.
* R: Core rule information designed to solve 7.
* (Q: A Rule-Driven question.
* A: Answer to the question Q).

Notational Definitions:

* —: Represents the cognitive process of deriving A from Q.
» P: Represents the belief strength that A is a valid answer to ) based on R and/or K.

- P(Q — A| R): Belief in A driven solely by R.
- P(Q — A| K): Belief in A based solely on K.
- P(Q — A | R, K): Combined belief in A, integrating R and K.

T satisfies knowledge orthogonality under the following conditions:

1. Knowledge-Rule Decoupling: Rule R is logically self-contained and independent of K.
R1K
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2. Knowledge Assistiveness: Background knowledge K may support or interfere with the
derivation of A from (), but does not play a central role in reasoning. The extent of this
influence is quantified by the Knowledge Impact Factor (/3), defined as:

P(Q— A|R,K)-P(Q— A|R)
P(Q— A|R)

8=

B ranges from (—1, €], where € is a very small positive number.

* When {3 is positive and close to 0, K has little impact, with R being dominant.

* When J is negative, it can range from small negative values to approaching —1, where
K increasingly undermines reasoning.

3. Rule Centrality: Correctness relies on understanding and applying R, with R having
significantly greater influence than K.

PQ—=A|RK)=~P(Q—A|R)>»PQ— A|K)

4. Derivation Adjustment: This formula adjusts the reasoning process based on R, incorpo-
rating the influence of K with [ reflecting its effect.

P@—A|RK)=PQ—=A[R)-(1+5)
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D Detailed Scores on KORGym

Table 5: Mathematical and logical reasoning abilities of different models on KORGym.

Date Light Square . Party  Path Planning  Construction One Colorin Cit
Model Calculation Sudoku Out éame A(;Idilion Alien Timz Problem ¢ Company Stroke Drawing Issue ¢ Trave)]/ler
Doubao-1.5-pro 0.060 0.120 0.060 0.000  0.200 0.240 0.140 0.020 0.060 0.060 0.340
Doubao-1-5-thinking-pro 0.160 0.600 0.860 0.800 0.880  0.640 0.800 0.920 0.340 0.980 0.680
DeepSeek-R1-Distill-Qwen-32B 0.120 0.200 0.260 0220 0400 0.540 0.120 0.100 0.020 0.700 0.380
DeepSeek-R1-Distill-Qwen-7B 0.060 0.000 0.060 0.000 0.120  0.020 0.020 0.000 0.000 0.140 0.000
DeepSeek-R1 0.200 0.420 0.540 0.680 0.740  0.520 0.620 0.700 0.380 0.940 0.460
DeepSeck-v3-0324 0.120 0.020 0.300 0460  0.260 0.140 0.200 0.160 0.200 0.140 0.320
Claude-3.7 0.040 0.140 0.060 0.060 0.340 0.280 0.180 0.120 0.180 0.200 0.700
Claude-3.7-thinking 0.080 0.100 0.160 0.640 0.720  0.880 0.480 0.500 0.680 0.700 0.000
GPT-40 0.000 0.060 0.040 0.000  0.140  0.080 0.020 0.020 0.020 0.020 0.280
03-mini 0.160 0.420 0.980 0.880 0.720  0.780 0.600 0.860 0.760 0.960 0.280
01-2024-12-17 0.260 0.040 1.000 0.700 0.840  0.600 0.340 0.280 0.760 0.800 0.300
Gemini-2.0-Flash 0.020 0.160 0.040 0.060  0.160 0.280 0.200 0.000 0.000 0.080 0.440
Gemini-2.5-pro-03-25 0.240 0.640 0.800 0.760 0.780  0.920 0.540 0.920 1.000 0.980 0.840
Gemini-2.0-Flash-thinking 0.140 0.100 0.120 0.140  0.220  0.560 0.140 0.040 0.320 0.740 0.500
Qwen-QwQ 0.080 0.080 0.080 0.300 0.240  0.000 0.020 0.000 0.000 0.340 0.000
Qwen2.5-72B-Instruct 0.000 0.020 0.060 0.000 0.120  0.000 0.060 0.060 0.020 0.040 0.000
Qwen2.5-32B-Instruct 0.000 0.040 0.060 0.000  0.120  0.060 0.060 0.000 0.000 0.020 0.000
Qwen2.5-7B-Instruct 0.000 0.000 0.000 0.000 0.000  0.000 0.000 0.000 0.000 0.000 0.020

Table 6: Control, interaction, and task reasoning abilities of different models on KORGym.

Model Minigrid ~ Snake ~ Tetris OfT‘;I";iLI Né‘r';‘c‘:;‘ Minesweeper  Nullify ~ PVZ  Long Cat Wh]iLag‘opy
Doubao-1.5-pro 0050  1.800 0000 0.50  0.000 0.000 0250 17.550  0.020 0.000
Doubao-1-5-thinking-pro 0300 16300 0300 0650  0.000 0.076 0400 59.950  0.600 0.360
DeepSeek-R1-Distill-Qwen-32B  0.100  7.480 0300 0700  0.000 0.162 0300 31750  0.220 0.200
DeepSeek-R1-Distill-Qwen-7B  0.120  0.I50 0.000 0050  0.000 0.042 0.100 11950  0.000 0.000
DeepSeek-R1 0.100 16500 0.650 0700  0.020 0.185 0200 68450  0.480 0300
DeepSeek-v3-0324 0250 4250 0050 0200  0.000 0.063 0300 20350  0.300 0.080
Claude-3.7 0.150 6900 0.100  0.100  0.000 0.049 0.150  27.300  0.140 0.020
Claude-3.7-thinking 0350 9750 0150 0500  0.000 0297 0250 40300  0.320 0.180
GPT-40 0000 0600 0000 0050  0.000 0.027 0.150 25000  0.000 0.000
03-mini 0300 15950 0900  1.000  0.000 0555 0250 41200  0.700 0360
01-2024-12-17 0.150 17500 0550 0850  0.000 0.741 0300 54850  0.840 0360
Gemini-2.0-Flash 0.150 2050 0000 0.100  0.000 0.008 0300 19.650  0.100 0.020
Gemini-2.5-pro-03-25 0400 13500 0050 0650  0.000 0235 0300 61300  0.600 0380
Gemini-2.0-Flash-thinking 0100 1850 0050 0200  0.000 0.002 0250 26000  0.080 0.100
Qwen-QwQ 0.150 3950 0.000 0600  0.000 0.052 0350 30750  0.020 0.160
Qwen2.5-72B-Instruct 0050 0620 0000 0200  0.000 0.000 0250 24850  0.040 0.000
Qwen2.5-32B-Instruct 0050 0300 0000 0050  0.000 0.021 0200 14450  0.020 0.020
Qwen2.5-7B-Instruct 0000 0450 0000 0050  0.000 0.000 0250 0050  0.000 0.020

Table 7: Language and textual reasoning abilities of different models on KORGym.

Model Word Problem  Alphabetical sorting  Letter Connection ~ Word Transformation ~ Wordle  Crypto Word
Doubao-1.5-pro 0.120 0.360 0.160 0.140 0.100 0.150
Doubao-1-5-thinking-pro 0.600 0.880 0.720 0.400 0.600 1.000
DeepSeek-R1-Distill-Qwen-32B 0.340 0.500 0.220 0.140 0.450 0.000
DeepSeek-R1-Distill-Qwen-7B 0.020 0.240 0.020 0.000 0.050 0.000
DeepSeek-R1 0.820 0.960 0.900 0.420 0.600 0.950
DeepSeek-v3-0324 0.460 0.840 0.420 0.380 0.500 0.500
Claude-3.7 0.580 0.840 0.660 0.220 0.250 0.650
Claude-3.7-thinking 0.820 0.980 0.960 0.560 0.850 1.000
GPT-40 0.420 0.340 0.160 0.120 0.400 0.100
O3-mini 0.880 0.980 0.980 0.400 0.400 1.000
01-2024-12-17 0.960 1.000 0.980 0.480 0.450 0.850
Gemini-2.0-Flash 0.340 0.560 0.340 0.120 0.250 0.100
Gemini-2.5-pro-03-25 0.900 0.960 0.940 0.780 0.650 1.000
Gemini-2.0-Flash-thinking 0.620 0.780 0.400 0.180 0.550 0.500
Qwen-QwQ 0.480 0.760 0.400 0.180 0.400 0.050
Qwen2.5-72B-Instruct 0.080 0.280 0.160 0.020 0.200 0.000
Qwen2.5-32B-Instruct 0.100 0.280 0.080 0.000 0.050 0.050
Qwen2.5-7B-Instruct 0.040 0.140 0.020 0.000 0.050 0.000
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Table 8: Spatial and geometric reasoning abilities of different models on KORGym.

Model Maze Sokoban play lines C]?):‘l:é lc " 8-puzzle B qu;)‘lTei:anall C}})z;rprfe thl;rle(ee y Siml\ﬁlazﬁion Arrow Pathway
Doubao-1.5-pro 0.000 0.000 0.080 0.080 0.080 0.300 0.000  0.050 0.020 0.000
Doubao-1-5-thinking-pro 0.800 0.420 0.580 0.580 0.680 1.000 0.700  0.950 0.320 0.000
DeepSeek-R1-Distill-Qwen-32B  0.380 0.160 0.140 0.220 0.380 0.900 0.040  0.700 0.040 0.000
DeepSeek-R1-Distill-Qwen-7B 0.120 0.040 0.000 0.000 0.100 0.000 0.000  0.000 0.000 0.000
DeepSeek-R1 0.600 0.440 0.360 0.760 0.520 1.000 0.300  0.750 0.140 0.000
DeepSeek-v3-0324 0.380 0.080 0.080 0.560 0.220 0.250 0.020  0.650 0.060 0.000
Claude-3.7 0.020 0.020 0.020 0.160 0.140 0.850 0.000  0.200 0.040 0.020
Claude-3.7-thinking 0.400 0.260 0.240 0.760 0.460 0.950 0.100  0.850 0.120 0.180
GPT-40 0.020 0.040 0.020 0.120 0.040 0.450 0.000  0.300 0.000 0.000
O3-mini 0.860 0.780 0.720 0.960 0.940 0.950 0.540  0.850 0.380 0.300
01-2024-12-17 0.360 0.700 0.840 0.940 0.900 0.950 0.840  0.850 0.280 0.000
Gemini-2.0-Flash 0.020 0.000 0.000 0.120 0.040 0.600 0.000  0.050 0.100 0.000
Gemini-2.5-pro-03-25 0.500 0.100 0.660 0.620 0.720 0.950 0.740  0.850 0.100 0.000
Gemini-2.0-Flash-thinking 0.020 0.060 0.000 0.180 0.480 0.650 0.000  0.200 0.020 0.020
Qwen-QwQ 0.400 0.180 0.080 0.060 0.240 0.000 0.000  0.650 0.000 0.000
Qwen2.5-72B-Instruct 0.040 0.020 0.020 0.060 0.040 0.350 0.000  0.100 0.000 0.000
Qwen2.5-32B-Instruct 0.020 0.000 0.040 0.000 0.000 0.500 0.000  0.200 0.020 0.000
Qwen?2.5-7B-Instruct 0.000 0.000 0.000 0.020 0.000 0.000 0.000  0.000 0.000 0.000

Table 9: Strategic and game-theoretic reasoning abilities of different models on KORGym.

Model 2048 Trust Evolution N point ~ Spider Solitaire  Circle the cat
Doubao-1.5-pro 648.800 31.650 7.500 0.000 0.000
Doubao-1-5-thinking-pro 1736.000 36.600 8.000 0.000 0.050
DeepSeck-R1-Distill-Qwen-32B  990.000 37.700 8.050 0.000 0.050
DeepSeek-R1-Distill-Qwen-7B 884.200 36.350 3.625 0.000 0.000
DeepSeek-R1 2221.800 63.500 8.250 0.000 0.200
DeepSeek-v3-0324 1101.400 37.750 8.225 0.000 0.200
Claude-3.7 809.000 36.900 8.300 0.000 0.000
Claude-3.7-thinking 1283.600 37.950 8.200 0.000 0.100
GPT-40 958.600 54.750 7.650 0.000 0.000
O3-mini 1285.600 34.550 7.825 0.000 0.300
01-2024-12-17 1652.200 64.500 8.600 0.000 0.000
Gemini-2.0-Flash 879.800 51.750 7.475 0.000 0.000
Gemini-2.5-pro-03-25 2083.200 66.500 7.750 0.000 0.250
Gemini-2.0-Flash-thinking 1378.200 37.500 7.925 0.000 0.000
Qwen-QwQ 681.800 58.400 3.950 0.000 0.000
Qwen2.5-72B-Instruct 773.400 47.150 7.600 0.000 0.000
Qwen2.5-32B-Instruct 660.000 51.850 7.550 0.000 0.000
Qwen2.5-7B-Instruct 780.600 0.000 6.200 0.000 0.050

E PCA Result

The first two principal components capture 96.2% of the total variance (PC1: 91.9%, PC2: 4.3%), as
shown in Figure [5b] The model PCA cluster results are as follows:

* Cluster 0:Doubao-1-5-thinking-pro, DeepSeek-R1, Claude-3.7-thinking, Gemini-2.5-pro-
03-25, Qwen3-32B
* Cluster 1:03-mini, 01-2024-12-17

* Cluster 2:Doubao-1.5-pro, DeepSeek-R1-Distill-Qwen-7B, GPT-40, Gemini-2.0-Flash,
Qwen?2.5-72B-Instruct, Qwen2.5-32B-Instruct, Qwen2.5-7B-Instruct

* Cluster 3:: DeepSeek-R1-Distill-Qwen-32B, DeepSeek-v3-0324, Claude-3.7, Gemini-2.0-
Flash-thinking, Qwen-QwQ

These results reveal the following insights from the clustering structure:

* Cluster 1 predominantly consists of the GPT-o series reasoning models, which exhibit
highly similar reasoning patterns, indicating a consistent architectural behavior within the
series.

* Cluster 0 includes top-performing reasoning models, such as Claude-3.7, Gemini-2.5, and
DeepSeek-R1, which show strong and mutually consistent performance across dimensions.

25



* Qwen3 and Doubao-1.5-thinking-pro are located near the boundary between Cluster 0
and Cluster 1, suggesting that these models share reasoning characteristics with both the
GPT-o series and the leading reasoning models in Cluster 0.

¢ Cluster 3 primarily contains a mix of open-source reasoning models and closed-source
non-reasoning models, exhibiting moderate overall reasoning ability.

* Cluster 2 consists of mainstream open-source non-reasoning models and closed-source
baseline APISs, representing a group of lower-performing or general-purpose models.

Detailed Result of Impact of Disabling Each Paradigm on Model
Performance

Impact of Disabling Each Paradigm on Model Performance
71.1%

—e— Average A

mmm Disable Algorithm

= Disable Code
Disable Math

60

40

19.9%
20

7.1% 8.1%.7%

-4.9%

-8.3%

Percent Change in AvgScore (%)

Figure 8: Detailed Result of Impact of Disabling Each Paradigm on Model Performance.
Comparison of different game benchmarks.

Table 10: Comparison of different game benchmarks.

Benchmark # Games Multi-turn  RL  Controllable Difficulty ~ Multimodal
LogicGame [9] 27 X X X X
AgentBench [26] 8 v X X X
GameArena 3 v X X X
SPIN-Bench 6 v v X X
TEXTARENA [10] 57 v v X X
ReasoningGYM [29] 100+ X v v X
KORGym 51 v 4 v v

26



H Detailed Game Category

Table 11: Game Introduction of KORGym. From top to bottom, the categories are: Mathematical
and Logical Reasoning games, Puzzle Reasoning games, Spatial and Geometric Reasoning games,
Strategic Reasoning games, Control and Interaction Reasoning games, and Multimodal Reasoning
games.

Name

Task Content

Crossword Puzzle
Sudoku

Light Out Game
Square Addition

Alien

Party Time

Path Planning Problem
Construction Company
Tower of Hanoi
Numeric Bricks

One Stroke Drawing
Nullify

Coloring Issue

City Traveller

This game challenges LLM to infer current date given a future date and number of days between them.

This game evaluates an LLM’s logical reasoning by solving a Sudoku puzzle.

This game tests an LLM’s strategic reasoning by requiring it to switch off all lights on a 3x3 grid.

This game requires LLM to compute column sums based on symbolic values.

This game requires LLM to count alien species based on multiple traits from a complex dataset.

This game challenges LLM to identify and count students who meet specific criteria.

This game requires LLM to calculate the shortest distance between two cities within a complex network.

This game challenges LLM to calculate the minimum time across multiple companies and projects.

This game requires LLM to solve a Tower of Hanoi puzzle, moving disks between columns to reach a goal state.
This game challenges an LLM to fill a grid by expanding each labeled cell according to a specified count.

This game requires LLM to find an Eulerian path that visits every edge exactly once.

This game challenges an LLM to combine arithmetic units using operations to achieve a final result of zero.
This game challenges an LLM to assign colors to graph nodes such that no two adjacent nodes share the same color.
This game requires LLM to extract, filter, and compute city information from a complex city network.

Word Problem
Alphabetical Sorting
Letter Connection
Word Transformation
Wordle

This game challenges an LLM to find a specific English word that matches several constraints.

This game requires LLM to rearrange the remaining unordered letters to form a valid word.

This game requires LLM to reconstruct a hidden word from a 3x3 letter grid.

This game requires LLM to decode a transformed word by reasoning through layered transformations .

This game requires LLM to perform deductive reasoning through iterative word guessing based on structured feedback.

Crypto Word This game requires LLM to decode a sentence by mapping emojis to letters through iterative feedback-based guessing.
Maze This game requires LLM to find a valid path through a maze from the start point to the destination.

Sokoban This game requires LLM to solve a Sokoban puzzle, pushing all boxes onto the target areas.

Playlines This game requires LLM to fill in grids by connecting identical numbers on a grid without leaving empty spaces .
Emoji Connect This game requires LLM to count repeated horizontal or vertical patterns in emoji grids.

8-puzzle This game requires LLM to plan valid tile moves to reposition a target tile in a sliding puzzle grid.

Bubble Ball Sorting This game requires LLM to sort colored balls into uniform tubes under stacking constraints.

Pipe Game This game requires LLM capability to rotate pipes in a grid to create a continuous path.

Free the Key
Map Simulation
Arrow-pathway

This game requires LLM to move the building blocks and keys to reach the exit.
This game tests an LLM’s ability to simulate multi-step movement through a dynamic grid.
This game tests an LLM’s ability to navigate a maze by sequencing directional actions to trigger waypoints.

2048 This game requires LLM to play the 2048 puzzle by choosing the best move based on the current game board
Trust Evolution This game requires LLM to identify and exploit opponent behavior patterns through strategic decision-making .
N-point This game requires LLM to play expanded 21-Point in dynamic thresholds and an opponent’s fixed behavior.
Spider Solitaire This game tests an LLM’s ability to plan and execute strategic moves in Spider Solitaire.

Circle the Cat This game requires LLM to strategically place walls on a hexagonal grid to trap a moving cat.

Minigrid This game requires LLM to solve a series of tasks based on the Minigrid [30] reinforcement learning system.
Snake This game requires LLM to control a growing snake on a bounded grid, avoiding collisions to maximize score.
Tetris This requires LLM to plan by strategically rotating and placing Tetris blocks to clear rows and maximize score.
Minesweeper This game requires LLM to uncover safe cells and flag hidden mines .

PVZ This game requires LLM to place plants to counter increasingly strong zombies.

Long Cat This game requires LLM to plan efficient movement sequences by navigating a sliding cat to fill all empty spaces.
Black White Copy This game requires LLM to toggle rows to transform the board into a specified black-and-white target pattern.

Crossword Puzzle

Jigsaw Puzzle

Find The Pattern

Circle The Cat (Visual)
Map Simulation (Visual)
Sokoban (Visual)

Bubble Ball Sorting (Visual)
Wordle (Visual)

Square Addition (Visual)

This game requires LLM to solve linguistic clues to fill the grid with words correctly.

This game requires LLM to match visual puzzle pieces with numbered slots .

This game requires LLM to identify the correct visual piece that completes a given pattern.

This game requires LLM to analyze a visual board and determine optimal wall placements to prevent a cat.
This game requires LLM to interact with diverse objects, and accurately calculate the final position.

This game requires LLM to interpret a visual Sokoban puzzle and generate a precise series of moves.

This game requires LLM to generate valid moves to achieve uniform color sorting across specified tubes.
This game requires LLM to deduce the correct secret word through multiple turns of guessing.

This game requires LLM to infer integer values to compute accurate column sums.
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| and Logical R

Control Interaction Reasoning

Evaluate on, logical inf

multi-step arithmetic calculation skills.
Total Number of Games:14

planning, graph theory, and

Evaluate decisi king and operational ilities within contexts requiring continuous
interactions, environment feedback, and state updates.
Total Number of Games:7

Example:Alien

There are several alien beings on a distant planet. Their categories and
corresponding features are as follows:

Alien(1): Name = nAv, Diet = Omnivore, Legs = 7, Horns = 5, Reproduction =
Spore Reproduction, Color = orange;

Alien(2): Name = hhePZBK, Diet = Parasite, Legs = 2, Horns = 4, Reproduction
= mammal, Color = purple;

Now, there are 1 nAv, 1 hhePZBK... in this area. Please help me calculate the
total number of alien animals that meet the following criteria.All alien animals
that: 1. legs are 0/1/2/3/4/5/6/7/8/9/10; 2. reproduction are
Viviparous/Spore Reproduction/oviparous; 3. horns are
0/1/2/3/4/5/6/7/8/9/10; 4. diet are
Insectivore/herbivore/Parasite/Scavenger/Omnivore/carnivore; 5. color are
\S‘anga/green/cyan/purpIe/yelIow. /

Example:PVZ

In the following, you are required to participate in a simplified version of the
Plants vs. Zombies game.

<Plants Information>

<Zombies Information>

<Rules Information>

Turn:25 | Sun:80 | Score: 25

Current Battlefield (X: Sunflower, W: Peashooter, S: Three-Line Shooter, J:
Wall-nut, H: Torch Stump, F: Fire Chili, N: Zombie, R: Roadblock Zombie,B:
Bucket Zombie,I: High-Attack Zombie)

LineO|IN [X |T |T [0 [0 |0

LinelINR [T |T [B [0 [0 |0

Line2|X [T [R |0 |0 |0 |0

Line3|X |J [X |[WR [0 |0 |0

Line4|W |T |J |TI W [0 |0

/

ag

(@)

[ E] E Puzzle Reasoning

[ \/

Spatial and Geometric Reasoning

Evaluate linguistic capabilities including word puzzles, letter manipulation, semantic
r ning, and encrypti yption.
Total Number of Games:6

Evaluate puzzles emphasizing geometry, navigation, and path planning, including mazes,
routing problems, and other spatially oriented tasks.
Total Number of Games:10

Example:Wordle

You need to guess a specific location-based word according to the information
provided below. You have several attempts, and each guess result will be
recorded in the History for future reference. Please provide your guess for thi
round based on the following information, e.g., ' Answer: happy'.

Wordle Game

Attempt: 4 of 10

Word length: 4

Example:Free the Key

The game contains horizontal and vertical blocks (represented by letters), a key
(1), and an exit (2). Your goal is to move the blocks and the key to help the key
reach the exit. Horizontal blocks can only move horizontally, vertical blocks can
only move vertically, and the key can only move horizontally. Control the blocks
and the key to make moves so that the key successfully reaches the exit on the
right side.

In each turn, output the block/key and its moving direction. For example,

History: "Answer: 1 right" means moving the key one step to the right, and "Answer: F
1. Guess: rome up" means moving the block labeled 'F" one step upward.
Feedback: Remember,the game will end at 100th epoch.
The letter r located at idx=0 is not in the word in any spot, Board:
The letter o located at idx=1 is not in the word in any spot, BOFFO0O
The letter m located at idx=2 is in the word but in the wrong spot, BOOOEE
The letter e located at idx=3 is in the word but in the wrong spot, 000011
2. Guess: ames 00AODD
Feedback: 00AOQOCO
J QA 0co J
L]
[ Strategic Reasoning J [ Multimodal Reasoning J

Evaluate card games, game theory, and adversarial decision-making scenarios, requiring
strategic analysis and planning.
Total Number of Games:5

Evaluate visual recognition, image matching, and spatial perception through
tasks utilizing images, photographs, and puzzles presented visually.
Total Number of Games:9

Example:Evolution of Trust

When you put in one coin, your opponent will receive three coins, and vice versa.
Both of you can choose to "collaborate" (put in one coin) or "cheat" (put in no
coins). If you collaborate but your opponent cheats, you will lose one coin, and
your opponent gains three (-1 : +3). However, if both choose to cheat, neither
gains nor loses anything (0 : 0).\n\nYou will play 5 major rounds against an
opponent with a fixed strategy, each major round consisting of 8 minor rounds.
You have access to the complete records of all previous major rounds and the
current major round, while your opponent only has access to the records of the
current major round. Your opponent's strategy remains unchanged throughout
the game.

Major Round: 2 / 5

Minor Round: 3/ 8

Score: -1

Completed Major Rounds History:

Major Round 1:

Minor 1: You: cheat, Opponent: cheat

N /

Example:Circle the cat

In the board shown, the red solid circles represent cats, the white circles
represent empty spaces, the black solid circles represent walls, and the blue
hollow circles represent exits. The cat's goal is to run to the exit and escape,
while your goal is to trap the cat with walls.

PepO0e000

J.
7 ) \Ya
(e )( )( -

Figure 9: Overview of the KORGym tasks. Our KORGym supports over 50 novel games, enabling
precise and efficient evaluation of large language models (LLMs) across six distinct capability
dimensions.
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I Models Evaluated in KORGym

Table 12: Models evaluated in KORGym.

Series Model

GPT GPT-4o [31], 01 [32], 03-mini[33]

Claude Claude-3.7-Sonnet ,Claude-3.7-Sonnel—lhinking

Doubao Doubao-1.5-pro [35], Doubao-1.5-thinking-pro [36], Doubao-vision-pro

DeepSeek  DeepSeek-v3 [38], DeepSeek-R1 [39], DeepSeek-R 1-Distill-Qwen(7B,32B)

Qwen Qwen3-32B [40], Qwen2.5-Instruct(7B,32B,72B) [41]. Qwen-QwQ-32B [42], Qwen2.5-VL-Instruct(7B,32B,72B)
Gemini Gemini-2.0-Flash [44], Gemini-2.0-Flash-thinking, Gemini-2.5-pro

InternVL InternVL3-68B

J Detailed Result of Textual and Multimodal Versions of the Same Game

Text vs Visual Scores per Game within Each Model
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Figure 10: Performance Comparison of the Same Model on Textual and Multimodal Versions of
the Same Game. In this visualization, bar colors indicate different games, while shading of the bars

distinguishes between text (no

shading) and visual (with shading) versions. Solid and dashed lines

represent the average scores for the textual and visual versions, respectively.
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