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Abstract

Hallucination has emerged as the most vulnera-001
ble aspect of Large Language Models (LLMs).002
This paper introduces Sorry, Come Again (SCA)003
prompting to avoid hallucinations by improving004
comprehension through optimal paraphrasing005
and injecting [PAUSE] tokens to delay LLM006
generation. We analyze the linguistic nuances007
- formality, readability, and concreteness - of008
prompts for 22 LLMs and their impact on hal-009
lucinations. The lack of these nuances makes it010
harder for LLMs to understand prompts, lead-011
ing them to generate speculative content based012
on memory, which can be inaccurate. We also013
explore the phenomenon of “lost in the mid-014
dle,” where LLMs neglect the middle sections015
of prompts. To address this, we propose an016
optimal paraphrasing technique and evaluate it017
using Integrated Gradients to ensure accurate018
processing. Additionally, we inject [PAUSE]019
tokens to help LLMs better comprehend longer020
prompts by mimicking human reading pauses,021
optimizing their placement and number. We022
introduce reverse knowledge distillation to fine-023
tune the model for better [PAUSE] insertion.024
Finally, we introduce ACTIVATOR, an end-to-025
end framework that enhances LLMs’ reading026
comprehension to avoid hallucinations. The027
SCA demo is publicly available at link.028

1 Introduction029

The Cambridge Dictionary (Cambridge, 2023) has030

named hallucinate the word of the year for 2023,031

highlighting it as the most challenging obstacle in032

generative AI development. Consequently, hallu-033

cination has recently garnered significant research034

attention. In this section, we will summarize re-035

cent developments in categorizing, detecting, and036

mitigating hallucinations, along with other related037

works closely tied to our research.038

Hallucination categorization: Among recent039

works (Mishra et al., 2024; Li et al., 2024; Rawte040

et al., 2023a) stands out for its extensive catego- 041

rization of hallucinations, discussing two prevalent 042

types: factual mirage and silver lining. 043

Hallucination detection: Although automatic 044

fact-checking has been a well-studied subject 045

(Parikh et al., 2016; Ilie et al., 2021; Liu et al., 046

2020; Chen et al., 2022; Yadav et al., 2021; Nie 047

et al., 2019; Atanasova et al., 2020; Lin et al., 2022; 048

Min et al., 2023; Manakul et al., 2023), hallucina- 049

tion in LLM-generated content presents new chal- 050

lenges. As a result, the automatic detection of 051

hallucinations has begun to gain significant atten- 052

tion. A common strategy that has evolved in recent 053

works involves breaking down AI-generated text 054

into atomic facts, adopted in many recent works 055

(Min et al., 2023; Manakul et al., 2023; Wei et al., 056

2024; Lin et al., 2022). For example, the sentence 057

“U.S. President Barack Obama declared that the 058

U.S. will refrain from deploying troops in Ukraine” 059

can be broken down into independent facts as fol- 060

lows: (i) Subject: U.S. President Barack Obama, 061

(ii) Action: declared, (iii) Statement: “the U.S. will 062

refrain from deploying troops in Ukraine.” We 063

argue that this technique is flawed because break- 064

ing down a claim into atomic facts loses the de- 065

pendency relations among entities. While textual 066

entailment-based validation might confirm each 067

atomic fact, the overall claim could still be false 068

(see Fig. 8). 069

Hallucination mitigation: We offer a top-level 070

taxonomy of research in this area without delving 071

further into this topic, as our focus is on design- 072

ing techniques for hallucination avoidance rather 073

than mitigation. Numerous techniques have been 074

proposed for mitigating hallucinations, including 075

(i) Retrieval Augmented Generation (Shuster et al., 076

2021), (ii) Self Refinement through Feedback and 077

Reasoning (Si et al., 2023; Mündler et al., 2023; 078

Chen et al., 2024), (iii) Prompt Tuning (Cheng 079

et al., 2023; Jones et al., 2024), (iv) Decoding Strat- 080
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Original Prompt
 Which individuals possessed the ships that were associated with the Boston
Tea Party? 
 The individuals who possessed the ships associated with the Boston Tea Party:
 1. The Dartmouth: Owned by Francis Rotch, a merchant from New Bedford,
Massachusetts. 
 2. The Eleanor: Owned by James and Thomas Bruce, merchants from Boston. 
 3. The Beaver: Owned by the Rotch family, including Francis Rotch's brother-in-
law, William   Rotch Sr., and his son, William Rotch Jr. 
 4. The William: Owned by the Rotch family, including William Rotch Sr. and William
Rotch Jr. 
 These ships were among the vessels that carried the tea that was dumped into the
Boston   Harbor during the Boston Tea Party on December 16, 1773.

Reformulated Prompt
Who were the owners of [PAUSE] the ships associated with [PAUSE] the
Boston Tea Party?

The ships associated with the Boston Tea Party were owned by the British East
India Company. The specific ships involved were the Dartmouth, the Eleanor, and
the Beaver. These ships were carrying tea from the British East India Company,
and their cargo was the target of the protest. The colonists opposed the Tea Act.

Linguistic Scores:
Readability: 29.46 Formality: 53.5 Concreteness: 3.27

Linguistic Scores:
Readability: 53.65      Formality: 52.0      Concreteness: 3.51

Figure 1: An example demonstrating how a “rephrased prompt” presented to a particular LLM can aid in avoiding
hallucination. Here, the hallucinated text is highlighted in red. Post reformulation, the newly generated response
incorporates the factually correct (dehallucinated) text, highlighted in green.

egy (Chuang et al., 2024; Li et al., 2023), (v) Uti-081

lization of Knowledge Graph (Fatahi Bayat et al.,082

2023), (vi) Faithfulness based Loss Function (Yoon083

et al., 2022; Qiu et al., 2023b), and (vii) Supervised084

Finetuning (Elaraby et al., 2023; Tian et al., 2024;085

Qiu et al., 2023a).086

Rephrasing prompts to improve LLMs’ compre-087

hension: Misinterpretations can occur in LLMs088

just as in humans, leading to erroneous responses089

to lengthy and complex questions or scenarios in090

conversation. To address this, “Rephrase and Re-091

spond” (Deng et al., 2024) improves LLM perfor-092

mance by enabling them to rephrase and elaborate093

on questions. Similarly, EchoPrompt (Mekala et al.,094

2023) enhances zero-shot and few-shot prompting095

by rephrasing questions, thereby improving accu-096

racy and generalization through in-context learn-097

ing.098

Injecting specialized tokens in the prompt to099

improve LLMs’ comprehension: Goyal et al.100

(2024) introduce a novel concept of integrating a101

[PAUSE] token into decoder-only models, which102

enhances the understanding of LLMs by delaying103

the generation of the next token. We extend this104

idea by addressing three key questions (cf. Sec. 9).105

1. Where to inject [PAUSE] token(s)? We pro-106

pose clause boundary aka injecting [PAUSE]107

after conjunction.108

2. How many [PAUSE] token(s)? We propose a109

content-based method for [PAUSE] injection.110

3. Best fine-tuning method(s)? We introduce111

a novel finetuning paradigm named reverse112

knowledge distillation.113

The key contributions of this paper are:114

1. Investigating the impact of three different lin-115

guistic features (formality, readability, and con- 116

creteness) of prompts on hallucination for 22 117

LLMs (cf. Sec. 4). 118

2. Presenting SCA an optimal paraphrasing 119

prompting framework to identify the most com- 120

prehensible paraphrase of the same prompt (cf. 121

Sec. 2). 122

3. [PAUSE] injection to delay LLM generation and 123

aid comprehension (cf. Sec. 9) and a novel 124

reverse knowledge distillation (cf. Sec. 9.3). 125

4. Introducing ACTIVATOR, an end-to-end frame- 126

work to avoid hallucination by enhancing 127

LLMs’ reading comprehension (cf. Sec. 10). 128

2 “Sorry, Come Again?” – LLM Does Not 129

Comprehend It All in a Given Prompt 130

With the advent of LLMs, Prompt Engineering 131

has emerged as a new technical profession (DePil- 132

lis and Lohr, 2023; Smith, 2023; Delaney, 2023). 133

While the fundamental concept revolves around 134

framing questions or commands effectively to elicit 135

the desired response, mastering this skill delves 136

into several intricacies. These include (a) under- 137

standing the LLM’s proficiencies (based on the 138

tasks it was trained to accomplish), (b) trial and 139

error-based experimentation, (c) balancing preci- 140

sion and flexibility, and (d) considering bias and 141

ethical considerations, among many other nuances. 142

Therefore, achieving an optimal prompt is a rather 143

daunting task. (Sclar et al., 2024) has highlighted 144

the high sensitivity of LLMs to subtle changes in 145

prompt formatting, giving accuracy ranges from 146

4%-88% for a given task with LLaMA-2-70B and 147

47%-85% with GPT-3.5 (Liu et al., 2024) has 148

demonstrated that LLMs struggle to read and com- 149

prehend longer prompts. Instead, they focus on 150
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words at the beginning and end, often neglecting151

those in between. They call this phenomenon ‘lost152

in the middle’. In Fig. 1, the prompt provided on the153

left-hand side is not effectively read by the LLM,154

resulting in a hallucinated generation. However,155

a paraphrased version of the same prompt, incor-156

porating [PAUSE] tokens (cf. Appendix J), is read157

and comprehended well by the same LLM, thereby158

eliminating hallucinations.159

The premise of this work posits that improved160

comprehension can lead to reduced hallucination.161

“Sorry, Come Again?” (SCA henceforth) is a com-162

mon expression in human communication, indicat-163

ing difficulty understanding the previous statement.164

In response, the speaker typically rephrases their165

utterance for better clarity. LLMs cannot seek clar-166

ification or ask follow-up questions for better un-167

derstanding. This study introduces SCA, a novel168

approach in optimal prompt engineering that iden-169

tifies the clearest paraphrased prompt for a given170

LLM and significantly reduces hallucinations.171

3 Dissecting an LLM’s Comprehension172

Understanding how an LLM comprehends an input173

prompt is challenging due to the black-box nature174

of deep neural networks. Integrated Gradients (IG)175

(Sundararajan et al., 2017) are fundamental in ex-176

plainability, calculating the gradient of the model’s177

prediction output relative to its input features. Fol-178

lowing (Liu et al., 2024), we investigate which179

input words LLMs effectively comprehend, form-180

ing our working comprehension hypothesis. In181

this study, we employ state-of-the-art explainabil-182

ity methods such as Discretized Integrated Gradi-183

ents (DIG) (Sanyal and Ren, 2021) and Sequential184

Integrated Gradients (SIG) (Enguehard, 2023). De-185

veloping new explainability methods is an ongoing186

research area, and we have not yet determined the187

best-performing method among IG, DIG, and SIG.188

Therefore, we use all three and calculate an average189

score at the word (token level scores are aggregated190

for word level).191

4 Linguistic Nuances of Prompts192

Numerous practitioners advocate that proficient,193

prompt engineering could serve as an effective194

method to mitigate hallucination (Kelly, 2023;195

Gheorghiu; Jr., 2023; MacManus, 2023; Greyling,196

2023). However, such assertions require empiri-197

cal testing conducted with scientific rigor. To our198

knowledge, there is scarce research (except one199

(Rawte et al., 2023b)) on the linguistic properties 200

of prompts and their resultant impact on hallu- 201

cination in generated content. In this study, we 202

delve into an examination of three pivotal linguis- 203

tic features: readability (Flesch, 1948), formality 204

(Heylighen and Dewaele, 1999), and concreteness 205

(Paivio, 2013) of a prompt, and their consequential 206

effects on hallucination. 207

Readability (R) assesses the ease with which 208

a text can be read and comprehended, consider- 209

ing factors such as complexity, familiarity, leg- 210

ibility, and typography. The widely recognized 211

measure of readability is the Flesch Reading Ease 212

Score (FRES) (Flesch, 1948), which provides 213

a numerical representation of a text’s readabil- 214

ity. It is computed based on sentence length and 215

word complexity using the formula: FRES = 216

206.835− 1.015 · (total words/total sentences)− 217

84.6 · (total syllables/total words). For instance, a 218

simple sentence yields a high score, while a com- 219

plex one results in a lower score, reflecting the ease 220

or difficulty of comprehension, as shown below. 221

Easily readable FRES score = 75.5
Sentence: The sun rises in the east every morning.

222
Challenging readability FRES score = 11.45
Sentence: The intricacies of quantum mechanics, as expounded upon by
renowned physicists, continue to baffle even the most astute scholars. 223

Formality (F) in the language is characterized 224

by detachment, accuracy, rigidity, and heaviness; 225

an informal style is more flexible, direct, implicit, 226

and involved but less informative. See examples: 227

Informal sentence Formality score = 54.5
The big thing in the corner dates from the 18th century. 228
Formal sentence Formality score = 62
In the right corner, next to the entrance, stands a 2 meter high wooden
cupboard with gold inlays, that dates from the 18th century.

229

The widely accepted method for mea- 230

suring formality, proposed by (Heylighen 231

and Dewaele, 1999), is calculated as fol- 232

lows: Formality = (freqnoun + freqadjective + 233

freqpreposition + freqarticle − freqpronoun − 234

freqverb − freqadverb − freqinterjection + 100)/2, 235

where freqpart of speech represents the frequency 236

of the respective part of speech. 237

Concreteness (C) measures how well a word rep- 238

resents a tangible concept, with concrete words be- 239

ing easier to process than abstract ones (Paivio, 240

2013). The degree of concreteness is rated on 241

a 5-point scale (1-5) from abstract to concrete. 242

Concrete words relate to tangible, sensory experi- 243

ences, while abstract words involve concepts not di- 244
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rectly sensed. Concreteness ratings for over 39,000245

English words are available in (Brysbaert et al.,246

2014). In this work, to compute the concreteness247

of a sentence with n words, an average of con-248

creteness ratings is calculated using the formula:249 ∑n
i=1 concreteness ratingi/n.250

Examples of concrete words
Apple 5 , Dog 4 , Chair 4 , Book 5 , Water 5 , Car 5

251
Examples of abstract words
Justice 1 , Love 1 , Happiness 1 , Courage 1 , Wisdom 1

252

We analyze the impact of linguistic characteris-253

tics on LLM hallucination by establishing specific254

score ranges (see Table 1) and provide a detailed255

examination in Figs. 2, 9 and 10.256

Range → Low Mid High Std. dev.
Linguistic Aspect ↓

Readability 0-13.68 13.69-52.42 52.42-100 19.37
Formality 0-45.65 45.66-70 70.051-100 12.1

Concreteness 1-3.03 3.03-3.47 3.47-5 0.22

Table 1: Range(s) for prompt’s three linguistic aspects.

5 Types of Hallucination257

The phenomenon of generating factually incorrect258

or imaginary responses by LLMs is commonly259

called hallucination (Augenstein et al., 2023; Xu260

et al., 2024b; Wang et al., 2024). Recent studies261

(Ladhak et al., 2023; Varshney et al., 2023) have262

categorized various types of hallucinations. (Rawte263

et al., 2023a) defined two fundamental types of264

hallucination: when an LLM hallucinates despite265

being given a factually correct prompt, it is termed266

as a factual mirage, whereas when an LLM hal-267

lucinates given a factually incorrect prompt, it is268

termed as a silver lining. This study confines its in-269

vestigation solely to the phenomenon of factual mi-270

rage hallucination. We focused our study solely on271

person, location, number, and time, as we deemed272

these categories to be prevalent. In this study, we273

adopt a simplified approach by utilizing the four274

distinct categories metaphorical nomenclature of275

hallucination proposed by (Rawte et al., 2023a).276

1. Person (P): This occurs when an LLM invents277

a fictional personality without tangible proof.278

Original: The three people who were killed in the shooting at Michigan
State University were all students, the police said on Tuesday morning.
AI-generated: The three students who died were identified as 17 y.o. Diva
Davis, 20 y.o. Thomas McDevitt and 19 y.o. Jordan Eubanks.
Fact: Three students — Alexandria Verner of Clawson; Brian Fraser of
Grosse Pointe; and Arielle Anderson of Grosse Pointe - lost their lives.

279

2. Location (L): This issue arises when LLMs280

produce an inaccurate location linked to an event.281

Original: A wooden boat carrying 130 migrants broke apart against rocks
near a beach town in southern Italy.
AI-generated: ...it ran aground at dawn on Sunday near the beach town of
Punta Imperatore, in the province of Salerno, in Campania.
Fact: Many of the bodies were reported to have washed up on a tourist
beach near Steccato di Cutro...

282

3. Number (N): This happens when an LLM 283

produces imaginary numbers (such as age, etc.). 284

Original: In 1944, when the Nazis killed 643 people in a French village,
Robert Hebras was one of a handful who lived to tell the story.
AI-generated: Robert Hebras was one of seven men who managed to
escape the massacre.
Fact: Only six wounded survived, hidden under corpses.

285

4. Time (T): This issue involves LLMs generat- 286

ing text about events from various timelines. 287

Original: After a Chinese spy balloon was shot down this month, the U.S.
has brought down at least three UFOs...
AI-generated: April 3, 2020: U.S. military shot down a Chinese spy
balloon.
Fact: Feb. 4 2023: A U.S. fighter plane shoots down the balloon.

288

6 Selection of LLMs 289

We have selected 22 contemporary LLMs that 290

have consistently demonstrated outstanding perfor- 291

mance across a broad spectrum of NLP tasks, per 292

the Open LLM Leaderboard (Beeching et al., 2023). 293

These models include: (i) T5 (Raffel et al., 2020), 294

(ii) XLNet (Yang et al., 2019), (iii) T0 (Deleu 295

et al., 2022), (iv) BLOOM (Scao et al., 2022), (v) 296

Alpaca (Taori et al., 2023), (vi) GPT-4 (OpenAI, 297

2023), (vii) OPT (Zhang et al., 2022), (viii) Dolly 298

(Conover et al., 2023), (ix) Falcon (Almazrouei 299

et al., 2023), (x) Llama (Meta, 2023), (xi) Zephyr 300

(Tunstall et al., 2023), (xii) OLMo (Groeneveld 301

et al., 2024), (xiii) GPT-3.5 (OpenAI, 2022), (xiv) 302

Llama 2 (Touvron et al., 2023), (xv) MPT (Wang 303

et al., 2023), (xvi) Vicuna (Chiang et al., 2023), 304

(xvii) Mixtral (Jiang et al., 2024), (xviii) GPT-2 305

(Radford et al., 2019), (xix) MoMo (Chada et al., 306

2023), (xx) StableLM (Liu et al., 2023), (xxi) GPT- 307

3 (Brown et al., 2020), (xxii) Smaug (AI). 308

7 SCA−90K Dataset 309

To construct the SCA−90K (2022-24) dataset, 310

we used NYTimes tweets (NYT) as primary data 311

sources and used them as prompts for LLMs. A 312

total of 52,500 text passages were generated, with 313

each LLM producing 2,500 text prose entries. We 314

followed a similar annotation approach as proposed 315

in (Rawte et al., 2023a). More details are provided 316

in Appendix C, and Table 2 presents the dataset 317

statistics. 318
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(b) Location
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(c) Number
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(d) Time
Research Questions on Concreteness

① How does the level of concreteness in a prompt impact the probability of hallucination in LLMs?
② How does concreteness affect different kinds of hallucination? and which LLM is more sensitive to concreteness vs. hallucination types?
② Are LLMs more prone to hallucination when given abstract or vague prompts compared to concrete and specific prompts?

Effects on LLM’s hallucination

① Based on empirical observations - prompts with concreteness scores falling in the range of 2.2 to 3.3 are most effective in preventing hallucinations. Prompts with

concreteness scores exceeding 3.3 are not processed well by LLMs.
② The level of concreteness in a prompt has a similar impact as formality. This implies that elevating the concreteness score of a prompt can help prevent hallucinations

related to persons and locations.

Figure 2: Percentage of hallucination for four different categories of hallucination for three levels of concreteness.

Hallucination Category # Sentences

Person 9,570
Location 32,190
Number 11,745

Time 36,105

Total 89,610

Table 2: Statistics of SCA−90K.

8 Can Paraphrasing Help in Better319

Comprehension?320

As discussed, it is apparent that enhanced prompt321

comprehension correlates with reduced hallucina-322

tion. Therefore, it is necessary to determine the323

optimal comprehensible prompt. This premise has324

led to our experiments with paraphrasing, in which325

we generate up to 5 paraphrases for a given prompt.326

8.1 Automatic Paraphrasing327

When choosing automatic paraphrasing, there are328

many other factors to consider, e.g., a model may329

only be able to generate a limited number of para-330

phrase variations compared to others. Still, others331

can be more correct and/or consistent. As such, we332

consider three significant dimensions in our evalua-333

tion (details in Table 3): (i) coverage: several con-334

siderable generations, (ii) correctness: correctness335

in those generations, and (iii) diversity: linguistic336

diversity in those generations.337

We conducted experiments with three models:338

(a) Pegasus (Zhang et al., 2020), (b) Llama3339

(AI@Meta, 2024), and (c) GPT-4 (OpenAI, 2023).340

Based on empirical observations, we concluded341

that GPT-4 outperformed all the other models. De-342

tails are provided in Appendix D to offer trans-343

parency around our experimental process.344

Model Coverage Correctness Diversity

Llama3 32.46 94.38% 3.76
Pegasus 30.26 83.84% 3.17
GPT-4 35.51 88.16% 7.72

Table 3: Experimental results of automatic paraphrasing
models based on three factors: (i) coverage, (ii) correct-
ness, and (iii) diversity. GPT-4 is the most performant
considering all three aspects.

8.2 Choosing a Prompt’s Optimal Paraphrase 345

Suppose the top-performing paraphraser gener- 346

ates the following five rephrasings for the prompt 347

“Which individuals possessed the ships that were 348

part of the Boston Tea Party?” (see Fig. 3). The 349

objective is to acquire the most comprehensible 350

paraphrase tailored to a specific LLM. However, re- 351

cent studies (Lin et al., 2022; Manakul et al., 2023) 352

prefer breaking down a claim into atomic facts and 353

then doing textual entailment to verify those atomic 354

facts. We argue that this m method is flawed, and 355

therefore, we adopt an entailment-based approach. 356

Further details can be in the Appendix I. 357

LLM comprehension is determined by two fac- 358

tors: (i) whether all the words in a given prompt are 359

well-read, indicated by having an IG score above 360

a threshold, and (ii) whether all the topic words 361

are well-read by the LLM. The overall approach is 362

illustrated in Algorithm 1. This process employs 363

a two-step method, as described below. Further 364

details are available in Appendix I. 365

Distance We compute integrated gradients for 366

paraphrased prompts, calculate their mean, and 367

measure the distance of each paraphrased prompt 368
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Original Prompt Which individuals possessed the ships that were part

of the Boston Tea Party?

Para §1 Who were the owners of the ships associated with the
Boston Tea Party?
Para §2 Which individuals possessed the ships that were associ-

ated with the Boston Tea Party?
Para §3 Who owned which ships were a part of Boston Tea

Party?
Para §4 What was the identity of those who owned the ships

that were associated with the Boston Tea Party?
Para §5 Can you identify the shipkeepers of Boston Tea Party?

(a) Five paraphrases generated for the original
prompt using the T5 paraphrasing model.
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original prompt paraphrase 1 paraphrase 2 paraphrase 3
paraphrase 4 paraphrase 5 word mean topic mean

(b) Word importance scores distribution for the original prompt and its five
paraphrases. The purple dashed line shows the mean of the IGs while the
red dashed line shows the topic means.

Figure 3: (a) Paraphrased versions for a given prompt; (b) Per-word importance score distribution for each paraphrase.

Algorithm 1 Finding the optimal paraphrased prompt
1: Find out the topics for the original prompt
2: for i in 1...5 do
3: a: Compute the IG, DIG, and SIG and b: an average gradient = IG+DIG+SIG

3 for paraphrased_prompti
4: Compute the mean of all the gradients across various tokens
5: Find out the topics for paraphrased_prompti

6: Calculate the distance of the mean prompt from the paraphrased_prompti

7: Calculate the topic similarity between the original prompt and the paraphrased_prompti

8: end for
9: Calculate a weighted average Comprehension Score = (w1 × distance + w2 × topic similarity) where, w1 and w2 are equal weights.

10: Select the paraphrased_prompti with the highest weighted average as the optimal paraphrased_prompt

from the mean using cosine similarity.369

Topic Modeling To address potential oversights370

in hidden word patterns, we include topic model-371

ing using LDA (Blei et al., 2003). This involves372

identifying topics for both the original prompt and373

paraphrases. Topic similarity scores are then em-374

ployed to determine the topics that are most simi-375

lar between paraphrasing and the original prompt.376

The final selection is determined by calculating dis-377

tance and topic similarity for these two steps and378

then computing a weighted average. Having spent379

much of my career studying various combination380

methods, it has been somewhat frustrating to find381

that the simple average performs so well empir-382

ically consistently (Clemen, 2008). The optimal383

paraphrase is chosen based on the highest average384

score. It is crucial to highlight that the original385

prompt may be optimal.386

9 LLMs Need to Breathe While Reading!387

The ‘lost in the middle’ phenomenon, as introduced388

by (Liu et al., 2024), illustrates that a substantial389

amount of information contained in the middle sec-390

tion of lengthy input prompts is overlooked during391

the comprehension process by LLMs. Recently, the392

introduction of [PAUSE] tokens demonstrated im-393

provements in reasoning tasks (Goyal et al., 2024).394

Based on these findings and the ‘lost in the mid-395

dle’ phenomenon, inserting [PAUSE] tokens may396

enhance LLM comprehension of longer prompts, 397

potentially minimizing hallucination. Empirical 398

results support this hypothesis. 399

9.1 Where to Inject [PAUSE] Tokens? 400

In their work, (Goyal et al., 2024) suggested an 401

overall insertion of 10% [PAUSE] tokens; however, 402

they did not provide specific guidelines or meth- 403

ods for determining the optimal positions for in- 404

serting [PAUSE]. We posit that clause boundaries 405

should be the most effective location for injecting 406

the [PAUSE] token. However, identifying these 407

boundaries comes with its own set of challenges. 408

As a simple approach, we have opted to insert the 409

[PAUSE] token after conjunctions (see Fig. 4). 410

9.2 How Many [PAUSE] Tokens? 411

The study by Goyal et al. (2024) did not definitively 412

assert the ideal quantity of [PAUSE] tokens. Their 413

experimentation ranged from 2 to 50 tokens, with 414

a general conclusion that around 10 tokens were 415

optimal, though this determination varied depend- 416

ing on the specific task. In contrast, we propose a 417

content-based approach. 418

Our assessment of their impact on LLM compre- 419

hension revealed that readability provides a weaker 420

signal compared to formality and concreteness. We 421

define a combined measure called abstractness: 422

abs = δ1∗F+δ1∗C
lw

, where δ1, and δ2 are coefficients. 423

F is the formality measure, C is the concreteness 424
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Figure 4: We use conjunct PP to split the long prompt.
We use standard POS tagging (Akbik et al., 2018). Two
[PAUSE] tokens are appended after PP based on the
concreteness score of the chunk before the [PAUSE]
tokens. Hence, it ignores, meaning it breathes for the
next two tokens, as shown by ignore output.

measure, and lw is the text length in terms of the425

words. Additionally, we divided abstractness into426

three ranges—high, mid, and low—based on the427

overall distribution, mean, and standard deviations.428

Our method utilizes the abstractness score of the429

text preceding a [PAUSE] token to determine the430

appropriate number of tokens required. Higher ab-431

stractness scores suggest a lower (2) necessity to432

pause, whereas lower scores indicate a greater need433

for the language model to pause for comprehension,434

necessitating more (10) tokens. For the mid-range435

abstractness, we decide to insert five [PAUSE] to-436

kens. The mechanism for inserting [PAUSE] is437

illustrated in Fig. 4 (cf. Appendix H).438
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Figure 5: Reverse KD: In this approach, an SLM is used
to fine-tune an LLM. First, the SLM is fine-tuned on
SQuAD with all hidden layers except the last one frozen.
SLM then distills knowledge to the LLM, which also has
all hidden layers except the last one frozen.

[PAUSE]

(a) Person

[PAUSE]

(b) Location

[PAUSE]

(c) Numeric

[PAUSE]

(d) Time

Figure 6: Empirical results for Reverse Knowledge Dis-
tillation using optimal prompt and [PAUSE] token for
four different hallucination categories. Org.: Original
Prompt and Opt.: Optimal Paraphrase + LDA topics.
These results indicate an overall average for all 22 LLMs.

9.3 Reverse Knowledge Distillation 439

Goyal et al. (2024) do not extensively explore a 440

range of state-of-the-art (SoTA) fine-tuning tech- 441

niques, such as LoRA, QALoRA, or ReLoRA, 442

particularly regarding the injection of [PAUSE] to- 443

kens. These techniques fall into three broad cate- 444

gories: 1. Prompt Modifications: Examples in- 445

clude Soft Prompt Tuning, Soft Prompt vs. Prompt- 446

ing, Prefix Tuning, and Hard Prompt Tuning. 2. 447

Adapter Methods: Such as LLaMA-Adapters. 448

3. Reparameterization: Including Low Rank 449

Adaptation (LoRA) (Hu et al., 2022), Quantized 450

Low-Rank Adaptation (QLoRA) (Dettmers et al., 451

2023), Quantization-Aware Low-Rank Adaptation 452

(QALoRA) (Xu et al., 2024a), and Refined Low- 453

Rank Adaptation (ReLoRA) (Lialin et al., 2023). 454

Although the above-mentioned fine-tuning meth- 455

ods are much more efficient for fine-tuning LLMs, 456

they are still computationally expensive for our pur- 457

pose - single modification to the prompt - adding 458

[PAUSE] token(s). So, in this work, we use the 459

small language model (SLM) to fine-tune the larger 460

language model. We adopt this idea from Knowl- 461

edge Distillation (KD) (Hinton et al., 2015; Gu 462

et al., 2024; Hsieh et al., 2023). The core concept 463

in KD is distilling the knowledge from a larger 464

model (Teacher) to a smaller model (Student). In 465

this process, the Student not only learns from the 466

expected labels but also from the Teacher. During 467

this distillation, all the layers are updated using a 468

loss function. However, changing weights for all 469

layers is also computationally expensive. There- 470

fore, in our case, we only choose the last output 471

layer for fine-tuning and freeze all the layers. Ad- 472
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Figure 7: ACTIVATOR is a two-part end-to-end pipeline: 1. Optimal Paraphrased Prompt selection: Using the
Algorithm 1, an optimal prompt is selected by computing the average IG. 2. Hallucination Evaluation: With the
chosen optimal prompt, textual entailment is done to verify whether the AI-generated response is correct.

ditionally, we use an SLM to fine-tune the LLM,473

which is reverse KD (RKD) (Nasser et al., 2024)474

as depicted in Fig. 5, where the SLM serves as475

a teacher model. This method is computationally476

efficient, updating only the final layer while fine-477

tuning an LLM with an SLM (see Fig. 6).478

Takeaways related to Reverse KD

➭ Optimal paraphrase + LDA yields better results for both Number

and Time categories.

➭ We see marginal betterment for the Person and Location cat-

egories with Lora and QALora and a significant boost for the

Number and Time categories.

➭ Among all other fine-tuning techniques, Reverse Knowledge Dis-

tillation performs the best across all four categories.
479

9.4 Experimental Setup: [PAUSE] Finetuning480

For all our fine-tuning experiments, we use the481

CommonsenseQA dataset (Talmor et al., 2019).482

We implemented two baselines: QLoRA (Dettmers483

et al., 2023) and QALoRA (Xu et al., 2024a). The484

proposed reverse KD outperformed both baselines.485

Further details on the setup are in Table 4.486

9.5 Does Better Comprehension Guarantee487

Lesser Hallucination?488

This question will likely captivate readers, as en-489

hancing comprehension and mitigating hallucina-490

tions in LLMs may seem like separate concerns.491

The key follow-up question is how to detect hallu-492

cinations after providing an optimal prompt. We493

use the entailment approach to empirically evalu-494

ate whether overall support scores indicate factual495

entailment and improve after implementing SCA.496

While there’s no assurance that the most com-497

prehensible prompt will eliminate hallucinations,498

the results depicted in Fig. 6 provide empirical evi- 499

dence of improvement in overall entailment support 500

scores across all the hallucination classes. Addi- 501

tional details are in Appendix G. 502

10 ACTIVATOR - A Reprompter 503

We propose the ACTIVATOR pipeline to automati- 504

cally rephrase and evaluate the prompt as shown in 505

Fig. 7. ACTIVATOR is an end-to-end pipeline that 506

accepts a prompt as input and outputs an entailment 507

score process that involves pre-processing the input 508

prompt to add [PAUSE] tokens, paraphrasing the 509

input prompts to identify the most optimal prompt, 510

which maximizes comprehension by minimizing 511

the distance to the mean prompt and maximizing 512

topic similarity based on the original prompt based 513

on a mean of the integrated gradients score. This 514

optimal prompt undergoes sentence-level entail- 515

ment based on a web lookup to yield final entail- 516

ment scores. 517

11 Conclusion 518

In this study, we explore how linguistic nuances 519

like readability, formality, and concreteness in- 520

fluence hallucinations in LLMs. We then pro- 521

pose a setup to automatically choose the opti- 522

mal paraphrase for a given LLM, with appro- 523

priately inserted [PAUSE] tokens. We have cu- 524

rated SCA−90K dataset. Finally, we introduce an 525

end-to-end pipeline called ACTIVATOR to rewrite 526

prompts and automatically alleviate hallucinations. 527

We also plan to explore alternatives to fine-tuning, 528

including In-Context Learning, Zero-Shot learning, 529

and more. We will also focus on a deeper analysis 530

of linguistic nuances and explanatory techniques. 531
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12 Limitations532

In this paper, we present several key findings: (i)533

LLM comprehension, (ii) paraphrasing can im-534

prove LLM comprehension, (iii) optimal paraphras-535

ing, (iv) [PAUSE] injection, and (v) finally empiri-536

cally show that the overall hallucination is reducing537

due to better LLM comprehension. We believe the538

following aspects require critical attention in future539

endeavors.540

Limitation 1: The three linguistic properties541

are NOT independent. Certainly, these factors are542

not mutually exclusive. Our assessment of their im-543

pact on LLM comprehension revealed that readabil-544

ity provides a weaker signal compared to formality545

and concreteness. As a result, we have chosen to546

prioritize concreteness as the actionable feature.547

Limitation 2: Which explainability method is548

the best? Integrated Gradient (IG) has long served549

as a fundamental principle governing explainability550

methods in deep neural networks. Despite recent551

advancements such as DIG and SIG, which have552

shown improved performance in various contexts,553

we were uncertain about their effectiveness for our554

specific use case of hallucination detection. There-555

fore, we opted for a more cautious approach and av-556

eraged the results obtained from all three methods.557

A suitable explainability method for hallucination558

could be a nice future direction to explore.559

Limitation 3: Is fine-tuning the ONLY560

method? One could argue that instead of fine-561

tuning, we could have explored techniques like562

In-Context Learning (ICL), Zero-Shot, and Few-563

Shot learning for [PAUSE] insertion. Some team564

members believe that ICL might yield more com-565

petitive results than fine-tuning. However, due to566

time constraints, we could not conduct these exper-567

iments. Nevertheless, exploring these techniques568

could be a valuable direction for future research.569

13 Ethical Considerations570

Through our experiments, we have uncovered the571

susceptibility of LLMs to hallucination. While572

emphasizing LLMs’ vulnerabilities, we aim to un-573

derscore their current limitations. However, it’s574

crucial to address the potential misuse of our find-575

ings by malicious entities who might exploit AI-576

generated text for nefarious purposes, such as de-577

signing new adversarial attacks or creating fake578

news indistinguishable from human-written con-579

tent. We strongly discourage such misuse and580

strongly advise against it.581
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14 Frequently Asked Questions (FAQs)1140

✽ Why do you select those 22 large lan-1141

guage models?1142

➠ We want to select several language models1143

with varying parameter sizes for our experi-1144

ments - ranging from large to small. Hence,1145

the above-chosen models consist of large mod-1146

els like GPT-3 and LLaMa and smaller ones1147

like T5 and T0.1148

✽ Why only three linguistic properties are1149

selected for this study?1150

➠ As far as we know, formality, readability,1151

and concreteness appear to be the most obvious1152

criteria for assessing LLM comprehension.1153

✽ What is the purpose of calculating inte-1154

grated gradients? Why not simply use1155

attention scores?1156

➠ Integrated Gradient provides an explanatory1157

score at the word level, indicating how the1158

LLM interprets each word and generates out-1159

put. In contrast, attention scores only reveal1160

the encoding side of processing.1161

✽ Why do you only generate five para-1162

phrases?1163

➠ We conducted a study to assess the limit of1164

how many ways a single sentence could be1165

paraphrased. Our findings suggest that there1166

is indeed a limit, as generating too many para-1167

phrases can disrupt diversity. Through exper-1168

imentation, we have observed that five para-1169

phrases is the optimal number.1170

✽ What are the broad implications of the1171

ACTIVATOR framework for hallucination1172

mitigation?1173

➠ The primary aim of ACTIVATOR is automa-1174

tion. End users might lack proper training1175

and understanding of linguistic properties like1176

formality, readability, or concreteness. Addi-1177

tionally, the functioning of LLMs is often a1178

black box for end users. ACTIVATOR serves1179

to assist end users in obtaining the best non-1180

hallucinated output from LLMs.1181

A Appendix 1182

This section provides supplementary material in 1183

the form of additional examples, implementation 1184

details, etc. to bolster the reader’s understanding of 1185

the concepts presented in this work. 1186

B Linguistic Nuances 1187

Linguistic nuances refer to subtle variations in lan- 1188

guage that convey additional meaning or context 1189

beyond the literal interpretation. Readability per- 1190

tains to how easily text can be understood, often 1191

influenced by sentence structure and vocabulary. 1192

Formality involves the level of politeness or pro- 1193

fessionalism in language, ranging from casual to 1194

formal expressions. Concreteness relates to the 1195

degree of specificity and tangible details in lan- 1196

guage, with concrete language being more explicit 1197

and tangible than abstract language. These nuances 1198

contribute to the overall tone, clarity, and effective- 1199

ness of communication. 1200

C Dataset Annotation 1201

Crowdsourcing platforms are widely acknowl- 1202

edged for their efficiency and cost-effectiveness in 1203

annotation tasks. However, it is crucial to recognize 1204

that they may introduce inaccuracies or noise in an- 1205

notations. We conducted an in-house annotation 1206

process involving 1,000 samples before employ- 1207

ing crowdsourcing services to address this. This 1208

internal process involved prompts and generated 1209

text snippets from five different LLMs, formulating 1210

comprehensive annotation guidelines, and creating 1211

a tailored annotation interface. The internal anno- 1212

tation aimed to ensure the quality and reliability 1213

of annotations before transitioning to crowdsourc- 1214

ing. We follow the similar annotation guidelines 1215

as (Rawte et al., 2023a) to generate the SCA−90K 1216

dataset. 1217

D Paraphrasing 1218

Paraphrasing is the process of rephrasing or alter- 1219

ing the wording of a text while preserving its initial 1220

meaning. This practice presents the content differ- 1221

ently to improve clarity, prevent plagiarism, and 1222

tailor the language for a particular audience or pur- 1223

pose. Successful paraphrasing demands a thorough 1224

grasp of the source material, involving reorganizing 1225

sentences, altering word selections, and retaining 1226

core ideas without replicating the exact wording 1227

from the original text. The following are the three 1228

characteristics of paraphrasing methods. 1229

16



Please break down the following sentence
into independent facts: US President Barack
Obama declared that the US will refrain from
deploying troops in Ukraine

Subject: US President Barack
Obama

Action: declared

Statement: US will
refrain from deploying
troops in Ukraine

Web-retrieved document: ... Joe Biden
said we’d not send U.S. troops to fight Russian
troops in Ukraine, but we would provide robust
military assistance and try to unify the Western
world against Russia’s aggression...

!

(a)

Please break down the following sentence into
independent facts: The Obama administration shut down
the Amber Alert program because of the government
shutdown in October 2013

Subject: The Obama administration
shut down the Amber Alert program

Action: The shutdown of the Amber
Alert program was because of the
government shutdown

Subject: The government shutdown
occurred in October 2013 !

(b)

Figure 8: Each prompt is broken into 3 atomic facts and hence the relation between them is lost. (a) There is no way to verify if
the US President is Barack Obama or Joe Biden. (b) Similarly, it is not clear whether the shutdown of the Amber Alert program
caused the government shutdown or vice-versa.
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(d) Time
Research Questions on Readability

① How does the complexity of a prompt’s language or vocabulary affect the likelihood of hallucination in LLM-generated responses?
② Does the length of a prompt impact the potential for hallucination, and how does the readability of a long versus a short prompt affect LLM behavior?
③ How do different LLMs (e.g., GPT-3, GPT-4, etc.) respond to prompts of varying linguistic readability, and do they exhibit differences in hallucination tendencies?

Effects on LLM’s hallucination

① Prompts that are easier to read tend to have fewer instances of hallucinations.
② Some difficult-to-read prompts, but more formal also hallucinate less.
③ Hence, the results regarding readability are somewhat uncertain, displaying a combination of findings.

Figure 9: Percentage of hallucination for four different categories of hallucination for three levels of Readability

Coverage: Our goal is to create up to 5 para-1230

phrases for each claim. After generating the claims,1231

we use the Minimum Edit Distance (MED) (Wag-1232

ner and Fischer, 1974) measure (in words) for com-1233

parison. If the MED exceeds ±2 for any paraphrase1234

candidate (e.g., c− pc1) with the original claim, we1235

include it; otherwise, we discard it. The evaluation 1236

is based on determining which model produces the 1237

highest number of meaningful paraphrases under 1238

this criterion. 1239

Correctness: Following the initial filtration, we 1240

conducted pairwise entailment, retaining only para- 1241
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(d) Time
Research Questions on Formality

① How does the level of formality in prompts influence the likelihood of hallucination in responses generated by LLMs?
② Are there specific categories of hallucination that are more prevalent in responses prompted with formal versus informal language?

Effects on LLM’s hallucination

① A decrease in the occurrence of hallucination is noticeable as the formality score increases, but LLM stopped responding to prompts having formality scores > 70.
② Hallucinations pertaining to personalities and locations show a partial reduction, but those involving numbers and acronyms largely persist without significant change.

Figure 10: Percentage of hallucination for four different categories of hallucination for three levels of Formality

phrase candidates endorsed as entailed by (Liu1242

et al., 2019) (Roberta Large), the state-of-the-art1243

model trained on SNLI (Bowman et al., 2015).1244

Diversity: Our focus was on selecting a model1245

capable of producing linguistically diverse para-1246

phrases. To assess this, we examined dissimilarities1247

among generated paraphrase claims. For instance,1248

we calculated dissimilarity scores for pairs like1249

c−pcn, pc1−pcn, pc2−pcn, and so on, using the inverse1250

of the BLEU score (Papineni et al., 2002). This1251

process was repeated for all paraphrases, and the1252

average dissimilarity score was computed. Our ex-1253

periments revealed that GPT-4 performed the best1254

in terms of linguistic diversity, as shown in the ta-1255

ble. Furthermore, GPT-4 excelled in maximizing1256

linguistic variations, as indicated in the diversity 1257

vs. models plot in Fig. 11. 1258

E Selecting the optimal paraphrase 1259

E.1 Cosine Similarity 1260

Cosine similarity is a metric used to measure 1261

the similarity between two vectors, often in high- 1262

dimensional spaces. It calculates the cosine of the 1263

angle between the two vectors, providing a numer- 1264

ical value that indicates how closely related they 1265

are. 1266

In natural language processing, cosine similar- 1267

ity is often employed to assess the similarity be- 1268

tween two documents represented as vectors in 1269

a high-dimensional space, where each dimension 1270
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Figure 11: This figure shows the various parameters for
generating paraphrases.

corresponds to a term or word. The cosine similar-1271

ity ranges from -1 (entirely dissimilar) to 1 (com-1272

pletely similar), with 0 indicating orthogonality (no1273

similarity).1274

The cosine similarity formula between vectors1275

A and B is given in Eq. (1).1276

Cosine Similarity(A,B) =
A ·B

∥A∥∥B∥
(1)1277

E.2 Topic Modeling1278

Topic modeling is a statistical technique for identi-1279

fying topics in a collection of text documents. The1280

goal is to uncover the hidden thematic structure1281

within the text data. One standard algorithm used1282

for topic modeling is Latent Dirichlet Allocation1283

(LDA).1284

In topic modeling, each document in the cor-1285

pus is considered a mixture of various topics, each1286

represented as a distribution of words. The algo-1287

rithm analyzes the co-occurrence patterns of words1288

across documents to identify these latent topics.1289

It helps understand the main themes or subjects1290

present in a large collection of textual data without1291

the need for manual annotation.1292

Topic modeling has applications in various NLP1293

tasks, including document categorization, informa-1294

tion retrieval, and content recommendation. It en-1295

ables researchers and practitioners to gain insights1296

into the underlying themes and structures within1297

large textual datasets, making it a valuable tool for1298

text analysis and understanding.1299

E.2.1 Topic Similarity1300

To overcome the issue of lengthy prompts, (Goyal1301

et al., 2024) introduces the idea of inserting1302

[PAUSE] tokens. However, it is not clear where 1303

these tokens can be added. Since they follow a 1304

rather random approach, we use a more determinis- 1305

tic approach in this work. 1306

F Experimental Details 1307

For different fine-tuning techniques, the list of hy- 1308

perparameters is provided in Table 4. 1309

Parameter Value

FC1 size 768
FC2 size 600
Number of epochs 5
Learning rate 1E-03
Optimizer AdamW
Dropout probability 0.1
Batch size 1

Table 4: Hyperparameters for different fine-tuning tech-
niques.

G Factuality based entailment 1310

This approach submits the prompt to the Google 1311

Search API to retrieve the top 20 relevant search 1312

results. From these 20 results, we assess a total 1313

of n sentences for their pertinence to the prompt 1314

using a similarity metric. The top 20 sentences 1315

most akin to the prompt are chosen. We utilize a 1316

textual entailment model to evaluate their credibil- 1317

ity individually for each of the m sentences in the 1318

AI-generated text and the selected top 20 sentences. 1319

Based on the entailment scores, we classify the AI- 1320

generated text into three categories: (i) support, (ii) 1321

refute, and (iii) not enough information. 1322

As far as we know, there is currently no SoTA 1323

method proposed for “automatic hallucination de- 1324

tection”. There are other associated challenges: 1325

With new LLMs being released weekly, there is 1326

an urgent need to enhance automatic hallucina- 1327

tion detection and mitigation techniques. While 1328

using a benchmark is currently standard practice 1329

in the NLP community, the rapid pace of change 1330

necessitates a deeper understanding of how newer 1331

LLMs induce hallucinations. Strict adherence to 1332

a fixed benchmark, released a year (let’s say) ago, 1333

risks overlooking advancements in the field due to 1334

the rapid pace of development. Let’s consider the 1335

HILT paper as the current SoTA in hallucination 1336

mitigation techniques for discussion. Our study 1337

focuses on 22 LLMs. Consequently, the challenge 1338

arises: how can we assess the efficacy of our pro- 1339

posed mitigation techniques for these newer models 1340
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when no SoTA dataset is available for them? Now,1341

let’s delve into the challenges associated with auto-1342

matically evaluating hallucination mitigation. The1343

HILT dataset comprises prompts, LLM-generated1344

text, and annotated sentences identified as halluci-1345

nated. However, no reference data points indicate1346

what would have been a factually correct genera-1347

tion in place of those hallucinated sentences. To1348

our knowledge, no other dataset containing such1349

information exists. On another note, suppose we or1350

other researchers propose a technique for halluci-1351

nation mitigation. How can we ascertain whether1352

the newer generations, after incorporating these1353

proposed techniques, exhibit reduced or eliminated1354

hallucinations? Without a benchmark or baseline1355

to compare against, it is currently infeasible to auto-1356

matically assess the effectiveness of hallucination1357

mitigation techniques. Let’s assume we possess a1358

dataset that includes the crucial component missing1359

in previous studies: what would constitute a fac-1360

tually correct generation given a specific prompt?1361

From existing research, we understand that LLMs1362

are highly sensitive to even minor prompt alter-1363

ations. Consequently, LLM-generated outputs may1364

deviate significantly from human annotations. As1365

a result, it may be necessary to have multiple anno-1366

tations and utilize metrics such as BLEU, ROUGE,1367

and BERTScore to gauge similarity. However,1368

these metrics may or may not effectively capture1369

factual correctness. The evaluation of the factual1370

accuracy of LLM outputs necessitates the devel-1371

opment of a reliable method and metric, which,1372

regrettably, has yet to be proposed. We propose1373

an alternative hallucination mitigation evaluation1374

approach: employing an overall entailment-based1375

method to evaluate the extent to which retrieved1376

facts support LLM generations. This methodol-1377

ogy is straightforward to implement and can be1378

scaled effectively. We aim to assess whether newer1379

proposed mitigation methods enhance overall en-1380

tailment support. While this approach may be in-1381

direct, we believe it is the most feasible option1382

given the limitations discussed earlier. Without it,1383

conducting experiments on the scale of 22 LLMs1384

and a dataset of 90k samples would be exceedingly1385

tricky.1386

H Results after adding [PAUSE] tokens1387

In the Table 5 below, we show the experimental1388

results for adding [PAUSE].1389

I Selecting the optimal paraphrased 1390

prompt 1391

The detailed explanation of our algorithm to iden- 1392

tify the optimal paraphrased prompt is provided in 1393

the illustration in Fig. 12. 1394

J Before and after adding [PAUSE] token 1395

In the Figs. 13 to 23 below, we demonstrate how 1396

adding a [PAUSE] token affects the comprehen- 1397

sion of longer prompts across a subset of selected 1398

LLMs. 1399
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Fine-tuning technique Person Location Numeric Time
Support Refute Neutral Support Refute Neutral Support Refute Neutral Support Refute Neutral

Original Prompt 0.63 0.54 0.78 0.52 0.55 0.77 0.22 0.89 0.77 0.29 0.65 0.72
Optimal Paraphrase + LDA topics 0.65 0.26 0.59 0.59 0.28 0.54 0.36 0.36 0.66 0.44 0.56 0.7

+ [PAUSE] Injection
Optimal Paraphrase + LDA topics + w/ [PAUSE] token LoRA 0.7 0.19 0.69 0.61 0.25 0.53 0.53 0.29 0.69 0.59 0.29 0.72
Optimal Paraphrase + LDA topics + w/ [PAUSE] token QALoRA 0.72 0.21 0.67 0.62 0.22 0.52 0.58 0.32 0.67 0.62 0.31 0.73
Optimal Paraphrase + LDA topics + w/ [PAUSE] token Reverse Knowledge Distillation 0.86 0.12 0.79 0.77 0.18 0.48 0.69 0.26 0.79 0.68 0.23 0.66

Table 5: Empirical results for Reverse Knowledge Distillation with [PAUSE] tokens.

Step 2a: Compute IG, DIG, and SIG for the original prompt 

Original prompt
IG: 0.19 x Which + 0.24 x individuals + ... + 0.13 Party?
DIG: 0.22 x Which + 0.2 x individuals + ... + 0.32 Party?
SIG: 0.01 x Which + 0.12 x individuals + ... + 0.19 Party?

Step 2b: Compute an average of IG, DIG, and SIG
Avg: 0.01 x Which + 0.12 x individuals + ... + 0.19 Party?

Step 2c: For other words present in the vocab, assign 0
Original_Avg: 0.01 x Which + 0.12 x individuals + ... + 0.19 Party?

+ 0 x owners + 0 x group + ... + 0 x identity

Repeat Steps 2a, 2b and 2c for its five paraphrases:
Para1_Avg, Para2_Avg, ..., Para5_Avg

Step 5: Build a corpus of all the original prompt and its five
paraphrases

corpus = {doc1: original prompt
doc2: paraphrase1,

...
doc6: paraphrase5} 

Step 3: Compute a mean of Original_Avg, Para2_Avg,
..., Para5_Avg, Para1_Avg, Para2_Avg, ..., Para5_Avg

mean: 0.02 x Which + 0.12 x individuals + ... + 0.19 Party? + 0 x
owners + 0 x group + ... + 0 x identity

Step 4: Compute the distance of the original prompt and its
five paraphrases from the mean using cosine similarity

 distance1 = cos_sim(Original_Avg, mean) = 0.6435
distance2 = cos_sim(Para1_Avg, mean) = 0.756

...
distance6 = cos_sim(Para5_Avg, mean) = 0.3654

Step 5a: Run LDA Topic modeling and generate 3 topics each
containing 5 words 

doc1: 0.23 x topic1 + 0.45 topic2 + 0.12 x topic3
doc2: 0.25 x topic1 + 0.51 topic2 + 0.18 x topic3

...
doc6: 0.43 x topic1 + 0.65 topic2 + 0.1 x topic3

topic1: 0.22 x individuals + 0.34 x Boston + ... + 0.55 x Party
topic2: 0.12 x Tea + 0.34 x Boston + ... + 0.55 x Party

topic3: 0.22 x possessed + 0.34 x Boston + ... + 0.55 x Party

Step 5b: Multiply the topic and word probabilities

doc1: 0.23 x (0.22 x individuals + 0.34 x Boston + ... + 0.55 x Party)
+ 0.45 x (0.12 x Tea + 0.34 x Boston + ... + 0.55 x Party)

+ 0.12 x (0.22 x possessed + 0.34 x Boston + ... + 0.55 x Party)

Repeat Step 5b for its five paraphrases

Step 1: Build a vocabulary of all the tokens present in the
original prompt and its five paraphrases
vocab = {Which, individuals, ..., Party}

Step 6: Multiply average gradients from Step 2b with doc in Step 5b
 

Repeat Steps 2c, 3 and 4

topic_distance1 = cos_sim(Original_Avg, mean) = 0.6435
topic_distance2 = cos_sim(Para1_Avg, mean) = 0.756

...
topic_distance6 = cos_sim(Para5_Avg, mean) = 0.3654

Step 7: Compute a weighted average of distance and topic_distance

Comprehension Score1 = 0.5 x distance + 0.5 x topic_distance = 0.643
Comprehension Score2 = 0.5 x distance + 0.5 x topic_distance = 0.756

...
Comprehension Score6 = 0.5 x distance + 0.5 x topic_distance = 0.354

Select the largest Comprehension Score2 = 0.756
Hence, paraphrase1 is the OPTIMAL PARAPHRASE!

Original: Which individuals possessed the ships that were associated with the Boston Tea Party? R=29.46, F=51.5, C=3.27

Para#1: Who were the owners of the ships that were associated with the Boston Tea Party? [CORRECT] R=58.41, F=53.5, C=2.97
Para#2: Which individuals were the owners of the ships that were associated with the Boston Tea Party?

Para#3: The Boston Tea Party had a group named after them. Who were the people who owned these ships?
Para#4: Who owned which ships were associated with the Boston Tea Party? [CORRECT] R=53.65, F=54.0, C=3.51

Para#5: What was the identity of those who owned ships that were associated with the Boston Tea Party?

Figure 12: A walkthrough of our optimal paraphrase selection process.
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(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 13: The phrase Boston Tea gets more importance score after adding [PAUSE] token for alpaca.
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(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 14: The phrase Boston Tea gets more importance score after adding [PAUSE] token for bloomz.
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(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 15: The phrase Boston Tea gets more importance score after adding [PAUSE] token for dolly.
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 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 16: The phrase Boston Tea gets more importance score after adding [PAUSE] token for Falcon.
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 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 17: The phrase Boston Tea gets more importance score after adding [PAUSE] token for FLAN-T5.
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 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 18: The phrase Boston Tea gets more importance score after adding [PAUSE] token for GPT Neo.
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 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 19: The phrase Boston Tea gets more importance score after adding [PAUSE] token for Llama2.
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 </s>Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 </s>Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]
 </s>the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 </s>Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 </s>Who
 were  the

 owners  of
[PAUSE]

 </s>the
 ships

 associated
 with
[PAUSE]

 </s>the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 </s>Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 </s>Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]
 </s>the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 </s>What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 </s>What
 was the

 identity  of
[PAUSE]

 </s>those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE]

 </s>the
 Boston Tea

 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 </s>Who
 owned

 which
 ships

 were  a  part  of  the
 Boston  Tea

 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 </s>Who
 owned

 which
 ships

 were  a  part  of
[PAUSE]

 </s>the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 </s>Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 </s>Who
 were  the

 proprietors  of
[PAUSE]

 </s>the
 ships

 associated
 with
[PAUSE]

 </s>the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 20: The phrase Boston Tea gets more importance score after adding [PAUSE] token for OPT.

29



 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 21: The phrase Boston Tea gets more importance score after adding [PAUSE] token for phi-2.
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 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 22: The phrase Boston Tea gets more importance score after adding [PAUSE] token for Vicuna.

31



 Which

 individuals

 possessed  the
 ships

 that
 were part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(a) Before adding [PAUSE] tokens to original prompt.

 Which

 individuals

 possessed  the
 ships

 that
 were part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(b) After adding [PAUSE] tokens to original prompt.

 Who
 were  the

 owners  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(c) Before adding [PAUSE] tokens to paraphrase 1.

 Who
 were  the

 owners  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(d) After adding [PAUSE] tokens to paraphrase 1.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(e) Before adding [PAUSE] tokens to paraphrase 2.

 Which

 individuals

 possessed  the
 ships

 that
 were

 associated
 with

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(f) After adding [PAUSE] tokens to paraphrase 2.

 What
 was the

 identity  of
 those who

 owned the
 ships

 that
 were

 associated
 with the

 Boston Tea
 Party  ?

0.25

0.50

0.75

1.00

(g) Before adding [PAUSE] tokens to paraphrase 3.

 What
 was the

 identity  of
[PAUSE]

 those who
 owned the

 ships
 that

 were

 associated
 with
[PAUSE] the

 Boston Tea
 Party?

0.25

0.50

0.75

1.00

(h) After adding [PAUSE] tokens to paraphrase 3.

 Who
 owned

 which ships
 were  a  part  of  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(i) Before adding [PAUSE] tokens to paraphrase 4.

 Who
 owned

 which ships
 were  a  part  of

[PAUSE]  the
 Boston  Tea

 Party?

0.25

0.50

0.75

1.00

(j) After adding [PAUSE] tokens to paraphrase 4.

 Who
 were  the

 proprietors  of  the
 ships

 associated
 with  the

 Boston  Tea
 Party  ?

0.25

0.50

0.75

1.00

(k) Before adding [PAUSE] tokens to paraphrase 5.

 Who
 were  the

 proprietors  of
[PAUSE]  the

 ships

 associated
 with
[PAUSE]  the

 Boston  Tea
 Party?

0.25

0.50

0.75

1.00

(l) After adding [PAUSE] tokens to paraphrase 5.

Figure 23: The phrase Boston Tea gets more importance score after adding [PAUSE] token for Zephyr.
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