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1 SCIENTIFIC SUMMARY

Fundamental laws of Nature, Standard Model of Physics, and the most applied
part of it, quantummechanics, are well established. Theoretically, the dynamics
of anything starting from a hydrogen atom and all the way to Earth’s climate follow
those equations. The problem is complexity Dirac [1929]. An exact computation
of a modest system containing 100 atoms is still beyond the capability of modern
computers.

Some of the greatest scientific achievements resulted from breakthroughs in
scale transitions: renormalization [Nobel Prize 1982], density functional theory
[Nobel Prize 1998], Higgs boson [Nobel Prize 2013], multiscale models for complex
chemical systems [Nobel Prize 2013], climate modeling [Nobel Prize 2021], protein
folding [Nobel Prize 2024]. Those achievements are highly regarded because they
are impactful – but also unique and can’t be readily applied to different systems.
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Encouraged by the recent successes, this workshop aims to enable the devel-
opment of universal AI methods that would be able find efficient and accurate
approximations, and use them for some of the most pressing and high-impact
scientific problems that have computational complexity as the limiting factor to
an in silico solution, such as:
1. High-temperature superconductivity
2. Fusion power
3. Weather prediction
4. Catalysts
5. Brain and consciousness

If we solve scale transition, we solve science.

1.1 WORKSHOP THEMES AND GOALS

In order to meet its objective, at the workshop we will work towards it in two
orthogonal projections.

Methodology Develop the mathematical and algorithmic foundation for differ-
ent approaches to multiscale machine learning:
1. Data–driven, e. g. dimensionality reduction Xie et al. [2022], Yang et al.
[2022], manifold learning Brehmer and Cranmer [2020], Belyshev et al. [2024]

2. Assumption– and law–driven, e. g. machine learning interatomic interaction
potential Korotaev et al. [2019], Wen et al. [2022], Kazeev et al. [2023], Hamil-
tonian Li et al. [2022] & ODE Chen et al. [2024] learning; explicit multiscale
representation Somnath et al. [2021]

3. Reasoning– and code– driven, e. g. Gukov et al. [2024], He [2024], Rosas
et al. [2024]

4. Tuning computational models with experimental data Bartók et al. [2013],
Faber et al. [2017], Seljak et al. [2017]

Applications Collect datasets, problem statements, and ultimately accelerate
the innovation process at every scale level:
1. Quantum, 10−10 m
2. Materials and Chemistry , 10−8 m
3. Life, 10−9 – 100 m
4. Hydrodynamics, 10−3 – 103 m
5. Climate, 104 m
6. Astrophysics, 104 – 1026 m
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7. Artificial and social complex systems

1.2 PLACE IN THE ML CONFERENCE WORKSHOP ECOSYSTEM

AI for science is a burgeoning field, withmost recent NeurIPS, ICML, and ICLR
conferences featuring workshops on physics, materials, climate, mathematics –
or just generic AI for science. In contrast to them, our workshop is focused on a
single question: “Given low-level theory and computationally-expensive simulation
code, how can we model complex systems on a useful time scale?”. We will bring in
people who work on different aspects of scale transition from different angles,
normally belong to different fields – and rarely talk to each other.

2 FORMAT
2.1 SUBMISSIONS

We will solicit long papers (6 pages), and short paper (4 pages) with lower
requirements, quoting the ICLR workshop guidance: less–than–full–conference
papers that, for example, present an implementation and evaluation of an unpub-
lished but simple idea, a modest but self-contained theoretical result, a follow–up
experiment or re–analysis of a previously published paper, or a fresh perspective
on an existing publication. Publication of code and data will be encouraged, but
not mandatory. We will reject work previously published in archiving venues.
We will however accept papers that are under review at any venue at the time of
submission. Thematically, there will be three tracks:
1. New scientific result
2. Dataset or benchmark
3. Findings and open challenges

2.2 REVIEW

In addition to internal resources we will use the channels listed in section 4.2
to solicit a diverse body of reviewers. We will use OpenReview to detect and
avoid conflicts of interest following the ICLR policy. Organizers will be treated the
same way as any other reviewers, and we will additionally ensure that they are
not involved in the assessment of a submission from someone within the same
organization. Reviews will be double-blind, with a designated organizer who will
manage conflicts of interest, but won’t participate in the scientific review.

Experiment to enhance reproducibility We will provide the submitters ac-
cess to a cloud computing platform from our industrial partner offering a fully–
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customizable Docker Merkel et al. [2014] environment to deploy their code and
data. Reviewers will be able to run the code and analyze the data with minimum
friction, using Visual Studio Code and Jupyter notebooks Kluyver et al. [2016]
inside their web browser, without the need to set up or download anything, thus
enchanting the review quality and reviewer experience. This will be voluntary,
and participants will be able to propose another cloud platform, provided they
ensure the double-blindness.

2.3 TENTATIVE SCHEDULE

The event will feature 5 keynote talks, and a mixture of contributed talks
and posters. Poster presenters will be given an opportunity to do a 2–3 minutes
spotlight talk. The duration of the poster and spotlight sessions will be adjusted
based on the number of posters, taking time from panel discussions and keynotes
if necessary. Posters will hang for the whole day allowing people to engage with
themduring the coffeebreaks. To foster debate, oral talkswill be grouped inblocks,
followed by a panel discussion. We will hold a competition for the best poster,
and its author will be invited to join the final panel. When authors create their
submissions, we will ask them to optionally leave questions to the panels. Finally,
at the end of the workshop we will feature a pitching session where participants
will advertise collaboration and job opportunities.

Tentative Timetable of the Day
Morning
8:00–8:45 Poster setup
8:45–09:00 Opening remarks
30m Keynote: Kostya Novoselov
9:30–12:30 Methodology:
30m Keynote: Daniel Polani
15m Contributed talk 1
15m Contributed talk 2
30m Discussions and Coffee break
30m Keynote: Sergei Gukov
15m Contributed talk 3
15m Contributed talk 4
30m Panel Discussion
1h Lunch

Afternoon
13:30–15:30 Poster Session:
30m spotlight talks
1h30m Poster session
30m Discussions and Coffee break
16:00–17:30 Applications:
30m Keynote: Charlotte Bunne
30m Keynote: Qianxiao Li
30m Panel Discussion
17:30–17:50 Collaboration pitches
17:50–18:00 Closing remarks

Tentative Schedule of Paper Submission We will follow the suggested dates:
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• Workshop paper submission deadline: February 3, 2025
• Workshop paper notification date: March 3, 2025
• Camera-ready deadline: April 3, 2025

3 INVITED SPEAKERS

Kostya Novoselov (confirmed) Nobel Prize in Physics 2010, inter alia. Director
of the Institute of Functional Intelligent Materials at the National University of
Singapore, where he leads themultiscale endeavor to develop a new class of smart
materials that actively respond to external stimulus – and can’t be simulated with
the existing methods.

Daniel Polani (confirmed) Professor of Artificial Intelligence at the Department
of Computer Science, Director of the Centre for Artificial Intelligence and Robotics
Research (CAIRR) and Head of the Adaptive Systems Research Group at the Uni-
versity of Hertfordshire. His research interests concentrate on the understanding
and modeling of collective complex systems and intelligent decision-making, es-
pecially in the context of cognition in artificial and biological agents. His research
ranges from fundamental questions, such as the role of embodiment, intrinsic
motivations, taskless utilities, self-organization and Artificial Life, to questions
from cognitive science, psychology, social science, and biology.

Sergei Gukov (confirmed) Director of Merkin Center for Pure and Applied
Mathematics; Consulting Director of American Institute of Mathematics; John D.
MacArthur Professor of Theoretical Physics and Mathematics at California Insti-
tute of Technology. Sergei is a member of the Scientific Board of the American
Institute of Mathematics (AIM) and amember of the International Advisory Board
of the Centre for QuantumMathematics (QM). He has served on numerous other
scientific committees and advisory boards. He is editor of the journal Communica-
tions in Mathematical Physics, Journal of Knot Theory and Its Ramifications, and
Letters in Mathematical Physics. Known for Gukov-Vafa-Witten superpotential,
Gukov-Witten surface operators, and Gukov-Pei-Putrov-Vafa (GPPV) invariants.
Sergei’s expertise is uniquely positioned at the intersection of theoretical physics,
mathematics and machine learning.

Charlotte Bunne (confirmed) Assistant professor at EPFL in the School of Com-
puter and Communication Sciences (IC) and School of Life Sciences (SV) and a
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member of the Swiss Institute for Experimental Cancer Research (ISREC). Before,
she was a PostDoc at Genentech and Stanford with Aviv Regev and Jure Leskovec
and in 2023 completed a PhD in Computer Science at ETH Zurich working with
Andreas Krause and Marco Cuturi. During her graduate studies, she was a visiting
researcher at the Broad Institute of MIT and Harvard hosted by Anne Carpenter
and Shantanu Singh and worked with Stefanie Jegelka at MIT. Her research aims
to advance personalized medicine by utilizing machine learning and large-scale
biomedical data. Charlotte Bunne’s interdisciplinary research has won several
(best paper) awards. Charlotte has been a Fellow of the GermanNational Academic
Foundation and is a recipient of the ETHMedal.

Qianxiao Li (confirmed) Assistant professor in the Department of Mathematics,
National University of Singapore. He graduated with a BA in mathematics from
the University of Cambridge and a PhD in applied mathematics from Princeton
University in 2016. His research interests include the interplay ofmachine learning
and dynamical systems, control theory, stochastic optimization algorithms and
data-driven methods for science and engineering. He is a recipient of the PSTA
Young Scientist Award, National Research Foundation Singapore. Qianxiao has
published in top material science and machine learning venues, such as Journal
of Machine Learning Research, International Conference on Machine Learning,
and Matter.

4 AUDIENCE
4.1 SIZE ESTIMATION

As a benchmark we looked through some recent related workshops:
• ML4PS @ NeurIPS2023 (250 papers)
• AI4DifferentialEquations @ ICLR 2024 (87 papers)
• ML4LMS @ ICML 2024 (64 papers)

A keynote by a Nobel Laureatemight attract attendees in addition to the paper sub-
mitters. Singapore has a robust AI for science ecosystem to which the organizing
team is well-connected. Final projection: 100 – 200.

4.2 PROMOTION

1. Mailing lists of the conferencespreviously organizedbyour teamand friends:
AI4SCI/NTCI, AI4AM, Accelerate 2024.

2. Social media of the organizers and speakers
3. Institutional resources and mailing lists of the organizers and speakers
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4. We’ll ask the AI for science communities that won’t organize workshops at
ICLR 2025 to disseminate our announcement; we’ll offer cross-promotion to
those who do

5. Resources of industrial partners
6. Local Asian scientific organizations and universities
7. Affinity groups

5 VIRTUAL ACCESS TO WORKSHOP MATERIALS AND OUTCOME

We strictly aim for hosting an in-person event. If a speaker is unable to attend
due to exceptional circumstances (a good criterionwill be that they have registered
for the conference), organizers can display posters on their behalf, and include a
video in the website materials. Accepted papers and posters will be published on
the website in a non-archiving way. In order to facilitate the choice of attendance
based on content, the accepted paper titles will be put on the website at the
moment of acceptance, not at the camera–ready deadline. Subject to resource
availability the workshop will be streamed online and recorded.

5.1 EXPERIMENTAL KNOWLEDGE MODEL

Wewill deploy an LLM-driven knowledge model made by Constructor. Its core
is formed by retrieval-augmented generation Lewis et al. [2020] over accepted
papers. The model will present each participant with a targeted recommendation
of papers and people – this will facilitate discussion, networking and mentorship.
The model also has a chat interface allowing free–form queries to the collective
knowledge base of the workshop and individual papers within it; this will improve
the interdisciplinary dialog by helping people understand the work from others’
domains, and will be particularly useful for those unable to attend and discuss in
person.

6 DIVERSITY COMMITMENT

We are especially proud in the diversity of approaches and expertise pre-
sented by our speakers, drawn from the different natural science domains and AI
paradigms.

Organizing team & invited speakers body is international and demographically
diverse, it contains males and females; Western European, Slavic, and Asian
ethnicities. The organizing team includes a PhD student, postdocs, and senior
researchers. The 5 invited speakers come from 4 countries on 3 continents. The
most junior invited speaker got PhD in 2023, the most senior got a Nobel Prize.
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We are committed to reaching under-represented groups by ensuring invita-
tions and promotional materials are circulated through affinity groups (WIML,
Black in AI, and others).

We have secured an initial sponsorship offer of US$6000 and in-kind from
Constructor Technology. Itwill enable us to providefinancial assistance. While the
award will be need–based, we will focus outreach on the nearby underrepresented
developing countries in South-East Asia, where such aidwillmake themost impact.
Sponsorship will also allow us to organize lunch and dinner accessible to all
participants to facilitate networking and discussions. We will work to secure
additional sponsorship.

7 ORGANIZERS

Most of the organizing team is based in Singapore. This ensures a deep under-
standing of the local research community, strong ties with Singapore’s thriving
AI and machine learning ecosystem, and easier collaboration with local institu-
tions and universities. This local presence will also allow us to efficiently manage
workshop logistics and leverage regional networks to attract a diverse range of
participants from underrepresented groups in South–East Asia.

Nikita Kazeev Research Fellow in the National University of Singapore. In 2020
he got a double PhD degree in Computer Science fromHSE University & in Physics
fromSapienzaUniversity of Rome. Nikita hasworked on adiverse range subjects in
the area of onmachine learning for science, from particle physics andmaterials to
spacecraft evasive maneuvers; mentored students and interns; promoted science
in lectures and article for general public. He reviewed for AI4Mat @ [NeurIPS 2024
& 2023, Vienna 2024].

Eléonore Vissol–Gaudin Research Fellow in the Department of Materials Sci-
ence and Engineering at Nanyang Technological University and member of the
Hip lab. She got her PhD from Durham University in the UK, working on the
development of unconventional computing devices. Her current research focuses
on data-driven modelling of dynamical systems and integrating machine learning
into experimental workflows. She has worked on the organisation of the AI for Sci-
ence and Nobel Turing Challenge Conference 2024, along with 14 domain-specific
AI for Science workshops in Singapore. She has been associate editor and reviewer
for the IEEE Nanotechnology Council flagship conference IEEE NANO 2024 and
chaired sessions at IEEE NANO2024 and the Singapore MRS’ ICMAT2023.
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Mengyi Chen PhD student in the Department of Mathematics, National Univer-
sity of Singapore. Her research interests focus on leveraging machine learning
to explore the dynamics of complex systems. Mengyi has published in top ma-
chine learning venues such as the Conference on Neural Information Processing
Systems (NeuRIPS).

Isabelle Guyon Director, Research Scientist, Google DeepMind. Chaired Profes-
sor of Artificial Intelligence (PREX1) and INRIA researcher, University Paris-Saclay.
Co-program chair of NeurIPS 2016 and co-general chair of NeurIPS 2017; then
NeurIPS board member. AMIA and an ELLIS fellow. Action editor at JMLR, and
CiML Springer series editor. BBVA award recipient (2020). Since 2003 machine
learning challenge organizer as a means of directing research in domains includ-
ing causality, computer vision, automatic machine learning, and high energy
physics.

Andrey Ustyuzhanin Director of AI/ML Research at Acronis, and an Adjunct
Professor at Constructor University Bremen. Founder of the Omniscale Intelli-
gence Initiative. His main motivation is to achieve a better understanding of how
the universe and consciousness work together. His main area of expertise in-
cludes applying artificial intelligence techniques andmethods to various scientific
domains. With over 20 years of active research and an impressive h-index above
130, Andrey is driven to push the boundaries of computational science through
innovative simulation techniques, the design of generative models, the applica-
tion of optimization algorithms, and the use of interpretable machine learning
processes to accelerate scientific discovery and promote human evolution. An-
drey has extensive organizational experience, including 7 years of organizing the
international summer school “Machine Learning for High Energy Physics”, data
challenges, ALEPHWorkshop@NIPS 2015, TrackML Competition@NeurIPS 2018,
and multiple local workshops on AI and Physics.
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