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Abstract

While deep learning models often achieve high predictive accuracy, their predictions
typically do not come with any provable guarantees on risk or reliability, which are
critical for deployment in high-stakes applications. The framework of conformal
risk control (CRC) provides a distribution-free, finite-sample method for controlling
the expected value of any bounded monotone loss function and can be conveniently
applied post-hoc to any pre-trained deep learning model. However, many real-
world applications are sensitive to tail risks, as opposed to just expected loss. In this
work, we develop a method for controlling the general class of Optimized Certainty-
Equivalent (OCE) risks, a broad class of risk measures which includes as special
cases the expected loss (generalizing the original CRC method) and common tail
risks like the conditional value-at-risk (CVaR). Furthermore, standard post-hoc
CRC can degrade average-case performance due to its lack of feedback to the model.
To address this, we introduce “conformal risk training,” an end-to-end approach
that differentiates through conformal OCE risk control during model training or
fine-tuning. Our method achieves provable risk guarantees while demonstrating
significantly improved average-case performance over post-hoc approaches on
applications to controlling classifiers’ false negative rate and controlling financial
risk in battery storage operation.

1 Introduction

We study the problem of training deep learning models that are used for potentially risky downstream
decision making. For example, in high-stakes tasks such as tumor classification, doctors need models
that achieve both good overall classification accuracy and provably bounded false negative rate, to
ensure that the health risk of a false negative prediction (i.e., misclassifying a tumor as benign) is
sufficiently prioritized in model predictions. In such settings, it is important to design a unified
approach (trained model and decision-making policy) that simultaneously controls for the desired
level of risk while maximizing the utility of downstream decisions.

One promising paradigm is risk control. Given a (pre-trained) model whose predictions are used
by a decision policy parameterized by λ ∈ Λ, the goal is to choose λ such that E[L(λ)] ≤ α for
some loss function L and risk level α. Many common goals can be framed as risk control problems:
bounding the false negative rate of a classifier, producing predictive uncertainty sets that satisfy a
target coverage level, ensuring factuality of large language model outputs, etc. [6, 29].

The conformal risk control (CRC) method [6] introduces a sufficient criterion for solving the risk
control problem when the loss function L is monotone. While CRC is elegant and simple, the original
formulation has several limitations. First, CRC is limited to controlling the expected loss of L, while
more general notions of risk are critical for high-stakes problems in the real world. Notably, the
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original paper on CRC [6] poses an open question on how to tackle more general notions of risk
beyond expected loss, such as the conditional value-at-risk (CVaR). Second, because CRC is purely
applied post-hoc (i.e., given a pre-trained model) to model outputs without providing any feedback to
the model, it may significantly degrade model performance.

In this paper, we propose a theoretical and algorithmic framework, called conformal risk training,
that extends CRC to enable end-to-end training and is applicable to tail risk formulations such as
CVaR. Our key contributions are as follows:

1. First, we develop a risk control method for controlling the general class of optimized certainty-
equivalent (OCE) risks [10, 11], a broad class of risk measures that includes as special cases
the expected loss (generalizing the original CRC method) and the conditional value-at-risk
(CVaR) [50]. In particular, the CVaR formulation partially answers an open question posed by
the original CRC paper [6]. The key insight is that any OCE risk can be bounded by a monotone
transformation of the loss, thereby preserving the monotonicity required for CRC-style methods.

2. Second, we propose conformal risk training, a method that trains a model and the conformal risk
control procedure end-to-end. Our method substantially generalizes the method of conformal
training of uncertainty sets [47, 51] to the conformal risk control setting. This trains the model
to be “risk aware”—i.e., it learns to produce predictions that maximize performance while
minimizing downstream risk.

3. Finally, we demonstrate empirically that fine-tuning models using conformal risk training leads
to significant performance improvements while guaranteeing satisfaction of risk constraints. We
present results for maximizing model specificity while controlling false negative rate on a tumor
image segmentation task, as well as maximizing average profit while controlling tail-risk of
losses in a battery storage operation task.

Related work. Previous works that explore post-hoc conformal risk control either bound the
expectation of a monotone loss function, or provide a high-probability bound for (possibly) more
general losses. We use the term “post-hoc” to refer to procedures that are applied to the outputs
of a pretrained prediction model without further fine-tuning of the model. Within the class of
bounds on expected losses, conformal prediction (CP) [49, 45, 4] bounds expected miscoverage
loss for set-valued predictions, whereas conformal risk control (CRC) [6] generalizes CP to bound
the expectation of any bounded monotone loss function. For high-probability risk bounds, Risk-
Controlling Prediction Sets (RCPS) [9] bound the expected loss of set-valued predictors for monotone
losses, whereas Learn Then Test (LTT) [5] bounds more general risks and non-monotone losses at
the cost of typically looser bounds from having to apply a family-wise error correction procedure.
Recently, [16] developed a high-probability bound for the family of distortion risk measures which
includes CVaR. While [6] shows how to convert a high-probability risk bound to an expected risk
bound, it is not clear that their methodology can be extended to directly bound more general risks
like CVaR. As such, to the best of our knowledge, our work is the first conformal-style approach that
provides a certain (as opposed to high-probability) bound on risk measures beyond expected loss for
monotone loss functions.

Several prior works within the CP literature have also explored calibrating model uncertainty during
training. Conformal training [47] and related works [21, 17, 39] introduced methods for incorporating
CP differentiably during model training by treating part of each minibatch as a pseudo-calibration
set. These works primarily focus on reducing the size of calibrated prediction sets. In contrast, our
conformal risk training method is the first to incorporate conformal risk control differentiably during
model training and is compatible with more general performance objectives such as reducing the
false positive rate of a classifier or minimizing an expected decision loss. We show in Appendix E
that conformal training is a special case of our method.

Beyond the conformal prediction literature, a number of works in the machine learning literature
(e.g., [33, 20, 35]) have introduced risk-sensitive objectives into learning; while these methods may,
for example, reduce CVaR risk, they do not come with risk control guarantees.

Finally, our work is related to methods from “predict-then-optimize” [22] and decision-focused
learning [37, 44], especially the growing literature on decision-focused uncertainty quantification
(UQ). These methods aim to generate prediction sets that optimize some downstream decision-
making objective while still maintaining calibration. Several of these methods are applied post-hoc
to (potentially) decision-agnostic models [48, 18, 31], whereas others have combined conformal
training with decision-focused learning [25, 51]. Our conformal risk training method builds upon
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this decision-focused UQ literature: whereas these prior works have largely focused on set-valued
predictions and their associated risks, our method allows for more general risk measures.

Outline. This paper is structured as follows. Section 2 introduces our overall problem setting and
reviews the standard CRC result. Section 3 introduces our broad generalization to the conformal
control of OCE risks, of which standard CRC is a special case, and shows that this framework can be
extended to more general assumptions in the specific case of CVaR risks. Section 4 introduces our
conformal risk training procedure and discusses how the gradient of the risk-controlling parameter
can be computed. Section 5 highlights key experimental results, and Section 6 concludes. Additional
experimental results are presented in Appendix A, and all proofs are deferred to Appendix C.

Notation. [N ] denotes the set {1, 2, . . . , N}. [x]+ denotes the function max{0, x}. 1[·] is the
indicator function, while 1d is a length-d vector of ones. ∂

∂x denotes a partial derivative; d
dx denotes

the total derivative. ∂f(x) is the subdifferential of a function f at a point x.

2 Preliminaries and Background on Conformal Risk Control

A primary goal in the training and deployment of machine learning (ML) models is to achieve both
good overall performance and to ensure reliable deployment through the control of some notion of
risk. To achieve this dual goal, existing approaches follow a two-stage, “Pretrain, then Risk Control”
approach. First, an ML model with parameters θ ∈ Θ ⊆ RD is trained to minimize a standard
training objective, such as cross-entropy for classification. Then, after training, the decision-maker
applies a post-hoc risk control procedure to the model to guarantee provably bounded risk. Formally,
let L : Θ×Λ→ R denote a (random) mapping from model parameters θ ∈ Θ and an “aggressiveness”
parameter λ ∈ Λ to some loss. The decision-maker seeks to choose the parameter λ to ensure that
risk–the expectation of the loss L–is bounded at a chosen level α:

E[L(θ, λ)] ≤ α. (1)
For instance, in a tumor image segmentation problem, L may denote the fraction of false negative
pixels on a randomly drawn image, and α is a desired upper bound on the false negative rate (FNR).
The aggressiveness parameter λ ∈ [0, 1] can be chosen as the threshold used to distinguish positive
predictions from negative ones. Thus, a smaller λ will yield more positive predictions and a lower
false negative rate, and a greater λ will yield more negative predictions and a higher false negative
rate. See Example 1 for a more detailed description of this task.

A number of post-hoc approaches to control the risk of pretrained machine learning models have
been proposed in the literature. Most notable is the approach of conformal risk control (CRC) [6],
which gives a distribution-free, finite-sample methodology to provably enforce the risk bound (1). In
the remainder of this section, we will omit the model parameters θ as an input to the loss function L,
since the results hold beyond the case of controlling the risk of machine learning model decisions.

CRC assumes that the decision-maker has a dataset {L1, . . . , LN} of previous loss functions, and
that the goal is to control the marginal loss of the next instance: E[Ln+1(λ)] ≤ α. This can be done
under several mild assumptions.
Assumption 1. Λ ⊂ R is a closed and bounded set with minimum value λmin := minΛ. The
set {Li : Λ → R}N+1

i=1 is a set of exchangeable, left-continuous random functions. Furthermore,
B : Λ→ R is a left-continuous function that almost surely upper bounds each Li pointwise, so that
for all i ∈ [N + 1], Pr(∀λ ∈ Λ : Li(λ) ≤ B(λ)) = 1.

Assumption 2. The functions {Li}N+1
i=1 are almost-surely nondecreasing, and B is nondecreasing.

Assumption 3. The risk control problem is feasible. That is, the desired risk level α ∈ R is chosen
such that E[LN+1(λmin)] ≤ α.

Under these assumptions, CRC gives the following approach for selecting λ to control risk.

Proposition 1. Under Assumptions 1 and 2, let α ∈ R be a desired risk level and define the set Λ̂ as

Λ̂ := {λ ∈ Λ | h(λ) ≤ α} , where h(λ) :=
1

N + 1

(
B(λ) +

N∑
i=1

Li(λ)

)
. (2)

Then, for any λ ∈ Λ̂, we have E[LN+1(λ)] ≤ α. Furthermore, if Assumption 3 holds, then choosing
λ̂ := max{λmin, sup Λ̂} ensures risk control: E[LN+1(λ̂)] ≤ α.
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We make three brief remarks. First, the CRC procedure we describe above in Proposition 1 is actually
a mild generalization of the original method in [6]; in particular, we allow the risk upper bound B
to be a function of λ, whereas prior work assumes B to be a constant. In practice, this allows us
to achieve tighter bounds on the risk. Second, we assume that the functions Li are left-continuous
and nondecreasing and we choose λ̂ via the supremum, following the convention of [34]; on the
other hand, the original CRC paper [6] assumes right-continuous and nonincreasing functions Li

and chooses a conservativeness parameter λ̂ via the infimum. These approaches are equivalent up to
reflection of the parameter λ. Finally, observe that due to monotonicity of the function h(λ), the risk
controlling parameter λ̂ can be computed in practice through bisection search; see Algorithm 3 in
Appendix B for a full description of this approach.

Standard CRC (Proposition 1) provides a sufficient criterion for choosing the parameter λ̂ to ensure
bounded marginal (i.e., expected) loss. However, it does not address the control of more general
notions of risk; in the next section, we will show that this framework can be broadly extended to the
control of the general family of optimized certainty equivalent risks.

3 Conformal Risk Control for Optimized Certainty Equivalents

The previous section describes the control of expected loss to achieve the risk bound (1). However, in
real-world, high-stakes applications, decision-makers may seek to control their risk beyond just the
expected loss, especially if they are sensitive to losses of particular magnitudes. In general, they are
faced with the problem of controlling their loss L under some chosen risk measure R, which maps
from random variables to R:

R[L(λ)] ≤ α. (3)

While the CRC methodology described in the previous section can be extended to achieve the more
general risk control (3) in certain special cases, such as when R is a quantile (see [6, Section 4.2]),
there are many other important notions of risk which this approach cannot directly accommodate. For
instance, in [6, Section 4.2], the authors pose the question of whether CRC or some other approach
can be extended to enforce the risk control bound (3) when R is the conditional value-at-risk (CVaR),
a common risk measure in financial and energy systems applications [42, 32, 38, 36].

In this section, we answer this question in the affirmative, proving that in fact, CRC can be extended
to control any risk in the broad family of optimized certainty equivalent risks, defined as follows.

Definition 1 ([10, 11]). A risk measure R mapping a real-valued random variable X to R is an
optimized certainty equivalent (OCE) risk measure if R[X] can be expressed as

R[X] = inf
t∈R

t+ E[ϕ(X − t)],

where ϕ : R → R ∪ {+∞} is a disutility function that is nondecreasing, closed, and convex with
ϕ(0) = 0 and 1 ∈ ∂ϕ(0).

The family of OCE risks includes a number of practical and popular risk measures, including mean-
variance and entropic risks [33]. Moreover, the conditional value-at-risk can also be shown to be an
OCE risk measure with the disutility function ϕCVaRδ(x) = 1

1−δ [x]+.

Definition 2 ([41, 42]). Let X be a real-valued random variable, and let F be its cumulative
distribution function. The conditional value-at-risk of X at level δ ∈ [0, 1), denoted CVaRδ[X],
is the average value of X on its δ-tail, or the 1 − δ fraction of its largest outcomes. If X has a
density, then CVaRδ[X] = E[X | F (X) ≥ δ]. For general random variables X , CVaRδ[X] can be
expressed via the variational formula

CVaRδ[X] = inf
t∈R

t+
1

1− δ
E[X − t]+.

In Theorem 1, we show that the CRC methodology described in Proposition 1 can be broadly
generalized to accommodate any OCE risk measure.

Assumption 4. The OCE risk control problem is feasible. That is, the desired risk level α is chosen
such that R[LN+1(λmin)] ≤ α.
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Algorithm 1 (Post-hoc) Conformal OCE Risk Control (CORC)

Require: parameter space Λ = [λmin, λmax], functions {Li}Ni=1, upper-bound B, risk threshold α ∈ R,
numerical tolerance ϵ > 0, hyperparameter t ∈ R

function CORC(Λ, {Li}Ni=1, B, α, ϵ, t, disutility ϕ : R→ R)
λ← λmin, λ← λmax

while λ− λ > ϵ do
λ← (λ+ λ)/2

if h̃(λ, t) ≤ α then λ← λ else λ← λ ▷ h̃ is defined in (4)
return λ

function CONFORMALCVARCONTROL(Λ, {Li}Ni=1, B, α, ϵ, t, quantile level δ ∈ [0, 1))
if α < B(λmin) or t ̸∈ [B(λmin), α] then return λmin

return CORC(Λ, {Li}Ni=1, B, α, ϵ, t, ϕCVaRδ )

Theorem 1. Suppose Assumptions 1 and 2 hold, and fix α, t ∈ R. Let R be an OCE risk measure
with disutility function ϕ. Define the exchangeable random functions {L̃i,t : Λ → R}N+1

i=1 by
L̃i,t(λ) := t+ ϕ(Li(λ)− t), and let B̃t(λ) := t+ ϕ(B(λ)− t). Define

h̃t(λ) :=
1

N + 1

(
B̃t(λ) +

N∑
i=1

L̃i,t(λ)

)
, (4)

and let Λ̂t := {λ ∈ Λ | h̃t(λ) ≤ α}. For every λ ∈ Λ̂t, R[LN+1(λ)] ≤ α. Furthermore, if
Assumption 4 holds, then choosing λ̂ := max{λmin, sup Λ̂t} ensures risk control: R[LN+1(λ̂)] ≤ α.

The key insight underlying this theorem is that for any OCE risk, h̃t is nondecreasing in λ. This
structure gives rise to the conformal OCE risk control (CORC) algorithm shown in Algorithm 1,
which computes λ̂ using bisection search.

Theorem 1 is a strict generalization of the original CRC methodology in Proposition 1. By choosing
the disutility ϕ(x) = x, the risk measure R is simply the expectation, and we recover the setting of
controlling expected risk. In this special case, for all t ∈ R, we have

∀i ∈ [N ] : L̃i,t = Li, B̃t = B, h̃t(λ) = h(λ), Λ̂t = Λ̂,

thus recovering Proposition 1 exactly. Moreover, Theorem 1 answers positively the question from [6]
of whether CRC can be generalized to control the CVaR, since the CVaR is an OCE risk measure. In
fact, it is possible to obtain an even more general result in the specific case of controlling the CVaR.
Specifically, we may relax the condition in Assumption 2 that the losses Li are nondecreasing.

Assumption 5. All {Li}N+1
i=1 and B are monotonic in λ. Note that within the set of functions

{B} ∪ {Li}N+1
i=1 , we allow for some functions to be monotonically nondecreasing (e.g., L1, L3),

while others may be monotonically nonincreasing (e.g., L2, B).

Even under this milder assumption on the structure of the losses Li, we can obtain the following risk
control guarantee for the CVaR.

Theorem 2. Suppose that Assumptions 1 and 5 hold. Fix any δ ∈ [0, 1) and α ∈ R. Define Λ̂t as in
Theorem 1 using the disutility function ϕCVaRδ(x) = 1

1−δ [x]+. Then, for every t ∈ [B(λmin), α] and
λ ∈ Λ̂t, we have the risk control bound CVaRδ

[
LN+1(λ)

]
≤ α.

While the above result is written specifically for case of CVaR, we note that the result can be extended
to some, but not all, other OCE risk measures; see Appendix C.3 for further details. Theorem 2
motivates the conformal CVaR control algorithm, which we present in Algorithm 1. Note that
Theorem 2 is only non-vacuous when B(λmin) ≤ α; otherwise, assuming feasibility of the risk
control problem (Assumption 4), we can still use λmin to obtain the desired bound.

Compared to the standard CRC result (Proposition 1), Theorems 1 and 2 both involve an additional hy-
perparameter t. For the risk bounds to hold, t should not depend on the calibration data {L1, . . . , LN}
used to select the risk control parameter λ̂. In practice, we recommend using an additional held-out
set of losses {L′

1, . . . , L
′
k} (e.g., the training set), and picking the t that yields the largest risk control

parameter on this set.
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Algorithm 2 Conformal Risk Training

function CONFORMALRISKTRAINING(training set {(xi, yi)}Mi=1, parameter space Λ = [λmin, λmax], upper-
bound B : Λ → R, disutility ϕ : R → R, risk threshold α ∈ R, numerical tolerance ϵ > 0, initial model
parameters θ)

for mini-batch D ⊆ [M ] do
Randomly split batch: (Dcal, Dpred)← D
Define loss functions Li(θ, λ) := L(xi, yi, θ, λ) for i ∈ Dcal
Compute λ(θ) = CORC(Λ, {Li(θ, ·)}i∈Dcal , B, α, ϵ, ϕ) ▷ CORC is defined in Algorithm 1
for i ∈ Dpred do

Define cost functions ℓi(θ, λ) := ℓ(xi, yi, θ, λ)
Compute (sub)gradient of objective dθi := dℓi(θ, λ(θ))/ dθ

Update θ using (sub)gradients:
∑

i∈Dpred
dθi

While the conformal OCE and CVaR risk control procedures we have proposed in this section enable
controlling substantially more general risks than the original CRC framework, such a post-hoc risk
control procedure may still come with a substantial cost upon ML model deployment. For example,
applying CRC to control the false negative rate of a model for tumor segmentation may come at the
cost of a large false positive rate (see Figure 1 in our experiments). Because CRC is designed to be
applied post-hoc to a pretrained model, there is no existing approach to remedy this degradation in
performance. To improve performance while guaranteeing controlled risk, a better approach would
train or fine-tune models subject to a constraint enforcing risk control. Designing a methodology to
accomplish this goal is the focus of the next section.

4 Conformal Risk Training

Returning to the setting described at the start of Section 2, the loss function L typically depends
on the output of an ML model with parameters θ ∈ Θ. To explicitly denote this relationship, we
write L(θ, λ), and we define h(θ, λ) (equation 2) and h̃t(θ, λ) (equation 4) accordingly in terms of
{Li(θ, λ)}Ni=1. The CRC (Section 2) and CORC (Section 3) procedures for picking λ treat the model
parameters θ as fixed. Thus, we call them “post-hoc” procedures.

However, as we show in our experiments, this separation of pre-training model parameters θ and
performing risk control post-hoc leaves substantial room for improvement. Instead, in this section,
we consider the problem of jointly optimizing the model parameters θ and the risk control parameter
λ, which we call the end-to-end optimal risk control problem:

min
θ∈Θ, λ∈Λ

E[ℓ(θ, λ)] s.t. R[L(θ, λ)] ≤ α, (5)

where ℓ : Θ × Λ → R is a cost function that measures model performance and is differentiable
almost everywhere. Note that we are specifically concerned with settings where the cost function
ℓ depends on the risk control parameter λ. For a standard training objective such as cross-entropy
where ℓ only depends on the model parameters θ but not on λ, the end-to-end optimal risk control
problem (5) reduces to standard empirical risk minimization.

The following example concretely illustrates the roles of ℓ and L for the problem of optimizing
specificity in tumor image segmentation while controlling false negative rate.
Example 1. In tumor image segmentation, an input image X ∈ X = Rd×3 (represented as a
flattened array of RGB pixels) has a corresponding binary label Y ∈ Y = {0, 1}d, where 1 indicates
the presence of a tumor at a given pixel location. Let fθ : X → [0, 1]d denote a segmentation model
parameterized by θ that outputs a predicted probability that each pixel is tumorous. If λ ∈ [0, 1]

is the decision threshold, let Ŷ (θ, λ) ∈ Y denote the binarized prediction, i.e., for all j ∈ [d],
Ŷ (θ, λ)j := 1[fθ(X)j ≥ λ]. Then, the fraction of false negative predictions is

L(θ, λ) := 1− |Y ∧ Ŷ (θ, λ)|
|Y |

= 1− 1

|Y |
∑

j:Yj=1

1[fθ(X)j ≥ λ] =
1

|Y |
∑

j: Yj=1

1[fθ(X)j < λ], (6)

where |·| counts the number of ones in a binary vector. Clearly, L is nondecreasing in λ. The expected
loss E[L(θ, λ)] gives the FNR of the model fθ, and we can pick λ to control the FNR to be less than
some target threshold α.
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However, in addition to controlling FNR, doctors and patients may also want to reduce false positives
(i.e., optimize specificity). We can approximate the fraction of false positives in an image with

ℓ(θ, λ) =
1

|1d − Y |
∑

j:Yj=0

σ

(
fθ(X)j − λ

T

)
,

where T is a temperature hyperparameter.

As in the post-hoc CRC setting, we usually do not have access to the exact distribution of L (nor the
distribution of ℓ). Instead, we only have a dataset of i.i.d. (or exchangeable) samples ℓi and Li for
i ∈ [N ], from which we can form the end-to-end optimal CORC problem:

min
θ∈Θ, λ∈Λ

1

N

N∑
i=1

ℓi(θ, λ) s.t. h̃t(θ, λ) ≤ α. (7)

We can equivalently express (7) as a bi-level optimization problem. The outer problem minimizes
over θ, whereas the inner level chooses a risk-controlling λ:

min
θ∈Θ

1

N

N∑
i=1

ℓi(θ, λ(θ)), where λ(θ) := argmin
λ∈Λ

1

N

N∑
i=1

ℓi(θ, λ) s.t. h̃t(θ, λ) ≤ α. (8)

We shall assume that Assumption 4 holds, so in case the inner optimization problem in (8) is infeasible,
we set λ(θ) = λmin to ensure risk control.

To solve (8) via gradient descent, we need to compute the gradient

dℓi
dθ

(θ, λ(θ)) =
∂ℓi
∂θ

(θ, λ(θ)) +
∂ℓi
∂λ

(θ, λ(θ)) · dλ
dθ

(θ). (9)

The key challenge lies in computing the derivative dλ
dθ (θ). Fortunately, as we will show in Section 4.1,

this derivative can be computed exactly in many common settings.

Assuming for now that we can compute dλ
dθ (θ), we propose the conformal risk training method

(Algorithm 2) for solving the general end-to-end CORC problem.1 Inspired by the conformal training
method [47], conformal risk training splits each minibatch of training data D into two halves, Dcal
and Dpred. We use the pseudo-calibration set Dcal to form the loss functions Li and compute the risk
control parameter λ(θ), while we use Dpred to form the cost functions ℓi. Note that after training
a model with conformal risk training, we use a fresh calibration dataset (and thus a fresh set of
L1, . . . , LN ) to compute λ(θ) for use on a test input.

4.1 Computing the gradient in conformal risk training

This section discusses the computation of the gradient dλ
dθ (θ). This is challenging in general, as it

requires differentiating through the optimal solution of the lower-level CORC problem in (8), which
may in general be nonconvex. Fortunately, it is possible to compute this gradient in many practical
settings. In the following (informal) theorem, we give a high-level description of two cases in which
we can compute this gradient; see Appendix C.4 for a formal statement of the theorem and its proof.
Theorem (Informal version of Theorem 3, Appendix C.4). Suppose Assumptions 1 and 2 hold
and the inner problem in (8) is feasible. Under mild differentiability conditions, we may obtain a
closed-form expression for dλ

dθ (θ) in the following two cases:

(i) if {ℓi}Ni=1 are strictly decreasing in λ, and {B} ∪ {Li}Ni=1 are piecewise constant in λ;
(ii) if {ℓi}Ni=1 are strictly convex or strictly monotone in λ, and {B} ∪ {Li}Ni=1 are convex in λ.

Note that when considering certain OCE risks like the CVaR in Theorem 3, the nondecreasing
assumption (Assumption 2) can be relaxed to monotonicity (Assumption 5) in a similar manner as
done in Theorem 2.

The gradient for conformal training [47] follows as a special case of (i) above (see Appendix E). We
now show that case (i) also applies immediately to the FNR loss considered in Example 1.

1The name “conformal risk training” was coined by David Stutz on his blog. However, to the best of our
knowledge, we are the first to actually develop a concrete methodology for end-to-end conformal risk control.

7

https://davidstutz.de/some-research-ideas-for-conformal-training/


0.01 0.05 0.1
0.00

0.05

0.10

False Negative Rate

0.01 0.05 0.1

0.2

0.4

0.6

0.8

False Positive Rate

0.01 0.05 0.1

10 6

10 4

10 2

100

model
post-hoc CRC
cross-entropy
conformal risk training

Figure 1: Results for the tumor image segmentation problem (Section 5.1) across different FNR
thresholds α with 10 random seeds. (left) All three methods show FNR controlled at level α. (middle)
Whereas only applying CRC post-hoc results in very large FPR, our method (conformal risk training,
in green) is able to significantly reduce FPR without sacrificing FNR. (right) Our method generally
picks a higher classification threshold λ than the baselines, suggesting that it is less conservative.

Example 2. Recall the setting of Example 1. Given a dataset Dcal = {(Xi, Yi)}Ni=1 drawn ex-
changeably from P , let Li(θ, λ) := 1− |Yi ∧ Ŷi(θ, λ)|/|Yi|. Clearly, every Li is bounded by B = 1.
Following the conformal risk control procedure, using the form (6) of the loss, and noting that each
ℓi is strictly decreasing in λ, we may pick

λ(θ) := max

λ ∈ [0, 1]

∣∣∣∣∣∣ 1

N + 1

1 +

N∑
i=1

∑
j: (Yi)j=1

1

|Yi|
1[fθ(Xi)j < λ]

 ≤ α

 . (10)

Assuming that all values fθ(Xi)j are unique, then according to the proof of Theorem 3(i) (see
Appendix C.4), the optimal value λ(θ) = fθ(Xi)j for some specific (i, j). Thus, the gradient is

dλ(θ)

dθ
=

d

dθ
fθ(Xi)j .

5 Experiments

In this section, we present experimental results for our conformal risk training method on two
problems: (1) controlling false negative rate in tumor image segmentation [6], and (2) controlling
CVaR of losses in grid-scale battery storage operation [19]. Code to reproduce our results are available
on GitHub,2 and additional experimental results and details are reported in Appendices A and D.

5.1 Controlling false negative rate in tumor image segmentation

We adopt the colonoscopy gut polyp image segmentation problem setup explored in [6, Section
3.1] and described in Example 1. We use a pre-trained PraNet [23] as our model fθ, and we split
images from 4 public datasets (CVC-ClinicDB [13], CVC-ColonDB [12], ETIS-LaribPolypDB [46],
Kvasir-SEG [28]) into training, calibration, and test splits. In Figure 1, we compare the FNR and false
positive rate (FPR) on the test set across three different models: (1) “post-hoc CRC” applied directly
to the pre-trained PraNet; (2) “cross-entropy” refers to the fine-tuning PraNet using cross-entropy
classification loss and then applying CRC; and (3) “conformal risk training” refers to fine-tuning
PraNet using our method described in Section 4. For each model, we try 10 different random seeds
for dividing the calibration and test splits, and we vary the target FNR α across three different values
(0.01, 0.05, 0.1).

As Figure 1 shows, all three models have their expected FNR controlled at the target level α. However,
for the “post-hoc CRC” and “cross-entropy” baselines, applying post-hoc CRC comes at a significant
cost to the FPR, reaching as high as 80% FPR when the target FNR is 1%. In contrast, our conformal
risk training method reduces FPR on average by 23-42% across the α levels. Furthermore, our
method yields larger average values of λ than the baselines, suggesting that our method reduces
conservativeness while maintaining the risk guarantee.

2https://github.com/chrisyeh96/conformal-risk-training
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Figure 2: Results from the battery storage problem (Section 5.2) across different CVaR quantile levels
δ and risk control thresholds α, with 10 random seeds. (top) All three methods show CVaR risk
controlled at the target level α. (bottom) Comparison of the relative increase in profit (i.e., negative
task loss) achieved by different methods over the post-hoc CRC baseline. Higher values are better.

5.2 Controlling CVaR tail risk from battery storage operations

Energy resource operators seek electricity price forecasting models which deliver optimal expected
profit while ensuring that the risk of losses due to poor predictions is adequately controlled. We
adopt a grid-scale battery operation problem [19], where a battery operator predicts electricity prices
Y ∈ RT over a T -step horizon and uses the predicted prices to decide how much to charge (zin ∈ RT )
or discharge (zout ∈ RT ) the battery, subject to constraints on the battery’s state of charge expressed
in terms of the net charge znet ∈ RT . The input features X include the past day’s prices and
temperature, the current day’s energy load forecast, and other date-related features. The battery has
capacity C, charging efficiency γ, and maximum charge/discharge rates cin and cout. The task loss
function f represents the multiple objectives of maximizing profit, battery health by discouraging
rapid charging/discharging (with weight ϵramp), and flexibility to participate in other markets by
keeping the battery near half its capacity (with weight ϵflex):

f(y, z) = (zin − zout)⊤y + ϵramp
(∥∥zin∥∥2 + ∥∥zout∥∥2)+ ϵflex

∥∥znet∥∥2 ,
with the constraint set Z containing all z := (zin, zout, znet) ∈ R3T that satisfy the constraints

0 ≤ zin ≤ cin, 0 ≤ zout ≤ cout, −C

2
≤ znet ≤ C

2
, ∀t ∈ [T ] : znet

t :=

t∑
τ=1

γzinτ − zoutτ .

Following [19], we set T = 24, C = 1, γ = 0.9, cin = 0.5, cout = 0.2, ϵflex = 0.1, and ϵramp = 0.05.

If z ∈ Z , then clearly λz ∈ Z for all λ ∈ Λ := [0, 1]. We can thus implement a λ-dependent decision-
maker via a “decision-scaling” rule zθ(x, λ) = λẑθ(x), where ẑθ(x) = argminz∈Z f(ŷθ(x), z) and
ŷθ : X → Y is a neural network pre-trained to minimize mean squared error in predicting electricity
prices.3 We use the task loss ℓ(θ, λ) = f(Y, zθ(X,λ)) as our training objective, which is strictly
convex in λ, and we apply CVaR control to the financial risk term L(θ, λ) := λ(ẑin

θ (X)−ẑout
θ (X))⊤Y .

We construct a monotone-increasing upper bound B(λ) := 100λ based on the empirical observation
that our decision-maker ẑθ satisfies (ẑin

θ (x)− ẑout
θ (x))⊤y ≤ 100 on our training and validation sets.

Note that Theorem 2 enables us to control the CVaR of L(θ, λ), which may either be monotone
nondecreasing or nonincreasing in λ; in contrast, the traditional CRC method (Proposition 1) does
not apply, as it only allows for controlling the expectation of L when it is nondecreasing.

3We do not train a model to directly map features x to decisions z because z must satisfy constraints. Instead,
we train ŷθ to predict electricity prices, and then define the decision ẑθ(x) as a function of ŷθ(x).
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Table 1: Sensitivity of task loss and tail risk to relative changes in hyperparameter t on the
battery storage problem. Values given show mean ± 1 standard deviation of the task loss
E(X,Y )∼D[f(Y, λẑθ(X))] and financial tail risk CVaRδ

(X,Y )∼D[λ(ẑin
θ (X) − ẑout

θ (X))⊤Y ] for 10
models ŷθ trained with different random seeds. t is calculated as t = (1 +∆t)t0, where t0 denotes
the optimal value of t tuned on the training set.

α = 2 α = 5 α = 10

∆t δ = 0.9 0.95 0.99 δ = 0.9 0.95 0.99 δ = 0.9 0.95 0.99

E[
ℓ]

−0.5 −8.6± 3.2 −4.3± 1.6 −1.5± 0.5 −21.3± 8.0 −10.7± 4.0 −3.9± 1.2 −35.6± 6.3 −21.4± 7.9 −7.7± 2.5
−0.1 −8.6± 3.2 −4.3± 1.6 −1.8± 0.5 −21.3± 7.9 −10.7± 4.0 −4.4± 1.3 −35.6± 6.3 −21.5± 7.9 −8.9± 2.6
0 −8.6± 3.2 −4.3± 1.6 −1.8± 0.5 −21.3± 7.9 −10.7± 4.0 −4.5± 1.3 −35.6± 6.3 −21.5± 7.9 −9.0± 2.6
0.1 −8.6± 3.2 −4.3± 1.6 −1.8± 0.5 −21.3± 7.9 −10.7± 4.0 −4.6± 1.2 −35.6± 6.3 −21.5± 7.9 −9.1± 2.5
0.5 −8.6± 3.2 −4.3± 1.6 −1.7± 0.4 −21.3± 7.9 −10.7± 4.0 −4.1± 1.0 −35.6± 6.3 −21.5± 7.9 −8.3± 2.0

C
V
aR

δ
[L
] −0.5 1.6± 0.3 1.6± 0.3 1.1± 0.2 3.9± 0.8 4.0± 0.8 2.8± 0.6 7.1± 2.2 8.0± 1.5 5.6± 1.1

−0.1 1.6± 0.3 1.6± 0.3 1.3± 0.2 3.9± 0.8 4.0± 0.8 3.3± 0.6 7.0± 2.2 8.1± 1.5 6.5± 1.2
0 1.6± 0.3 1.6± 0.3 1.3± 0.2 3.9± 0.8 4.0± 0.8 3.3± 0.6 7.0± 2.2 8.1± 1.5 6.6± 1.2
0.1 1.6± 0.3 1.6± 0.3 1.3± 0.2 3.9± 0.8 4.0± 0.8 3.4± 0.6 7.0± 2.2 8.1± 1.5 6.7± 1.2
0.5 1.6± 0.3 1.6± 0.3 1.2± 0.3 3.9± 0.8 4.0± 0.8 3.1± 0.7 7.0± 2.2 8.1± 1.5 6.2± 1.5

t0 - 0.0± 0.0 0.0± 0.0 0.8± 0.3 0.0± 0.0 0.0± 0.0 2.0± 0.7 0.1± 0.1 0.1± 0.1 4.1± 1.5

Because L and B are both convex in λ and differentiable almost everywhere in (θ, λ), λ(θ) is the
solution to a convex optimization problem, and Theorem 3(ii) allows us to compute the derivative
dλ(θ)/dθ by differentiating through the KKT conditions of the convex optimization problem [1].

We compare test set tail risk and task loss across three different models: (1) “post-hoc conformal
CVaR control” applied directly to the pretrained price prediction model ŷθ; (2) “fine-tune task loss”
refers to fine-tuning ŷθ using a decision-focused task-loss [19] and then applying conformal CVaR
control; and (3) “conformal risk training” refers to fine-tuning ŷθ using the procedure described in
Section 4. For each model, we try 10 different random seeds for dividing the validation and test splits,
and we vary the target CVaR tail risk α ∈ (2, 5, 10) and the quantile level δ ∈ (0.9, 0.95, 0.99).

As Figure 2 (top) shows, all three models have their CVaR tail risk controlled at the target level
α. However, in Figure 2 (bottom), it is clear that whereas fine-tuning using the task loss does not
improve average task loss when controlling for tail risk, our conformal risk training method achieves
between 7.2% and 22.6% mean improvement in task loss (i.e., higher average profit) compared to the
“post-hoc conformal CVaR control” baseline at all tested risk thresholds α and quantile levels δ.

Sensitivity to t hyperparameter. As noted in Section 3, conformal CVaR control requires picking
a hyperparameter t ∈ [B(λmin), α], which we set to the value t0 that yields the largest risk control
parameter λ̂ on the training set. To understand the sensitivity of conformal CVaR control to the choice
of t, we computed task loss and the empirical CVaR of financial risk under both relative (Table 1)
and absolute (Table 3) perturbations of t away from t0. Empirically, we find that the task loss and
CVaR are not very sensitive to changes in t; the task loss from perturbed t tends to be close to (within
1 standard deviation of) the task loss from t0.

6 Conclusion

We have developed the conformal OCE risk control method, which is a strict generalization of
the original CRC procedure. In particular, this allows us to directly control the CVaR tail risk,
unlike previous works which only control expected losses or provide high-probability bounds. We
have also developed conformal risk training, which generalizes the conformal training procedure
from conformal prediction to the setting of conformal OCE risk control, and our experiments show
significant improvements in model performance over applying post-hoc CRC alone.

Limitations and future directions. The main limitations of conformal OCE risk control are the
same limitations that apply to standard CRC: the risk control guarantee only applies to monotone
and exchangeable losses. For conformal risk training, while we derive the exact gradient in some
common cases, we do not provide a complete characterization of when the gradient exists.

Future work may examine the tightness of the conformal OCE risk control bound and consider
generalizations of CRC to other families of risk measures such as distortion [16] or coherent risk
measures [7]. We believe that conformal OCE risk control will be of particular interest to high-stakes
applications in finance, robotics, and LLM alignment, where provable tail risk guarantees are critical.
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2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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the paper has limitations, but those are not discussed in the paper.
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model well-specification, asymptotic approximations only holding locally). The authors
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• The authors should reflect on the factors that influence the performance of the approach.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
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Answer: [Yes]
Justification: All proofs are given in Appendix C. For Theorem 3 where we only provide an
informal statement in Section 4, the full set of assumptions is listed in Appendix C.
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
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they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
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might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
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instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in

16



some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Code to reproduce our experiments is available on GitHub (see Section 5 for
the URL).

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experiment details are given in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: All of our figures and tables report results from 10 random seeds. Our figures
use standard boxplots to help readers interpret the data, whereas our tables report mean ±
stddev. All sources of randomess are documented in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Compute resources used to conduct our experiments are detailed in Ap-
pendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and have followed its guidance
to the best of our efforts.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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Justification: We discuss how our work can help control risks in high-stakes applications
such as for medical diagnoses. We do not anticipate significant negative societal impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release any new datasets or model checkpoints.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All of the pre-existing datasets we use are properly cited, and all of our code
uses standard open-source Python software and packages.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our code is released on GitHub with a permissive license. Our paper does not
introduce any new data or model checkpoints.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our experiments do not involve crowdsourcing or research with human sub-
jects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This research does not involve LLMs as any important, original, or nonstandard
components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Figure 3: Predictions on 8 randomly selected images from the test set for the tumor image segmen-
tation problem (Section 5.1). Black and white pixels indicate correct outputs. False positives are
shaded teal; false negatives are shaded red.

A Additional experimental results

Tumor image segmentation. Figure 3 shows a random selection of 8 images from the test set,
along with the corresponding predictions made by the baseline methods (“post-hoc CRC” and “cross-
entropy”) compared to our “conformal risk training” method. Evidently, our method significantly
reduces false positives (shown in teal) without significantly increasing false negatives (shown in red),
especially when the false negative rate is controlled at a very low α. Note that the marginal risk
control guarantee offered by the CRC procedure (Algorithm 3) ensures that false negative rate will be
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Table 2: Comparison of cross-entropy loss, false negative rate (FNR), and false positive rate (FPR)
across baseline methods (“post-hoc CRC” and “cross-entropy”) and our conformal risk training
(CRT) method. The α values in the different columns indicate the level at which FNR is controlled
by CRC. The α value in parenthesis following “CRT” indicates the FNR threshold enforced during
conformal risk training.

cross-entropy
loss

α = 0.01 α = 0.05 α = 0.1

FNR FPR FNR FPR FNR FPR

post-hoc CRC 2.8± 0.1 0.009± 0.003 0.841± 0.014 0.048± 0.008 0.524± 0.022 0.101± 0.019 0.256± 0.035
cross-entropy 2.9± 0.2 0.008± 0.003 0.811± 0.049 0.050± 0.014 0.580± 0.106 0.101± 0.017 0.293± 0.092
CRT (α = .01) 11.9± 0.4 0.008± 0.005 0.465± 0.057 - - - -
CRT (α = .05) 5.8± 2.5 - - 0.049± 0.014 0.385± 0.054 - -
CRT (α = .1) 7.8± 6.1 - - - - 0.106± 0.021 0.152± 0.041
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Figure 4: Values of the decision scaling factor λ for the battery storage problem (Section 5.2) across
different CVaR quantile levels δ and risk control thresholds α, with 10 random seeds. Higher values
indicate more aggressiveness and larger charge/discharge decisions.

controlled at the target level on average over test examples, while individual examples might exceed
the target false negative rate. This is why in certain cases, our method (“conformal risk training”)
might exceed the false negative rate of other methods (e.g., in the 7th column of the α = 0.05 case in
Figure 3), while on average, it guarantees the target false negative rate.

We would also like to emphasize the decision-focused nature of our method. As shown in Figure 1,
further training the pre-trained image segmentation model with the PraNet weighted cross-entropy
loss [23] and then applying post-hoc CRC (shown in orange) does not improve model performance
over directly applying post-hoc CRC to the pre-trained model (shown in blue). This observation
is verified in Table 2, where we see no meaningful difference in performance between the “post-
hoc CRC” and “cross-entropy” rows. In contrast, at a given false negative rate (FNR) risk level
α, our conformal risk training method achieves lower false positive rate (FPR) but incurs higher
cross-entropy loss.

Battery storage operations. In Figure 4, we show values of the decision scaling factor λ obtained
through our conformal risk training approach compared with the baselines described in Section 5.2.
In general across values of the CVaR quantile level δ and risk control threshold α, it appears that
our conformal risk training method yields values of λ that are larger on average than the alternative
methods. This implies that our method is able to learn to deploy more aggressive decisions, and
employs a greater portion of the battery capacity when charging/discharging than the alternative
methods. In other words, by learning to use a larger scaling factor λ while preserving the risk
constraint, the electricity price forecasting model trained via conformal risk training becomes more
“calibrated” in regard to risk. In addition, as the value of δ increases, the scaling factor λ decreases
across all methods, reflecting the increased need to make more conservative decisions in settings
where losses on the extreme tail must be controlled.

Conformal CVaR control performs better when the calibration set is larger. As shown in Figure 5, a
larger calibration set generally reduces the task loss and achieves a tighter CVaR bound closer to α
(i.e., not being overly conservative). The reason a larger calibration set size N helps is because the
term 1

N+1 B̃t(λ) appears in the expression for h̃t(λ). Increasing N reduces the effect of the upper
bound B and enables choosing larger (less conservative) λ. However, there are diminishing gains as
N increases.
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Figure 5: Comparison of financial tail risk (top) and task loss (bottom) as a function of calibration set
size on the battery storage problem (Section 5.2), across different CVaR quantile levels δ and risk
control thresholds α, with 10 random seeds. Here, post-hoc conformal CVaR control is applied to the
pre-trained prediction model ŷθ.

Table 3: Sensitivity of task loss and tail risk to absolute changes in hyperparameter t on the battery
storage problem described in Section 5.2. Values given show mean ± 1 stddev of the task loss
E(X,Y )∼D[f(Y, λẑθ(X))] and the financial tail risk CVaRδ

(X,Y )∼D[λ(ẑin
θ (X)− ẑout

θ (X))⊤Y ] for 10
models ŷθ trained with different random seeds. t is calculated as t = t0 +∆t, where t0 denotes the
optimal value of t tuned on the training set. In the case that t0 +∆t ̸∈ [B(λmin), α], no values are
given, as indicated by “-”.

α = 2 α = 5 α = 10

∆t δ = 0.9 0.95 0.99 δ = 0.9 0.95 0.99 δ = 0.9 0.95 0.99

E[
ℓ]

−5 - - - - - - - - −6.5± 0.9
−2 - - - - - −3.3± 1.2 - - −8.2± 2.5
−1 - - −1.3± 0.2 - - −4.1± 1.2 - - −9.1± 2.3
0 −8.6± 3.2 −4.3± 1.6 −1.8± 0.5 −21.3± 7.9 −10.7± 4.0 −4.5± 1.3 −35.6± 6.3 −21.5± 7.9 −9.0± 2.6
1 −6.8± 1.9 −4.4± 1.1 −1.0± 0.7 −19.9± 6.7 −11.3± 3.6 −4.5± 0.8 −35.4± 6.3 −22.2± 7.5 −9.3± 2.1
2 −0.7± 0.3 −0.8± 0.0 0.0± 0.0 −18.1± 5.5 −11.3± 3.1 −3.4± 1.3 −34.8± 6.2 −22.6± 7.0 −8.9± 1.5
5 0.0± 0.0 0.0± 0.0 0.0± 0.0 −0.4± 0.9 −1.9± 0.7 0.0± 0.0 −32.2± 7.2 −21.9± 5.6 −4.8± 3.5

C
V
aR

δ
[L
]

−5 - - - - - - - - 4.4± 0.3
−2 - - - - - 2.3± 0.6 - - 5.9± 1.0
−1 - - 0.9± 0.1 - - 3.0± 0.5 - - 6.6± 0.7
0 1.6± 0.3 1.6± 0.3 1.3± 0.2 3.9± 0.8 4.0± 0.8 3.3± 0.6 7.0± 2.2 8.1± 1.5 6.6± 1.2
1 1.3± 0.3 1.7± 0.2 0.8± 0.6 3.7± 0.8 4.3± 0.6 3.4± 0.5 7.0± 2.1 8.4± 1.4 6.9± 1.0
2 0.1± 0.1 0.3± 0.1 0.0± 0.0 3.4± 0.8 4.3± 0.6 2.6± 1.2 6.9± 2.1 8.6± 1.3 6.7± 1.1
5 0.0± 0.0 0.0± 0.0 0.0± 0.0 0.1± 0.1 0.7± 0.3 0.0± 0.0 6.2± 1.7 8.4± 1.0 3.8± 3.0

t0 - 0.0± 0.0 0.0± 0.0 0.8± 0.3 0.0± 0.0 0.0± 0.0 2.0± 0.7 0.1± 0.1 0.1± 0.1 4.1± 1.5

In Table 3, we compute the task loss and CVaR financial tail risk on the test set under perturbations of
the hyperparameter t from the tuned value t0. Because Theorem 2 only holds when t ∈ [B(λmin), α],
we exclude reporting results when the perturbed t is outside of the required interval. We find that
while our t0 tuned based on the training set is not always optimal for the test set, it is generally close
to the optimal.
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B Conformal Risk Control Algorithm

Algorithm 3 Conformal Risk Control (CRC) for left-continuous, nondecreasing losses

function CRC(parameter space Λ = [λmin, λmax], loss functions {Li : Λ→ R}Ni=1, upper-bound
B : Λ→ R, risk threshold α ∈ R, numerical tolerance ϵ > 0)

λ← λmin, λ← λmax

while λ− λ > ϵ do
λ← (λ+ λ)/2

if 1
N+1

(
B(λ) +

∑N
i=1 Li(λ)

)
≤ α then λ← λ else λ← λ

return λ

C Deferred proofs

Throughout the proofs, we sometimes rely on the property that a disutility function ϕ : R → R ∪
{+∞} corresponding to an OCE risk measure (Definition 1) is a closed function. For completeness,
we provide the definition of a closed function below.
Definition 3 ([14]). A function f : R→ R ∪ {+∞} is closed if its epigraph epi f := {(x, t) ∈ R2 |
f(x) ≤ t} is a closed set in R2.

C.1 Proof of Proposition 1

Define the set

Λ̂′ := {λ ∈ Λ | R̂(λ) ≤ α}, where R̂(λ) :=
1

N + 1

N+1∑
i=1

Li(λ),

and recall the definition of the set Λ̂ from (2), which we state again below:

Λ̂ := {λ ∈ Λ | h(λ) ≤ α} , where h(λ) :=
1

N + 1

(
B(λ) +

N∑
i=1

Li(λ)

)
.

Since Li ≤ B almost surely for every i ∈ [N ], R̂ ≤ h almost surely. Therefore, h(λ) ≤ α implies
R̂(λ) ≤ α almost surely, so Λ̂ ⊆ Λ̂′ almost surely.

Define λ̄ := sup Λ̂ and λ̄′ := sup Λ̂′. We follow the convention that sup ∅ = −∞. Since Λ̂ ⊆ Λ̂′

almost surely, we have λ̄ ≤ λ̄′ almost surely.

We now consider two cases based on whether Λ̂′ is empty or not.

1. Suppose Λ̂′ = ∅. Then Λ̂ = ∅ almost surely, so it is (vacuously) true that for all λ ∈ Λ̂,
E[LN+1(λ)] ≤ α.

If Assumption 3 holds, then λ̄ = λ̄′ = −∞ almost surely, so λ̂ = max{λmin, λ̄} = λmin

almost surely. Therefore, E[LN+1(λ̂)] ≤ α.

2. Suppose Λ̂′ is non-empty. In this case, λ̄′ = max Λ̂′ because (1) {Li}N+1
i=1 are left-continuous

functions, so R̂ is also left-continuous; (2) Λ̂′ contains at least one point; and (3) we assume that
Λ is closed.
Let E be the random multiset of loss functions {L1, . . . , LN+1}, and observe that λ̄′ is a
constant conditional on E. The random functions Li are exchangeable, which implies that

LN+1(λ̄
′) | E ∼ Uniform

{
L1(λ̄

′), . . . , LN+1(λ̄
′)
}
.

Therefore,

E
[
LN+1(λ̄

′) | E
]
=

1

N + 1

N+1∑
i=1

Li(λ̄
′) = R̂(λ̄′).
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Note that R̂ is a random function, because the Li’s are random. By the law of total expectation
(i.e., by further taking an expectation over the random multiset E), we have

E
[
LN+1(λ̄

′)
]
= E

[
R̂(λ̄′)

]
≤ α

where the expectation is over randomness from E, and the inequality comes from the definitions
of Λ̂′ and λ̄′.
Since LN+1 is nondecreasing almost surely and λ̄ ≤ λ̄′ almost surely, we have

E
[
LN+1(λ̄)

]
≤ E

[
LN+1(λ̄

′)
]
≤ α.

Since λ̄ = sup Λ̂ and LN+1 is nondecreasing almost surely,

∀λ ∈ Λ̂ : E[LN+1(λ)] ≤ E[LN+1(λ̄)] ≤ α.

If Assumption 3 holds, then observe that both E[LN+1(λ̄)] ≤ α and E[LN+1(λmin)] ≤ α.
Therefore, E[LN+1(λ̂)] ≤ α.

C.2 Proof of Theorem 1

Lemma 1. If ϕ : R→ R ∪ {+∞} is a disutility function corresponding to an optimized certainty
equivalent risk (Definition 1), then ϕ is left-continuous.

Furthermore, if ϕ only takes on real values, then ϕ is continuous.

Proof of Lemma 1. From the definition of an optimized certainty equivalent risk (Definition 1),
ϕ : R → R ∪ {+∞} is a closed, convex, nondecreasing function. By [14, Proposition 1.1.2],
closedness implies ϕ is lower-semicontinuous.

Next, we show that since ϕ is lower-semicontinuous and nondecreasing, it is left-continuous. Fix any
x0 ∈ R. Since ϕ is monotone, it has a left-limit at x0, which we shall call L:

L := lim
x↑x0

ϕ(x).

Since ϕ is nondecreasing, L ≤ ϕ(x0). Choose any increasing sequence {xn ∈ R}n∈N that converges
to x0. Then by definition of left-limit, we have

lim
n→∞

ϕ(xn)→ L.

Lower semicontinuity at x0 yields

ϕ(x0) ≤ lim inf
x→x0

ϕ(x) ≤ lim inf
n→∞

ϕ(xn) = lim
n→∞

ϕ(xn) = L.

We have thus shown L ≤ ϕ(x0) ≤ L, so ϕ(x0) = L, so ϕ is left-continuous at x0. Since x0 was
arbitrary, ϕ is left-continuous on all of R.

For the case where ϕ is real-valued (i.e., is never infinite), then it is a well-known fact that convex
real-valued functions are continuous.

Proof of Theorem 1. Fix any t ∈ R. By Lemma 1, ϕ is left-continuous. Since (ϕ, {Li}N+1
i=1 , B)

are nondecreasing left-continuous functions, and the composition of nondecreasing left-continuous
functions remains nondecreasing left-continuous, ({L̃i,t}N+1

i=1 , B̃t) are nondecreasing left-continuous
functions. Furthermore, we have B̃t(λ) ≥ L̃i,t(λ) almost surely.

For any λ̂ ∈ Λ̂t, we have

R[LN+1(λ̂)] = inf
t̂∈R

E
[
t̂+ ϕ(LN+1(λ̂)− t̂)

]
≤ E

[
t+ ϕ(LN+1(λ̂)− t)

]
= E[L̃N+1,t(λ̂)] ≤ α,

where the last inequality comes from Proposition 1.
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C.3 Proof of Theorem 2

Theorem 2 states that CVaR risk can be controlled when the loss functions Li are monotone, as
opposed to the stronger nondecreasing requirement from Proposition 1. In this section, we prove
the more general result (Proposition 2) that when Li are monotone, any OCE risk measure whose
disutility function can be written as the composition of another OCE risk measure’s disutility ϕbase

and [.]+ can also be controlled. We then show that Theorem 2 follows as corollary of this more
general result.

Lemma 2. If f : R→ R ∪ {+∞} is a closed function (Definition 3), and g : R→ R is continuous,
then f ◦ g is closed.

Proof of Lemma 2. Let (xn, tn) be a sequence of points in epi(f ◦g) such that (xn, tn)→ (x, t). By
definition of epigraph, f(g(xn)) ≤ tn, so (g(xn), tn) ∈ epi f . Since g is continuous, g(xn)→ g(x),
and thus (g(xn), tn) → (g(x), t). Since f is closed, epi f is closed, so (g(x), t) ∈ epi f . In other
words, f(g(x)) ≤ t, so (x, t) ∈ epi(f ◦ g).
Thus, we have shown that every convergent sequence of points in epi(f ◦ g) converges within
epi(f ◦ g), so epi(f ◦ g) is closed. Therefore, f ◦ g is closed.

Proposition 2. Suppose that Assumptions 1 and 5 hold. Fix any α ∈ R, and let ϕbase : R →
R ∪ {+∞} be a disutility function for some OCE risk measure. Let R be the OCE risk measure
corresponding to the transformed disutility function ϕ(x) := ϕbase([x]+), and define Λ̂t as in
Theorem 1 using this transformed disutility function ϕ. Then, for every t ∈ [B(λmin), α] and every
λ ∈ Λ̂t, we have the risk control bound R[LN+1(λ)] ≤ α.

Proof of Proposition 2. First, we show that ϕ is a valid disutility function. By definition of a disutility
function, ϕbase is convex, closed, and nondecreasing. ϕ is convex because it is the composition of a
convex, nondecreasing function ϕbase and a convex function [·]+. ϕ is nondecreasing because it is the
composition of two nondecreasing functions. By Lemma 2, ϕ is closed because it is the composition of
a closed function ϕbase and a continuous function [·]+. Furthermore, ϕ(0) = ϕbase([0]+) = 0. Finally,
to show that 1 ∈ ∂ϕ(0), we consider two cases. If x < 0, then ϕ(x)−ϕ(0) = ϕ(0)−ϕ(0) = 0 > x. If
x ≥ 0, then ϕ(x)−ϕ(0) = ϕbase(x) ≥ x since 1 ∈ ∂ϕbase(0). Thus, for all x ∈ R, ϕ(x)−ϕ(0) > x,
which shows that 1 ∈ ∂ϕ(0). Therefore, ϕ is a valid disutility function.

Fix any t ≥ B(λmin). Following Theorem 1, we define

L̃i,t(λ) := t+ ϕ(Li(λ)− t) ∀i ∈ [N + 1]

B̃t(λ) := t+ ϕ(B(λ)− t).

We will establish that L̃i,t is nondecreasing and left-continuous. By Assumption 5, Li is monotone
in λ. If Li is nondecreasing in λ, then clearly [Li(λ) − t]+ is nondecreasing in λ as well. If Li is
decreasing in λ, observe that Li(λmin) ≤ B(λmin) ≤ t almost surely, so [Li(λ)− t]+ = 0 almost
surely, for all λ ∈ Λ. Therefore, [Li(λ)− t]+ is almost surely nondecreasing in λ. By Assumption 1,
Li is left-continuous, so [Li(λ)− t]+ is likewise left-continuous in λ. ϕbase is also nondecreasing
(by definition of disutility function) and left-continuous (by Lemma 1). The composition of two
nondecreasing left-continuous functions remains nondecreasing and left-continuous, so ϕ(Li(λ)−
t) = ϕbase([Li(λ)− t]+) is nondecreasing and left-continuous in λ. Therefore, L̃i,t is nondecreasing
and left-continuous.

By a similar argument, B̃t is also nondecreasing and left-continuous. Furthermore, since B(λ) ≥
Li(λ) almost surely, and ϕ is nondecreasing, we have B̃t(λ) ≥ L̃i,t(λ) almost surely.

Thus, B̃t and {L̃i,t}N+1
i=1 satisfy Assumptions 1 and 2. Therefore, by Proposition 1, for every λ̂ ∈ Λ̂t,

R[LN+1(λ̂)] = inf
t̂∈R

E
[
t̂+ ϕ

(
LN+1(λ̂)− t̂

)]
≤ E

[
t+ ϕ

(
LN+1(λ̂)− t

)]
= E

[
L̃N+1,t(λ̂)

]
≤ α.
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We remark that if t ≤ α (which requires α ≥ B(λmin)), then Λ̂t is almost surely nonempty. Note
that B̃t(λmin) = t ≤ α. Every L̃i,t is almost surely bounded above by B̃t, so L̃i,t(λmin) ≤ α almost
surely. Therefore, λmin ∈ Λ̂t almost surely.

On the other hand, if t > α, then Λ̂t is almost surely empty. This is because for every λ ∈ Λ, we have

B̃t(λ) ≥ L̃i,t(λ) ≥ L̃i,t(λmin) ≥ t > α almost surely,

so h̃t(λ) =
1

N+1

(
B̃t(λ) +

∑N
i=1 L̃i,t(λ)

)
> α almost surely. Therefore, for t > α, Proposition 2

is almost surely vacuously true.

Proof of Theorem 2. Theorem 2 follows as a corollary of Proposition 2, where we set ϕbase =
ϕCVaRδ . Then, ϕ = ϕCVaRδ :

ϕ(x) := ϕbase([x]+) = ϕCVaRδ([x]+) =
1

1− δ
[[x]+]+ =

1

1− δ
[x]+ = ϕCVaRδ(x).

C.4 Theorem 3 and its Proof

We start by stating and proving several technical lemmas that will help in the proof of Theorem 3.
Throughout this section, we abbreviate “almost everywhere” as “a.e.”
Lemma 3. If L : Λ→ R is convex and ϕ : R→ R ∪ {+∞} is convex and nondecreasing, then the
function L̃ : Λ× R→ R ∪ {+∞} defined by L̃(λ, t) := t+ ϕ(L(λ)− t) is convex in (λ, t).

Proof. Let a ∈ [0, 1], and fix any (λ1, t1), (λ2, t2) ∈ Λ× R. Suppose L is convex and ϕ is convex
and nondecreasing. Then,

L̃(aλ1 + (1− a)λ2, at1 + (1− a)t2)

= at1 + (1− a)t2 + ϕ(L(aλ1 + (1− a)λ2)− (at1 + (1− a)t2))

≤ at1 + (1− a)t2 + ϕ(aL(λ1) + (1− a)L(λ2)− (at1 + (1− a)t2))

= at1 + (1− a)t2 + ϕ(a(L(λ1)− t1) + (1− a)(L(λ2)− t2))

≤ at1 + (1− a)t2 + aϕ(L(λ1)− t1) + (1− a)ϕ(L(λ2)− t2)

= aL̃(λ1, t1) + (1− a)L̃(λ2, t2).

Lemma 4. Suppose L : Θ× Λ→ R is a 0-1 step function in λ of the form

L(θ, λ) = 1[g(θ) < λ]

where g : Θ→ R is a continuous function whose level sets have measure zero. Then, L is continuous
a.e. in θ.

Proof. Fix λ ∈ R, and define the preimages U = g−1((−∞, λ)), V = g−1((λ,∞)), and W =
g−1({λ}). Clearly, Θ = U ∪ V ∪W . Since the level sets of g have measure zero, W has measure 0.

Since g is continuous, U and V are open sets. For any θ ∈ U , L(θ, λ) = 1 is constant, so L is
continuous on U . Likewise, L is constant and hence continuous on V .

Thus, L is continuous in θ everywhere except on W , a set of measure 0.

Lemma 5. Suppose L : Θ× Λ→ R is piecewise constant, left-continuous, and nondecreasing in λ
with the form

L(θ, λ) = c0(θ) +
∑
j∈N

cj(θ) · 1[gj(θ) < λ]

where (cj : Θ → R)j∈Z+ and (gj : Θ → R)j∈N are continuous functions, (cj(θ))j∈N are non-
negative, and (gj(θ))j∈N is nondecreasing. Assume that the level sets of (gj)j∈N have measure
zero.
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Let ϕ : R → R be an OCE disutility function, and let t ∈ R. Then, the function L̃ : Θ × Λ → R
defined as

L̃(θ, λ) := t+ ϕ(L(θ, λ)− t) = t+ ϕ

c0(θ)− t+
∑
j∈N

cj(θ) · 1[gj(θ) < λ]


is continuous a.e. in θ, piecewise-constant left-continuous nondecreasing in λ, and can be written in
the same form as L, i.e.,

L̃(θ, λ) = c̃0(θ) +
∑
j∈N

c̃j(θ) · 1[gj(θ) < λ]

where (c̃j)j∈Z+
are continuous functions and (c̃j(θ))j∈N are nonnegative.

Proof. For all k ∈ N, define

c′k(θ) := t+ ϕ

c0(θ)− t+

k∑
j=1

cj(θ)

 .

Since ϕ is a nondecreasing function and (cj(θ))j∈N are nonnegative, (c′j(θ))j∈Z+ is a nondecreasing
sequence of reals. (cj)j∈Z+

are continuous by assumption, and ϕ is continuous by Lemma 1, so
(c′j)j∈Z+

are continuous functions.

Observe that L̃ is also piecewise-constant left-continuous nondecreasing in λ:

L̃(θ, λ) =

{
c′0(θ), λ ∈ (−∞, g1(θ)]

c′k(θ), λ ∈ (gk(θ), gk+1(θ)].

Thus, we can write
L̃(θ, λ) = c̃0(θ) +

∑
j∈N

c̃j(θ) · 1[gj(θ) < λ],

where
c̃0(θ) = c′0(θ), c̃j(θ) := c′j(θ)− c′j−1(θ) ∀j ∈ N.

Because (c′j(θ))j∈Z+
are nondecreasing, (c̃j(θ))j∈N are nonnegative. Furthermore, (c̃j)j∈Z+

inherit
continuity from (c′j)j∈Z+

.

By Lemma 4, each 1[gj(θ) < λ] is continuous a.e. in θ. The product of continuous a.e. functions
is continuous a.e., so each term c̃j(θ) · 1[gj(θ) < λ] is continuous a.e. in θ. The countable sum of
continuous a.e. functions remains continuous a.e., so L̃ is continuous a.e. in θ.

Now, we are ready to state the formal assumptions needed for Theorem 3.

Assumption 6. The functions B and {Li}Ni=1 are of the form

B(λ) = b0 +
∑
j∈N

bj · 1[dj < λ], Li(θ, λ) = ci,0(θ) +
∑
j∈N

ci,j(θ) · 1[gi,j(θ) < λ]

where

1. (ci,j : Θ→ R)i∈[N ],j∈Z+
and (gi,j : Θ→ R)i∈[N ],j∈N are continuous functions;

2. (bj ∈ R)j∈N and (ci,j(θ))i∈[N ],j∈N are nonnegative;
3. (dj ∈ R)j∈N and (gi,j(θ))j∈N for all i are nondecreasing sequences, and {dj}j∈N ∪
{gi,j(θ)}i∈[N ],j∈N are all unique; and

4. (gi,j)i∈[N ],j∈N are differentiable a.e., and all of their level sets have measure zero.
Assumption 7. Suppose that the inner problem in (8) exhibits strong duality (e.g., Slater’s condition
holds). Let µ(θ) denote the optimal Lagrange multiplier arising from the dual problem to (8). Define

ℓ̃(θ, λ) :=


λ, if

∑N
i=1 ℓi is strictly increasing in λ

−λ, if
∑N

i=1 ℓi is strictly decreasing in λ
1
N

∑N
i=1 ℓi(θ, λ), if

∑N
i=1 ℓi is strictly convex in λ

.

The following regularity conditions hold:
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1. ∂
∂λ ℓ̃ exists and is continuously differentiable in (θ, λ) in a neighborhood around (θ, λ(θ));

2. B ∪ {Li}Ni=1 are twice continuously differentiable in (θ, λ) in a neighborhood around (θ, λ(θ));
3. ϕ is twice continuously differentiable in neighborhoods around B(λ(θ))− t and Li(θ, λ(θ))− t

for each i ∈ [N ]; and

4.

[
∂2

∂λ2 ℓ̃(θ, λ(θ)) + µ(θ) · ∂2

∂λ2 h̃t(θ, λ(θ))
∂h̃t

∂λ (θ, λ(θ))

µ(θ) · ∂h̃t

∂λ (θ, λ(θ)) h̃t(θ, λ(θ))− α

]
is invertible.

With these assumptions stated, we now state the full version of Theorem 3.
Theorem 3. Let ϕ : R→ R be an OCE disutility function. Suppose Assumptions 1 and 2 hold and
that the inner problem in (8) is feasible.

(i) Suppose
∑N

i=1 ℓi is strictly decreasing in λ; the set {θ ∈ Θ | h̃t(θ, λ) = α} has measure zero
for all λ; and {B} ∪ {Li}Ni=1 are piecewise constant in λ. Under the standard differentiability
and regularity conditions in Assumption 6, we may obtain a closed-form expression for dλ

dθ a.e.
(ii) Suppose

∑N
i=1 ℓi is strictly convex or strictly monotone in λ, and {B} ∪ {Li}Ni=1 are convex in

λ. Under the standard differentiability and regularity conditions in Assumption 7, the derivative
dλ
dθ (θ) exists and has a closed-form expression.

Proof. Setting (i). By Lemma 5, each L̃i,t(θ, λ) := t + ϕ(Li(θ, λ) − t) is piecewise-constant
left-continuous nondecreasing in λ and can be written in the form

L̃i,t(θ, λ) = c̃i,0(θ) +
∑
j∈N

c̃i,j(θ) · 1[gi,j(θ) < λ],

where (c̃i,j)j∈Z+
are continuous functions and (c̃i,j(θ))j∈N are nonnegative. Similarly, B̃t is

piecewise-constant left-continuous nondecreasing and can be written in the form

B̃t(λ) = b̃0 +
∑
j∈N

b̃j · 1[dj < λ]

where (b̃j)j∈N are nonnegative. Thus, h̃t(θ, λ) :=
1

N+1

(
B̃t(λ) +

∑N
i=1 L̃i,t(θ, λ)

)
is piecewise-

constant left-continuous nondecreasing in λ and can be written in the form

h̃t(θ, λ) = c
(h)
0 (θ) +

∑
j∈N

c
(h)
j (θ) · 1[g(h)j (θ) < λ].

The sequence of steps is given by

(g
(h)
j (θ))j∈N = sort_ascending({dj}j∈N ∪ {gi,j(θ)}i∈[N ],j∈N),

which yields a strictly increasing sequence because {dj}j∈N ∪ {gi,j(θ)}i∈[N ],j∈N are all unique
by assumption. The nonnegative coefficients (c

(h)
j (θ))j∈Z+

are defined appropriately in terms of

(b̃j)j∈Z+
and (c̃i,j)i∈[N ],j∈Z+

, and (c
(h)
j )j∈Z+

inherit their continuity.

The functions (g(h)j )j∈N are differentiable a.e. and continuous; these properties are inherited from
(dj)j∈N (which are constant) and (gi,j)i∈[N ],j∈N (which are differentiable a.e. and continuous by
assumption).

By Lemma 5, each L̃i,t is continuous a.e. in θ. B̃t is constant in θ, and therefore also continuous in θ.
h̃t is a countable, weighted sum of B̃t and L̃i,t for i ∈ [N ], so it is continuous a.e. in θ.

Recall from (8) that

λ(θ) := argmin
λ∈Λ

1

N

N∑
i=1

ℓi(θ, λ) s.t. h̃t(θ, λ) ≤ α.

Because each ℓi is strictly decreasing in λ, we may equivalently write the optimization problem as
maximizing λ subject to the constraint on h̃t and leave the optimal solution λ(θ) unaffected:

λ(θ) = max
λ∈Λ

λ s.t. h̃t(θ, λ) ≤ α.
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By assumption, the optimization problem is feasible and h̃t(θ, λ) ̸= α θ-almost everywhere. Thus,
for all θ except on a negligible set, one of the two following cases must hold:

1. h̃t(θ, λ) < α for every λ ∈ Λ.

Then, λ(θ) = maxΛ. We showed above that h̃t(θ,maxΛ) is continuous a.e. in θ. Thus, for θ
a.e., there exists a neighborhood N (θ) around θ for which h̃t(θ

′,maxΛ) < α for all θ′ ∈ N (θ).
Thus, λ(θ) = maxΛ for all θ′ ∈ N (θ), so dλ

dθ (θ) =
d
dθ maxΛ = 0.

2. There exists an index k ∈ N such that

c
(h)
0 (θ) +

k∑
j=1

c
(h)
j (θ) · 1[g(h)j (θ) < λ(θ)] < α,

c
(h)
0 (θ) +

k+1∑
j=1

c
(h)
j (θ) · 1[g(h)j (θ) < λ(θ)] > α.

In this case, because the objective seeks to maximize λ and (g
(h)
j (θ))j∈N is a strictly increasing

sequence, λ(θ) = g
(h)
k+1(θ).

As shown above, g(h)k+1 is differentiable a.e. Now, suppose that g(h)k+1 is differentiable at θ.
Consider any entry θq of the parameter vector θ, and let eq denote the standard unit basis vector
along coordinate q. Then the partial derivative of λ with respect to θq is

∂λ

∂θq
(θ) = lim

s→0

λ(θ + seq)− λ(θ)

s

= lim
s→0

λ(θ + seq)− g
(h)
k+1(θ)

s

= lim
s→0

g
(h)
k+1(θ + seq)− g

(h)
k+1(θ)

s

=
∂g

(h)
k+1

∂θq
(θ).

The third equality comes from observing that (c(h)j )j∈Z+
and (g

(h)
j )j∈N are continuous functions,

so there exists an ϵ > 0 such that for all s ∈ [0, ϵ],

c
(h)
0 (θ + seq) +

k∑
j=1

c
(h)
j (θ + seq) · 1[g(h)j (θ + seq) < λ(θ + seq)] < α

c
(h)
0 (θ + seq) +

k+1∑
j=1

c
(h)
j (θ + seq) · 1[g(h)j (θ + seq) < λ(θ + seq)] > α.

Thus, for all s ∈ [0, ϵ], λ(θ + seq) = g
(h)
k+1(θ + seq).

Since ∂λ
∂θq

=
∂g

(h)
k+1

∂θq
for all coordinates q, we have dλ

dθ (θ) =
dg

(h)
k+1

dθ (θ).

Therefore, we have derived a closed-form expression for dλ
dθ (θ) almost everywhere.

Setting (ii). Since ϕ is convex and nondecreasing, {B̃t} ∪ {L̃i,t}Ni=1 are convex in λ by Lemma 3.
Therefore, h̃t is convex in λ.

Recall from (8) that

λ(θ) := argmin
λ∈Λ

1

N

N∑
i=1

ℓi(θ, λ) s.t. h̃t(θ, λ) ≤ α.
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If
∑N

i=1 ℓi is strictly increasing (or decreasing) in λ but not strictly convex in λ, observe that we may
replace the objective 1

N

∑N
i=1 ℓi with simply λ (or −λ) in (8) without changing the solution λ(θ).

Concretely, let

ℓ̃(θ, λ) :=


λ, if

∑N
i=1 ℓi is strictly increasing in λ

−λ, if
∑N

i=1 ℓi is strictly decreasing in λ
1
N

∑N
i=1 ℓi(θ, λ), if

∑N
i=1 ℓi is strictly convex in λ

Then,
λ(θ) = argmin

λ∈Λ
ℓ̃(θ, λ) s.t. h̃t(θ, λ) ≤ α. (11)

Since λ(θ) is the solution to a convex optimization problem whose objective ℓ̃ is either strictly convex
or convex and strictly monotone, the solution is unique. Every convex optimization problem can
be equivalently reformulated as a convex conic problem [1]. Then, the implicit function theorem,
applied to the KKT equality conditions, gives sufficient conditions for dλ

dθ (θ) to exist [3, 2, 1].

Specifically, define the Lagrangian L : Λ× R×Θ→ R and the function g : Λ× R×Θ→ R2 by

L(λ, µ, θ) := ℓ̃(θ, λ) + µ · (h̃t(θ, λ)− α)

g(λ, µ, θ) :=

[
∂L
∂λ (λ, µ, θ)

µ · (h̃t(θ, λ)− α)

]
.

The KKT equality conditions for primal-dual optimality of (λ(θ), µ(θ)) are precisely given by

g(λ(θ), µ(θ), θ) = 0.

By the implicit function theorem [8], if

(a) (11) satisfies strong duality (e.g., if Slater’s condition holds);
(b) g(λ(θ), µ(θ), θ) = 0;
(c) g is continuous differentiable in (λ, µ, θ) in a neighborhood around (λ(θ), µ(θ), θ); and
(d) ∂g

∂(λ,µ) (λ(θ), µ(θ), θ) is invertible,

then the derivative dλ
dθ (θ) exists and is given by[
dλ
dθ (θ)
dµ
dθ (θ)

]
= −

[
∂g

∂(λ, µ)
(λ(θ), µ(θ), θ)

]−1
∂g

∂θ
(λ(θ), µ(θ), θ).

Assumption 7 directly satisfies condition (a), and the KKT equality conditions satisfy condition
(b). Condition (c) is satisfied if h̃t, ∂ ℓ̃

∂λ , and ∂h̃t

∂λ are continuously differentiable in (θ, λ) in a
neighborhood around (θ, λ(θ)). Assumption 7.1 guarantees that this holds for ∂ ℓ̃

∂λ , and Assumptions
7.2/7.3 guarantee that this holds for h̃t and ∂ht

∂λ .

Finally, note that

∂g

∂(λ, µ)
(λ(θ), µ(θ), θ) =

[
∂2

∂λ2 ℓ̃(θ, λ(θ)) + µ(θ) · ∂2

∂λ2 h̃t(θ, λ(θ))
∂h̃t

∂λ (θ, λ(θ))

µ(θ) · ∂h̃t

∂λ (θ, λ(θ)) h̃t(θ, λ(θ))− α

]
,

which Assumption 7.4 specifies is invertible, thus satisfying condition (d).

We now briefly remark on Theorem 3(i)’s use of Assumption 6.4 and its relevance in practice. Recall
that Assumption 6.4 assumes gi,j : Θ → R is differentiable a.e. and its level sets have measure
zero. The following two lemmas show that both of these conditions are easily satisfied if gi,j is a
neural network with Lipschitz continuous activation functions and a bias term in its final output layer.
For instance, in Example 2, gi,j(θ) = fθ(Xi)j is the output of a neural network fθ (albeit a neural
network with a more complex U-Net [43, 23] architecture than a MLP).
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Lemma 6. A multi-layer perceptron (MLP) with Lipschitz continuous activation functions is locally
Lipschitz continuous and therefore differentiable a.e. with respect to its parameters.

Specifically, let gK : Θ→ Rn denote a K-layer MLP for some K ∈ N, defined recursively as

gk(θ) := gk(θ1:k) := σk(Wk · gk−1(θ1:k−1) + bk) ∀k ∈ [K]

g0 ∈ Rd is the fixed input to the MLP.

Here, (Wk, bk) are the weight matrix and bias vector in each layer k, and we use the shorthand
notation θ1:k := (W1:k, b1:k), and θ := θ1:K . If each σk is a Lipschitz continuous activation function,
then gK is locally Lipschitz continuous and therefore differentiable a.e. in θ.

Proof. We use induction on k. For the base case k = 0, g0 is constant and therefore (locally)
Lipschitz continuous.

Now, fix some θ and suppose gk−1 is locally Lipschitz continuous in a neighborhood N (θ) around θ
with local Lipschitz constant Lk−1:

∀θ′ ∈ N (θ) : ∥gk−1(θ
′)− gk−1(θ)∥ ≤ Lk−1 ∥θ′ − θ∥ .

Define n̄ := supθ′∈N (θ) ∥θ′∥ < ∞ and ḡk−1 := ∥gk−1(θ)∥ + Lk−1 diam(N (θ)) so that
∥gk−1(θ

′)∥ ≤ ḡk−1 for all θ′ ∈ N (θ). Let Mk be the Lipschitz constant of σk. Then, for all
θ, θ′:

∥gk(θ′)− gk(θ)∥
= ∥σk(W

′
k · gk−1(θ

′) + b′k)− σk(Wk · gk−1(θ) + bk)∥
≤Mk ∥W ′

k · gk−1(θ
′) + b′k − (Wk · gk−1(θ) + bk)∥

≤Mk (∥W ′
k · gk−1(θ

′)−Wk · gk−1(θ)∥+ ∥b′k − bk∥)
≤Mk (∥W ′

k · gk−1(θ
′)−Wk · gk−1(θ)∥+ ∥θ′ − θ∥) .

We have

∥W ′
k · gk−1(θ

′)−Wk · gk−1(θ)∥
= ∥W ′

k · gk−1(θ
′)−W ′

k · gk−1(θ) +W ′
k · gk−1(θ)−Wk · gk−1(θ)∥

≤ ∥W ′
k · gk−1(θ

′)−W ′
k · gk−1(θ)∥+ ∥W ′

k · gk−1(θ)−Wk · gk−1(θ)∥
≤ ∥W ′

k∥ ∥gk−1(θ
′)− gk−1(θ)∥+ ∥W ′

k −Wk∥ ∥gk−1(θ)∥
≤ n̄ · Lk−1 ∥θ′ − θ∥+ ∥θ′ − θ∥ ḡk−1.

Putting these results together yields

∥gk(θ′)− gk(θ)∥ ≤Mk(n̄Lk−1 + ḡk−1 + 1) ∥θ′ − θ∥ .

Thus, gk is locally Lipschitz in θ on the neighborhood N (θ) with Lipschitz constant Lk =
Mk(n̄Lk−1 + ḡk−1 + 1).

Hence, by induction, gK is locally Lipschitz in θ. Finally, by Rademacher’s Theorem [15, Corollary
4.12], gK is differentiable a.e.

Lemma 7. Let W ⊆ Rn be an open set, and let h : W → R be a continuous function. If
g : W × R → R is defined by g(w, b) := h(w) + b, then for every c ∈ R, the c-level set of g,
Lc := {(w, b) ∈W × R | g(w, b) = c}, has measure zero.

Proof. First, we establish measurability of Lc. g is measurable because it is continuous, and
Lc = g−1({c}) is the preimage of the Borel measurable singleton set {c}. Therefore, Lc is a
measurable set, and its indicator function 1Lc

is a measurable function.
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For any m ∈ N, let λm denote the Lebesgue measure on Rm. Then,

λn+1(Lc) =

∫
Rn+1

1Lc
(w, b) dλn+1(w, b)

=

∫
Rn

∫
R
1Lc

(w, b) dλ1(b) dλn(w) Tonelli’s theorem

=

∫
Rn

λ1({b ∈ R | g(w, b) = c}) dλn

=

∫
Rn

λ1({c− h(w)}) dλn {b | g(w, b) = c} = {c− h(w)}

=

∫
Rn

0 dλn = 0 singleton sets have 0 measure

C.5 Convexity of h̃

In this section, for ease of exposition, we write h̃(λ, t) instead of h̃t(λ). The following proposition is
used to show that (12) is convex.

Proposition 3. Under the assumptions of Theorem 1 or Theorem 2, h̃(λ, t) is nondecreasing in λ

and convex in t. Furthermore, if {Li}Ni=1 and B are convex, then h̃ is jointly convex in (λ, t).

Proof. First, we show that h̃(λ, t) is nondecreasing in λ.

• In the setting of Theorem 1 (i.e., Assumptions 1 and 2), the functions {B,L1, . . . , LN} are all
nondecreasing. Since ϕ is also nondecreasing, L̃i,t and B̃t are also nondecreasing. Thus, h̃ is
nondecreasing in λ.

• In the setting of Theorem 2 (i.e., Assumptions 1 and 5 with CVaR risk), we showed in Ap-
pendix C.3 that L̃i,t and B̃t are nondecreasing. Thus, h̃ is nondecreasing in λ.

Second, we show that h̃(λ, t) is convex in t. We start by showing that B̃t(λ) is convex in t. For any
a ∈ [0, 1],

B̃at+(1−a)t(λ) = at+ (1− a)t+ ϕ(B(λ)− at+ (1− a)t)

= at+ (1− a)t+ ϕ(a(B(λ)− t) + (1− a)(B(λ)− t))

≤ at+ (1− a)t+ aϕ(B(λ)− t) + (1− a)ϕ(B(λ)− t) ϕ is convex

= aB̃t(λ) + (1− a)B̃t(λ).

An identical argument shows that L̃i,t is convex in t. Since h̃ is the sum of functions that are convex
in t, h̃ is convex in t.

If {Li}Ni=1 and B are convex (in λ), then by Lemma 3, {L̃i,t}Ni=1 and B̃t are all convex in (λ, t).
Since h̃ is their mean, it is also convex in (λ, t).

D Experimental details

Computational resources Our experiments were performed on two computers with the following
hardware:

1. 2× AMD EPYC 7513 32-Core CPUs, 4× NVIDIA A100 GPUs (80GiB GPU memory each), 1
TiB RAM

2. Intel Core i9-12900KS CPU, 2× NVIDIA RTX A6000 GPUs (48GiB GPU memory each), 125
GiB RAM

Our code (see supplementary ZIP file) is written in Python and primarily relies on the PyTorch [40]
deep learning library. We use the Adam optimizer [30].
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D.1 Tumor image segmentation

Datasets We used images from 4 public datasets (CVC-ClinicDB [13], CVC-ColonDB [12], ETIS-
LaribPolypDB [46], Kvasir-SEG [28]), yielding a total of 2,188 images with per-pixel binary mask
labels. Following a similar setup to [23], we used 1,450 images from the CVC-ClinicDB and Kvasir-
SEG datasets to form a training set; we used the same training split as [23]. From the remaining 738
images, we created 10 different val (400 images) / test (338 images) splits from different random
seeds.

Note that unlike [23], we did include the “CVC-300” dataset in our test set, as “CVC-300” is a
duplicate of CVC-ColonDB.

Model fine-tuning We use a pretrained PraNet [23] model, which features a Res2Net [24] backbone
and a U-Net-like [43] decoder. During model fine-tuning, we only update the weights of the decoder;
we keep the Res2Net backbone weights frozen. We tune the learning rate with a grid search over
(10−2, 10−3, 10−4, 10−5, 10−6). Models are trained with a batch size of 400 for up to 100 epochs
with early-stopping after 10 epochs of no improvement on the val set.

We compare two different forms of fine-tuning, as shown in Figure 1.

• “cross-entropy” fine-tuning refers to using the same multi-scale binary cross-entropy loss that
[23] used to pretrain the PraNet model.

• “conformal risk training” refers to using the gradient (9). Recall that Example 2 derives the
exact expression dλ(θ)

dθ = d
dθ fθ(Xi)j where j is the index of some pixel in some image i of the

training minibatch. This gradient may have high variance because it is the gradient through the
model’s output on exactly a single pixel among an entire minibatch of images. In practice, we
reduce the variance of the gradient estimator by averaging the model’s gradient over other pixels
with similar model outputs:

dλ(θ)

dθ
≈ 1

M

∑
(i,j)∈I

d

dθ
fθ(Xi)j

for the M indices I = {(ik, jk)}Mk=1 whose values fθ(Xik)jk are closest to λ(θ). (We set M
dynamically to be 0.5% of the number of positive pixels in each minibatch.) This approach
is inspired by the variance reduction techniques introduced by [26, 39], which show reduced
gradient estimation variance at the expense of possibly incurring some estimation bias. We leave
it to future work to formally analyze bias-variance trade-off of this gradient estimator.

Computational efficiency Our conformal risk training procedure imposes negligible computational
overhead compared to fine-tuning using the standard binary cross-entropy loss. For each minibatch
of M images with d pixels each, the only overhead is incurred by the binary search procedure from
Algorithm 1. In practice, we implement this by sorting the model outputs {fθ(Xi)j}i∈[M ], j∈[d],
which requires O(Md logMd) time complexity and took on average <50 milliseconds of wall-clock
time per minibatch.

D.2 Battery storage operations

Dataset We use the same dataset as Donti et al. [19] in our battery storage problem. In this dataset,
the target y ∈ R24 is the hourly PJM day-ahead system energy price for 2011-2016, for a total of
2189 days. However, whereas Donti et al. [19] excluded any days whose electricity prices are too
high (>$500/MWh), our conformal risk training method is specifically designed to handle tail-risk,
so we did not exclude these “outliers.” For predicting target for a given day, the inputs x ∈ R77

include the previous day’s log-prices, the given day’s hourly load forecast, the previous day’s hourly
temperature, and several calendar-based features such as whether the given day is a weekend or a US
holiday.

Unlike Donti et al. [19], we did not include the given day’s hourly temperature as input features, as
such features are unavailable in practice (although temperature forecasts may be available). To make
the problem instance more challenging, we also added i.i.d. N (0,

√
20) noise to the price targets.
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We take a random 20% subset of the dataset as the test set; because the test set is selected randomly,
it is considered exchangeable with the rest of the dataset. For each of 10 seeds, we further use a
65%/35% random split of the remaining data for training and calibration.

Decision constraints We note that we use a different, but equivalent, parameterization of the battery
state-of-charge constraints. Donti et al. [19] use the task loss

f(y, z) =

T∑
t=1

yt(z
in − zout)t + ϵflex

∥∥∥∥zstate − C

2
1

∥∥∥∥2 + ϵramp
(∥∥zin∥∥2 + ∥∥zout∥∥2)

with constraints, for all t = 1, . . . , T :
zstate0 = C/2, zstatet = zstatet−1 − zoutt + γzint ,

0 ≤ zin ≤ cin, 0 ≤ zout ≤ cout, 0 ≤ zstatet ≤ C.

Instead of using a zstate variable to represent state of charge, we equivalently express the task loss and
constraints in terms of a variable znet ∈ RT representing the difference of the state of charge from the
starting point. Letting z = (zin, zout, znet) denote the decision vector, we have

f(y, z) = y⊤(zin − zout) + ϵflex
∥∥znet

∥∥2 + ϵramp
(∥∥zin∥∥2 + ∥∥zout∥∥2)

with constraint set

Z =

(zin, zout, znet) ∈ R3T

∣∣∣∣∣∣∣
∀t ∈ [T ] : znet

t :=

t∑
τ=1

γzinτ − zoutτ ,

0 ≤ zin ≤ cin, 0 ≤ zout ≤ cout, −C/2 ≤ znet ≤ C/2

 .

This reparameterization is necessary for the decision variable z to satisfy our “decision-scaling”
requirement: if z ∈ Z , then ∀λ ∈ [0, 1], λz ∈ Z .

Model and fine-tuning Our price forecasting model ŷθ is a fully-connected multilayer perceptron
(MLP) with 3 hidden layers, each with 256 units, LeakyReLU activation, and batch normalization
[27] layers. We use a batch size of 400.

We pretrain the MLP to predict prices using a mean squared error (MSE) loss. During pretraining,
we tune the learning rate across (10−4, 10−3.5, 10−3, 10−2.5, 10−2, 10−1.5), and we use L2 weight
deecay strength of 10−4. We pretrain for up to 500 epochs with early-stopping after 20 epochs of no
improvement on the val set.

During fine-tuning, we tune the learning rate with a grid search over (10−2, 10−3, 10−4, 10−5)
and we keep the 10−4 L2 weight decay. We fine-tune for up to 100 epochs with early-stopping
after 10 epochs of no improvement on the val set. During fine-tuning, we use a 90%/10% weighted
combination of the fine-tuning loss and the MSE loss.

We compare two different forms of fine-tuning, as shown in Figure 2.

• “task loss” refers to fine-tuning the model ŷθ using the decision-focused learning task loss from
[19]. As explained in Section 5.2, we define the decision for an input x as

ẑθ(x) := argmin
z∈Z

f(ŷθ(x), z),

and the task loss incurred is f(y, ẑθ(x)). Thus, “task loss” fine-tuning refers to using f(y, ẑθ(x))
as the training loss function.

• “conformal risk training” refers to using the gradient (9). In this battery storage problem, we
seek to control the CVaR tail risk of the financial term L(θ, λ) = λ(ẑin

θ (X)− ẑout
θ (X))⊤Y while

minimizing the task loss ℓ(θ, λ) = f(Y, λẑθ(X)). We seek to solve

min
θ∈Θ, λ∈Λ

E(X,Y )∼P [f(Y, λẑθ(X))] s.t. CVaRδ
(X,Y )∼P [λ(ẑ

in
θ (X)− ẑout

θ (X))⊤Y ] ≤ α.

During each minibatch of training, we pick the t that allows for the largest λ. In other words, we
pick λ(θ) by solving the convex optimization problem

λ(θ) = argmax
λ∈Λ

max
t∈R

λ s.t. h̃t(θ, λ) ≤ α, B(λmin) ≤ t ≤ α. (12)

This problem is convex because h̃t is jointly convex in (λ, t) by Proposition 3. The gradient
term dλ(θ)

dθ is then given by Theorem 3(ii) with the ϕCVaRδ disutility function.
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Computational efficiency Our conformal risk training procedure imposes negligible computational
overhead compared to fine-tuning using the task loss. For each minibatch, the main overhead incurred
is from solving and differentiating through (12), which we found in practice to require on average
<50 milliseconds of wall-clock time per minibatch using cvxpylayers [1].

E Conformal risk training subsumes conformal training

In this section, we illustrate how our method, conformal risk training, includes conformal training
(ConfTr) from Stutz et al. [47] as a special case.

Consider the multi-class classification problem with classes Y = {1, . . . ,K}. For a nonconformity
score function sθ : X × Y → R parameterized by θ, conformal prediction [49, 45, 4] forms a
prediction set

Cθ(X;λ) = {k ∈ Y | sθ(X, k) ≤ 1− λ}.
The overall goal posed by Stutz et al. [47] is to optimize inefficiency (i.e., minimize the average size of
the conformal prediction set) subject to a minimum coverage rate. The minimum coverage constraint
can be expressed using the loss function L(θ, λ) := 1[sθ(X,Y ) > 1− λ], which is left-continuous
and nondecreasing in λ. Since E[L(θ, λ)] = Pr(sθ(X,Y ) > 1 − λ) = Pr(Y ̸∈ Cθ(X;λ)), the
constraint E[L(θ, λ)] ≤ α is equivalent to Pr(Y ∈ Cθ(X;λ)) ≥ 1− α.

To optimize inefficiency, Stutz et al. [47] proposes using cost function that is the sum of a soft
assignment of classes:

ℓ(θ, λ) := max

(
0,

K∑
k=1

σ

(
(1− λ)− sθ(X, k)

T

)
− 1

)
,

where T is a temperature hyperparameter. Thus, this problem is an instance of the end-to-end optimal
risk control problem

min
θ∈Θ, λ∈Λ

E[ℓ(θ, λ)] s.t. E[L(θ, λ)] ≤ α.

Given a dataset D = {(Xi, Yi)}Ni=1 drawn exchangeably from P , let Li(θ, λ) := 1[sθ(Xi, Yi) >
1− λ]. Clearly, every Li is bounded by B = 1. Following the conformal risk control procedure, and
noting that smaller values of λ yield lower objective values, we may pick

λ(θ) := sup

{
λ ∈ R

∣∣∣∣∣ 1

N + 1

(
1 +

N∑
i=1

1[sθ(Xi, Yi) > 1− λ]

)
≤ α

}

= sup

{
λ ∈ R

∣∣∣∣∣ 1

N + 1

(
1 +

N∑
i=1

(1− 1[sθ(Xi, Yi) ≤ 1− λ])

)
≤ α

}

= sup

{
λ ∈ R

∣∣∣∣∣ 1− 1

N + 1

N∑
i=1

1[sθ(Xi, Yi) ≤ 1− λ] ≤ α

}

= sup

{
λ ∈ R

∣∣∣∣∣
N∑
i=1

1[sθ(Xi, Yi) ≤ 1− λ] ≥ (N + 1)(1− α)

}
= 1− sθ,(⌈(N+1)(1−α)⌉)

(13)

where sθ,(j) denotes the j-th smallest value of the set S := {sθ(Xi, Yi)}Ni=1∪{∞}. By Proposition 1,
λ(θ) satisfies Pr(Y ∈ Cθ(X;λ(θ))) ≥ 1− α.

We note that whereas Stutz et al. [47] approximates dλ(θ)
dθ using differentiable approximate ranking

and sorting operations, the gradient can be computed exactly [26, 51, 39]. That is, if sθ(Xi, Yi) is
differentiable w.r.t. θ for all i = 1, . . . , N and if sθ,(⌈(N+1)(1−α)⌉) is unique amongst the calibration
scores, then by [51, Theorem 2]

dλ(θ)

dθ
=

{
− d

dθ sθ(Xσ(k), Yσ(k)), if α ≥ 1
N+1

0, otherwise

where k = ⌈(N + 1)(1− α)⌉ and σ : [N ] → [N ] denotes the permutation that sorts the scores in
ascending order, such that sθ(Xσ(i), Yσ(i)) ≤ sθ(Xσ(j), Yσ(j)) for all i < j.
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