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Abstract

Recent works show that reducing the number of layers in a convolutional neural network can enhance efficiency while maintaining the performance of the network. Existing depth compression methods remove redundant non-linear activation functions and merge the consecutive convolution layers into a single layer. However, these methods suffer from a critical drawback; the kernel size of the merged layers becomes larger, significantly undermining the latency reduction gained from reducing the depth of the network. We show that this problem can be addressed by jointly pruning convolution layers and activation functions. To this end, we propose LayerMerge, a novel depth compression method that selects which activation layers and convolution layers to remove, to achieve a desired inference speed-up while minimizing performance loss. Since the corresponding selection problem involves an exponential search space, we formulate a novel surrogate optimization problem and efficiently solve it via dynamic programming. Empirical results demonstrate that our method consistently outperforms existing depth compression and layer pruning methods on various network architectures, both on image classification and generation tasks. We release the code at https://github.com/snu-mllab/LayerMerge.

1. Introduction

Convolutional neural networks (CNNs) have shown remarkable performance in various vision-based tasks such as classification, segmentation, and object detection (Krizhevsky et al., 2012; Chen et al., 2018a; Girshick, 2015). More recently, diffusion probabilistic models employing U-Net based architecture are demonstrating great performance in various high-quality image generation tasks (Ho et al., 2020; Ronneberger et al., 2015). However, the impressive capabilities of these models on complex vision tasks come at the cost of increasingly higher computational resources and inference latency as they are scaled up (Nichol & Dhariwal, 2021; Liu et al., 2022).

An effective approach to address this is structured pruning, which consists of removing redundant regular regions of weights, such as channels, filters, and entire layers, to make the model more efficient without requiring specialized hardware while preserving its performance. In particular, channel pruning methods remove redundant channels in CNNs (Molchanov et al., 2016; Li et al., 2017; Shen et al., 2022).
While these methods have shown significant improvements in accelerating models and reducing their complexity, they are less effective on architectures with a low number of channels compared to methods that reduce the number of layers in the network (Elkerdawy et al., 2020; Fu et al., 2022; Kim et al., 2023). One approach to reduce the number of layers is layer pruning, which removes entire layers in the network (Chen & Zhao, 2018; Elkerdawy et al., 2020). Although such methods achieve a larger speed-up factor, they tend to suffer from severe degradation in performance due to their aggressive nature in removing parameters (Fu et al., 2022).

To this end, a line of research called depth compression or depth shrinking proposes to remove redundant non-linear activation functions and to merge the resulting consecutive convolution layers into a single layer to achieve higher inference speed-up (Dror et al., 2022; Fu et al., 2022; Kim et al., 2023). However, these methods have a fundamental limitation; merging consecutive convolution layers leads to an increase in the kernel size of the merged layers, significantly hindering the latency reduction gained from reducing the depth of the network (Figure 1).

In this work, we argue that this critical drawback of existing depth compression methods can be addressed by extending the search space and jointly optimizing the selection of both non-linear activation layers and the convolution layers to remove (Figure 2). Since the corresponding optimization problem involves an exponential number of potential solutions, we propose a novel surrogate optimization problem that can be solved exactly via an efficient dynamic programming (DP) algorithm.

In particular, we make the following contributions:

- We propose a novel depth compression approach that introduces a new pruning modality; removing the convolution layers in addition to activation layers. This formulation encompasses the search space of existing depth compression methods and enables us to bypass the increase in the kernel size of the merged convolution layers (Figure 2).
- We propose a surrogate optimization problem that can be solved exactly via a DP algorithm. We further develop an efficient method to construct DP lookup tables, leveraging the inherent structure of the problem.
- We conduct extensive experiments and demonstrate the effectiveness of our method on image classification and generation tasks with different networks, including ResNet, MobileNetV2, and DDPM (He et al., 2016; Sandler et al., 2018; Ho et al., 2020).

2. Preliminaries

Let \( f_{\theta_l} \) and \( \sigma_l \) denote the \( l \)-th convolution layer and the \( l \)-th activation layer, respectively. Here, \( \theta_l \) denotes the parameters of the convolution layer \( f_{\theta_l} \). An \( L \)-layer CNN can be represented as \( \bigcirc_{l=1}^{L} (\sigma_l \circ f_{\theta_l}) \), where \( \bigcirc \) denotes an iterated function composition, and the last activation function \( \sigma_L \) is set to identity.

Depth compression methods eliminate less important non-linear activation layers, then merge consecutive convolution layers into a single layer by applying a convolution opera-
tion to their parameters (Dror et al., 2022; Fu et al., 2022; Kim et al., 2023). This approach leverages the fact that the successive convolution layers $f_{\theta_j} \circ f_{\theta_{j-1}} \circ \cdots \circ f_{\theta_0}$ can be represented as single equivalent convolution layer $f_{\theta_j \ast \cdots \ast \theta_1}$, where $\ast$ denotes the convolution operation.

However, this method has a fundamental limitation; the kernel size of the merged layer increases as more layers are merged. This significantly undermines the latency speed-up achieved by reducing the number of layers (Figure 1).

To illustrate, let us denote the convolution parameter of the merged layer as $\hat{\theta} := \theta_j \ast \cdots \ast \theta_1$ and assume that all convolution layers have a stride of 1. Then, the kernel size of this merged layer is given by

$$\text{Ker}(\hat{\theta}) = 1 + \sum_{i=1}^{j} (\text{Ker}(\theta_i) - 1),$$

(1)

where $\text{Ker}(\cdot)$ denotes the kernel size of the given convolution parameter. To address this, we propose to jointly remove unimportant convolution layers and non-linear activation layers (Figure 2).

3. LayerMerge

In this section, we present our proposed depth compression method LayerMerge, designed to address the increase in kernel size resulting from depth compression and find more efficient networks. We first formulate the NP-hard subset selection problem we aim to solve. Then, we present a surrogate optimization problem that can be exactly solved with an efficient dynamic programming algorithm. Afterwards, we examine the theoretical optimality, complexity, and practical cost of our approach.

3.1. Selection problem

We observe that if we selectively replace certain convolution layers with identity functions (id), we can effectively alleviate the problem of increasing kernel sizes resulting from merging layers. Indeed, an identity layer can be represented with a $1 \times 1$ depthwise convolution layer, where the parameter values are set to 1. We denote the corresponding convolution parameters as $\theta_{id} \in \mathbb{R} \times C_{in} \times 1 \times 1$, where $C_{in}$ denotes the number of input channels. Then, it is evident from Equation (1) that $\theta_{id}$ does not contribute to the expansion of the kernel size.

To this end, we propose to optimize two sets of layer indices: $A \subseteq [L-1] := \{1, \ldots, L-1\}$ for activation layers and $C \subseteq [L] = \{1, \ldots, L\}$ for convolution layers, where $L$ represents the depth of the original network. The indices in $A$ denote where we keep the original activation layers, while the indices in $C$ correspond to where the original convolution layers are maintained. For any layer $l$ not in $A$, we replace its activation function $\sigma_l$ with the id function. Similarly, if a layer $l$ is not in $C$, we substitute its convolution layer $f_{\theta_l}$ with the identity layer $f_{\theta_{id}}$.

It is worth noting that it is non-trivial to remove a convolution layer when the shapes of the input and output feature maps are different. To address this, we define a set of irreducible convolution layer indices $R$, where the input shape and the output shapes differ. Concretely, we define $R$ as $R := \{l \in [L] : \text{Shape}(X^{(l-1)}) \neq \text{Shape}(X^{(l)})\}$, where $\text{Shape}(\cdot)$ denotes the shape of a tensor and $X^{(l)}$ denotes the $l$-th layer feature map. We then restrict the choice of $C$ to supersets of $R$, i.e., $R \subseteq C$.

Given a desired latency target $T_0 > 0$, our goal is to select $A$ and $C$ that maximize the performance of the resulting model after fine-tuning, while satisfying the latency target after merging. We formulate this problem as follows:

$$\max_{A \subseteq [L-1], C \subseteq [L]} \max_{\theta} \text{Perf} \left( \bigcup_{l=1}^{L} (\sigma_{A,l} \circ f_{C,\theta,l}) \right)$$

subject to

$$\sigma_{A,l} = (\mathbb{I}_{A(l)} \sigma_l + (1 - \mathbb{I}_{A(l)}) \text{id})$$ (replaced act)

$$f_{C,\theta,l} = (\mathbb{I}_{C(l)} f_{\theta_l} + (1 - \mathbb{I}_{C(l)}) f_{\theta_{id}})$$ (replaced conv)

$$\forall i \in [A] + 1 : \hat{\theta}_{i} = \bigotimes_{l=a_{i-1}+1}^{a_{i}} (\mathbb{I}_{C(l)} \theta_{l} + (1 - \mathbb{I}_{C(l)}) \theta_{id})$$ (merged parameters)

$$T \left( \bigcup_{i=1}^{\mid A \mid} (\sigma_{A,i} \circ f_{\hat{\theta}_i}) \right) < T_0$$ (latency constraint)

where $\bigotimes$ denotes an iterated convolution operation, $a_0 = 0$, $a_{\mid A \mid + 1} = L$, and $(a_{i})_{i=1}^{\mid A \mid}$ denotes the elements of the set $A$ in ascending order. Here, $\text{Perf}(\cdot)$ and $T(\cdot)$ denote the performance and latency of the network, respectively. The performance of the network is defined as a task-dependent metric: accuracy for classification tasks and negative diffusion loss for generation tasks (Ho et al., 2020). The indicator function $\mathbb{I}_X(x)$ is equal to 1 if $x \in X$, and 0 otherwise. We denote by $\sigma_{A,l}$ the $l$-th activation layer replaced according to set $A$, and by $f_{C,\theta,l}$ the $l$-th convolution layer replaced according to set $C$. The parameter $\hat{\theta}_i$ is the $i$-th convolution layer in the merged network.

Note that we used the pruned network before merging in the objective, while the latency constraint is applied to the merged network. Both networks represent the same function and yield the same output, and thus have the same performance objective. However, in practice, we observe that it is better to merge consecutive convolution layers only at inference time after fine-tuning is finished. We chose to use the network before merging in the objective to stress this.
3.2. Surrogate optimization problem

Solving Problem (2) in general is NP-hard. We propose to assign an importance value for each merged layer and optimize the sum of the importance values as a surrogate objective. This is a common approximation used in the literature (Shen et al., 2022; Frantar & Alistarh, 2022; Kim et al., 2023). We also approximate the overall latency of the merged network with the sum of the layer-wise latencies (Cai et al., 2019; Shen et al., 2022). The main challenge that we face then is the exponentially large number of potential combinations of the merged layers that arise from the joint optimization over \( C \). To this end, we develop an efficient method for measuring latency and importance values, leveraging the inherent combinatorial structure of the problem. Subsequently, we compute the optimal solutions of the surrogate problem in polynomial-time using a dynamic programming algorithm.

Latency cost  We construct a latency lookup table for all possible merged layers. A straightforward approach is to construct a table with entries \( T[i, j, C] \) for all \( i, j \in \{0, \ldots, L\} \), \( i < j \), where each entry denotes the latency of the layer obtained by merging from the \((i + 1)\)-th layer to the \( j \)-th layer after replacing the convolution layers according to \( C \). However, this approach is not feasible because it requires measuring the latency for the exponentially number of possible sets \( C \cap (i, j) \).

To address this, we note that the choice of \( C \) only affects the latency of a merged layer via the size of its kernel, since the number of input and output channels is fixed. To this end, we propose to construct the latency table with entries \( T[i, j, k] \), where the last index \( k \) denotes the kernel size of the merged layer, given by \( k = 1 + \sum_{l \in C \cap (i, j)} (\text{Ker}(\theta_l) - 1) \).

Let \( K_{ij} \) be the set of possible merged kernel sizes that can appear after merging from the \((i + 1)\)-th layer to the \( j \)-th layer. Note that \(|K_{ij}| \leq 1 + \sum_{l=i+1} (\text{Ker}(\theta_l) - 1) \). Therefore, constructing the latency table with entries \( T[i, j, k] \) requires \( O(L^2K_0) \) latency measurements, where \( K_0 := \sum_l \text{Ker}(\theta_l) \) denotes the sum of the kernel sizes in the original network. This is significantly lower than the \( O(L^22^L) \) measurements needed to construct the latency table with entries \( T[i, j, C] \).

Importance value  Similarly to the latency cost case, we construct the importance lookup table with entries \( I[i, j, k] \). Each entry denotes the importance of the layer obtained by merging from the \((i + 1)\)-th layer to the \( j \)-th layer, with the merged layer having a kernel size \( k \).

We define the importance value of each merged layer as the change in the performance after replacing the corresponding part of the original network with the merged layer. However, multiple choices of \( C \) can yield the same kernel size \( k \) in the merged layer, but will vary in performance.

We propose to keep the convolution layers with the largest parameters \( \ell_1 \)-norm among those resulting in the same merged kernel size \( k \). This simple yet effective criterion is often used for channel and layer pruning (Li et al., 2017; Elkedawy et al., 2020). Concretely, for any \( i, j \in \{0, \ldots, L\} \), \( i < j \), and \( k \in K_{ij} \), we let

\[
\widetilde{C}_{ijk} := \arg\max_{C_{ij} \subseteq (i, j)} \sum_{l \in C_{ij}} ||\theta_l||_1 \tag{3}
\]

subject to \( 1 + \sum_{l \in C_{ij}} (\text{Ker}(\theta_l) - 1) = k \),

\[
R \cap (i, j) \subseteq C_{ij}.
\]

\[
\widetilde{C}_{ijk} := \{1, \ldots, i\} \cup \widetilde{C}_{ijk} \cup \{j + 1, \ldots, L\}.
\]

\[
\widetilde{A}_{ij} := \{1, \ldots, i\} \cup \{j, \ldots, L - 1\}.
\]

Computing \( \widetilde{C}_{ijk} \) has a negligible cost. We can now define the importance \( I[i, j, k] \) as follows:

\[
I[i, j, k] := \exp\left( \max_{\theta} \left( \frac{L}{\prod_{l=1}^{L} \sigma^{\text{Replaced act}}_{\tilde{A}_{ij}, l} \circ f_{\tilde{C}_{ijk}, \theta, l}} \right) \right. \tag{4}
\]

\[
- \max_{\theta} \left( \frac{L}{\prod_{l=1}^{L} \sigma_{\text{Original network}}^{\text{Replaced conv}} \circ f_{\theta, l}} \right)
\]

We use \( \exp(\cdot) \) to normalize the importance value. This choice is based on our empirical observation that using positive values for importance leads to better performance by favoring solutions with more activation layers. In practice, to estimate the first term, we measure the performance of the network after fine-tuning it for a few steps. For the second term, we use the performance of the pre-trained original network. Constructing the importance table requires \( O(L^2K_0) \) importance value evaluations, which is identical to the number of latency measurements needed.

Optimization problem  After we pre-compute the latency and importance lookup tables, \( T \) and \( I \), we maximize the sum of the importance values of merged layer under the constraint on the sum of the latency costs. This can be formulated as follows:
Algorithm 1: DP algorithm for Problem (5)

**input** Importance $I$, latency $T$, latency budget $T_0$, discretization level $P$.

Initialize $M[0, t] ← 0$ for $t ≥ 0$, $M[l, t] ← −∞$ for $t < 0$. $A[0, t] ← ∅$, $C[0, t] ← ∅$.

Discretize latency values in $T$.

for $l = 1$ to $L$ do

for $t ∈ \{T_0, 2T_0, \ldots, T_0\}$ do

$t^*, k^* ← \arg \max_{0 ≤ l < l', k ∈ K_{l'}} (M[l', t - T[l', l, k]] + I[l', l, k])$.


end for

end for

**output** $A^*, C^*$, and $(k_i^*)_i = 1^{(4)}$.

\[
\max_{A ⊆ \{1, \ldots, L\}, k} \sum_{i=1}^{\lvert A \rvert + 1} I[a_{i-1}, a_i, k_i] \tag{5}
\]

subject to $\sum_{i=1}^{\lvert A \rvert + 1} T[a_{i-1}, a_i, k_i] < T_0$, (latency constraint)

$k_i ∈ K_{a_{i-1}, a_i}$, (merged kernel size)

where $a_0 = 0$, $a_{\lvert A \rvert + 1} = L$ as before. Given a solution $A^*, (k_i^*)_i = 1^{\lvert A \rvert + 1}$ of Problem (5), the corresponding set of convolution layers we keep is given by $C^* = \bigcup_i \hat{C}_{a_{i-1}, a_i}^*, k_i^*$.

3.3. Dynamic programming algorithm

Once we construct the lookup tables $T$ and $I$, we can obtain an exact solution of Problem (5) for discretized latency values, using dynamic programming (DP). In particular, we discretize latency values in the lookup table $T$ by rounding them down to the closest values in $\{\frac{D}{P}, \frac{2D}{P}, \ldots, T_0\}$, where $P$ is a large natural number that represents the discretization level.

Then, consider a sub-problem of Problem (5) where we maximize over the first $l$ ∈ $\{0, \ldots, L\}$ layers with latency budget $t$ ∈ $\{\frac{D}{P}, \frac{2D}{P}, \ldots, T_0\}$, as follows:

\[
\max_{0 ≤ l' < l, k ∈ K_{l'}}\left( M[l', t - T[l', l, k]] \right)
\]

\[
+ \left( I[l', l, k] \right). \tag{7}
\]

We present the DP algorithm for Problem (5) in Algorithm 1. Once we compute the optimal sets $A^*$ and $C^*$, we fine-tune the network after replacing the layers accordingly. Then, we merge every convolution layer between $a_{i-1}$ and $a_i^*$ for all $i ∈ [\lvert A \rvert + 1]$ at inference time. We outline the overall procedure of LayerMerge in Algorithm 2.

Algorithm 2: LayerMerge

**input** Input network $f$, latency budget $T_0$, discretization level $P$.

for $i = 0$ to $L - 1$ do

for $j = i + 1$ to $L$ do

for $k ∈ K_{ij}$ do

$\hat{A}_{ij}, \hat{C}_{ijk} ← \text{compute via Equation (3)}$.

$\theta_{ij} = \sum_{l=1}^{\lvert A \rvert} \hat{C}_{ijl}(l) a_i (1 - \hat{C}_{ijl}(l) a_0)\theta_{il}$.

$I[i, j, k] ← \text{compute via Equation (4)}$.

$T[i, j, k] ← (f_{\theta_{ij}})$.

end for

end for

end for

$A^*, C^*, k^* ← \text{Algorithm 1}(I, T, T_0, P)$.

Replace activation functions outside $A^*$ by id and convolution layers outside $C^*$ by $f_{\theta_{il}}$.

Fine-tune and merge the network.

**output** Merged network.
3.4. Theoretical analysis

We show that the proposed DP algorithm optimally solves the surrogate optimization Problem (5). The proof is given in Appendix B.

**Theorem 3.1.** The solution $A^*$ and $(k_i^*)_{i=1}^{A^*+1}$ given by Algorithm 1 is an optimal solution of Problem (5).

The time complexity of the DP algorithm is $O(L^2PK_0)$. In practice, the DP algorithm is highly efficient, typically completing within a few seconds on CPU. Furthermore, our method efficiently computes the DP lookup tables, exploiting the structure of the problem. It is worth noting that this can be done in an embarrassingly parallel fashion. We report the wall-clock time for constructing the DP lookup tables in Appendix C.

4. Experiments

In this section, we provide experimental results demonstrating the effectiveness of our method across different network architectures and tasks. We apply our method on ResNet-34 and MobileNetV2 models (He et al., 2016; Sandler et al., 2018) for the image classification task, and on the DDPM model (Ho et al., 2020) for the image generation task. We present additional details on how we handle normalization layers, stride convolutions, padding, skip connections, and other network-specific implementation details of our method in Appendix A.

**Baselines** We compare our method to a depth compression method and a layer pruning method since both approaches rely, like our method, on reducing the number of layers of the network to accelerate it. We also include a comparison with a knowledge distillation method in Appendix E. For the depth compression baseline, we use the state-of-the-art work of Kim et al. (2023), which we denote as **Depth**.

Existing layer pruning methods do not directly take latency into consideration during pruning (Jordao et al., 2020; Chen & Zhao, 2018; Elkerdawy et al., 2020). To address this gap, we propose a variant of our method tailored specifically for layer pruning, which we use as our layer pruning baseline.

Specifically, we assign an importance value $I[l]$ and a latency cost $T[l]$ for each convolution layer $l \in [L]$. The importance value of the convolution layer is defined as the change in performance resulting from replacing the layer with the identity layer in the original network and then fine-tuning it for a few steps. As in **LayerMerge**, we approximate the overall latency and importance of the network by the sum of the layer-wise latencies and importance values, respectively. We solve the following surrogate problem:

$$\begin{align*}
\max_{R \subseteq C \subseteq [L]} & \sum_{l \in C} I[l] \\
\text{subject to} & \sum_{l \in C} T[l] < T_0. \quad \text{(latency constraint)}
\end{align*}$$

Problem (8) is a 0-1 knapsack problem that can be solved exactly for discretized latency values via a DP algorithm in $O(LP)$ time, where $P$ denotes the discretization level. We denote this method as **LayerOnly**.

We additionally compare with a channel pruning baseline for each network. Note that channel pruning is an orthogonal approach to depth compression. Nonetheless, we include channel pruning results to study the effectiveness of reducing the number of layers compared to reducing the width in different types of networks. We compare with HALP (Shen et al., 2022) on ResNet-34, with AMC and MetaPruning (He et al., 2018; Liu et al., 2019) on MobileNetV2, and with Diff-Pruning (Fang et al., 2023) on DDPM.

For ResNet-34, we apply the depth compression and the channel pruning baselines using their publicly available code (Shen et al., 2022; Kim et al., 2023). We also use the pre-trained weights of the original network from Wightman et al. (2021) for all compression methods. For MobileNetV2, we report the results for the depth compression baseline from the original paper (Kim et al., 2023). For the channel pruning baselines, we prune channels of each layer using the same channel ratio of their optimized model from their open-sourced code (He et al., 2018; Liu et al., 2019). We use the pre-trained weights of the original network from the public code of Kim et al. (2023) to ensure a fair comparison. For DDPM, we apply the depth compression and the channel pruning baselines using their open-sourced code (Kim et al., 2023; Fang et al., 2023). We use the pretrained weights of the original network from Song et al. (2021) for all compression methods in DDPM. In all networks, we compare the compression results in each table using an identical fine-tuning schedule for fair comparison.

Finally, we provide ablation studies on the importance of joint optimization on activation layers and convolution layers in our method, where we compare our method to sequentially applying Depth then **LayerOnly**. Throughout this section, we refer to each compressed model obtained by Depth, **LayerOnly**, and **LayerMerge** as Depth-$\rho\%$, **LayerOnly-$\rho\%**, and **LayerMerge-$\rho\%**, respectively. Here, $\rho\%$ is calculated as $T_0/T_{orig}$, where $T_0$ is the chosen latency budget and $T_{orig}$ is the latency of the original model.

**Experimental setup** We construct the latency lookup table of each method on RTX2080 Ti GPU and report the wall-clock latency speed-up of the compressed networks measured on the same device. We provide the details on the
measurement process in Appendix C. Notably, we measure the latency of the network in two different formats, PyTorch format and TensorRT compiled format (Paszke et al., 2017; Vanholder, 2016). When measuring latency speedup, we use a batch size of 128 for the ImageNet dataset and 64 for the CIFAR10 dataset, following the same measurement protocol from Kim et al. (2023); Shen et al. (2022); Fang et al. (2023). For ResNet-34, we fine-tune each pruned network for 90 epochs following the same fine-tuning recipe as HALP (Shen et al., 2022). For MobileNetV2, we fine-tune for 180 epochs, using the same fine-tuning recipe as Kim et al. (2023). For DDPM, we follow the fine-tuning and sampling recipe of Diff-Pruning (Fang et al., 2023), except for the learning rate which we set to $10^{-4}$ since it leads to better performance. We present a representative subset of the results in Tables 1 to 6. For additional results, see Appendix E.

### 4.1. Classification task results

In this section, we evaluate the performance of the different pruning methods on ResNet-34, MobileNetV2-1.0, and MobileNetV2-1.4 models, on the ImageNet dataset (He et al., 2016; Sandler et al., 2018; Russakovsky et al., 2015). We report the last top-1 accuracy of the compressed model after fine-tuning, evaluated on the validation set, and its corresponding latency speedup.

**ResNet-34** Table 1 summarizes the different compression results on ResNet-34. HALP-p% refers to the pruned model obtained by HALP by setting the latency budget to be p% of the original model latency. LayerMerge outperforms existing channel pruning and depth compression baselines. Specifically, we achieve 1.10× speed-up in PyTorch with 0.77% point higher accuracy compared to the depth compression baseline (comparing LayerMerge-71% to Depth-78%). It is worth noting that the layer pruning variant of our method performs on par with LayerMerge on ResNet-34. This is mainly due to ResNet-34 being more suitable for layer pruning than depth compression. Indeed, LayerMerge frequently opts for pruning convolution layers over activation functions when applied to ResNet-34.

**MobileNetV2** Table 2 presents the various compression results on MobileNetV2-1.0. AMC-p% denotes the pruned model obtained by AMC by setting the FLOPs budget to be p% of the original model FLOPs. LayerMerge surpasses existing channel pruning and depth compression baselines, as well as our layer pruning variant. In particular, we achieve 1.63× speed-up in PyTorch without losing accuracy from the original network (LayerMerge-55%). Table 3 further shows the compression results on MobileNetV2-1.4. LayerMerge outperforms existing methods, offering 0.23% point higher accuracy with a larger speed-up compared to the depth compression baseline (comparing LayerMerge-43% to Depth-62%). The gain in efficiency stems from its unique capability to jointly prune layers and merge them, as demonstrated in Figure 2.

### 4.2. Generation task results

In this section, we evaluate the performance of the different pruning methods on DDPM model (Ho et al., 2020) on the CIFAR10 dataset (Krizhevsky, 2009). We measure performance using the standard Frechet Inception Distance (FID) metric (Heusel et al., 2017). We report the last FID of the compressed model after fine-tuning, evaluated on the validation set, and its corresponding latency speedup.
Table 3: Accuracy and latency speed-up of applying compression methods to MobileNetV2-1.4 on ImageNet dataset. The latency speed-up is measured on RTX2080 Ti GPU at batch size 128.

<table>
<thead>
<tr>
<th>Network</th>
<th>Acc (%) ↑</th>
<th>PyTorch Speed-up ↑</th>
<th>TensorRT Speed-up ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.4</td>
<td>76.28</td>
<td>1.00×</td>
<td>1.00×</td>
</tr>
<tr>
<td>MetaPruning-1.0 (Liu et al., 2019)</td>
<td>73.69</td>
<td>1.59×</td>
<td>1.38×</td>
</tr>
<tr>
<td>Depth-62% (Kim et al., 2023)</td>
<td>74.68</td>
<td>1.93×</td>
<td>1.61×</td>
</tr>
<tr>
<td>LayerOnly-75% (Ours)</td>
<td>73.94</td>
<td>1.27×</td>
<td>1.28×</td>
</tr>
<tr>
<td>LayerMerge-43% (Ours)</td>
<td>74.91</td>
<td>1.99×</td>
<td>1.61×</td>
</tr>
<tr>
<td>Depth-60% (Kim et al., 2023)</td>
<td>74.19</td>
<td>1.99×</td>
<td>1.67×</td>
</tr>
<tr>
<td>LayerMerge-42% (Ours)</td>
<td>74.48</td>
<td>2.07×</td>
<td>1.73×</td>
</tr>
<tr>
<td>Depth-53% (Kim et al., 2023)</td>
<td>73.46</td>
<td>2.27×</td>
<td>1.85×</td>
</tr>
<tr>
<td>LayerMerge-35% (Ours)</td>
<td>73.99</td>
<td>2.39×</td>
<td>1.93×</td>
</tr>
<tr>
<td>Depth-46% (Kim et al., 2023)</td>
<td>72.57</td>
<td>2.41×</td>
<td>2.01×</td>
</tr>
<tr>
<td>LayerMerge-30% (Ours)</td>
<td>73.29</td>
<td>2.72×</td>
<td>2.12×</td>
</tr>
</tbody>
</table>

Network FID ↓ PyTorch Speed-up ↑ Fine-tune Speed-up ↓

DDPM 4.18 1.00× -

Depth-89% (Kim et al., 2023) 4.21 1.04× 100K
LayerOnly-77% (Ours) 4.64 1.09× 100K
LayerMerge-73% (Ours) 4.16 1.13× 100K
Depth-85% (Kim et al., 2023) 4.78 1.08× 100K
LayerOnly-69% (Ours) 5.52 1.14× 100K
LayerMerge-67% (Ours) 4.55 1.16× 100K
LayerOnly-54% (Ours) 6.23 1.26× 100K
LayerMerge-58% (Ours) 5.61 1.27× 100K

Table 4: FID metric and PyTorch latency speed-up of compression methods applied to DeepDiff on CIFAR10 dataset. The latency speed-up is measured on RTX2080 Ti GPU at batch size 64. Diff-ρ% denotes applying Diff-Pruning with ρ% compression ratio.

<table>
<thead>
<tr>
<th>Network</th>
<th>FID ↓</th>
<th>PyTorch Speed-up ↑</th>
<th>TensorRT Speed-up ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDPM</td>
<td>4.18</td>
<td>1.00×</td>
<td>-</td>
</tr>
<tr>
<td>Diff-30% (Fang et al., 2023)</td>
<td>4.85</td>
<td>1.40×</td>
<td>-</td>
</tr>
<tr>
<td>Diff-60% (Fang et al., 2023)</td>
<td>7.90</td>
<td>2.33×</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: FID metric and PyTorch latency speed-up of compression methods applied to channel pruned DDPM on CIFAR10 dataset. The latency speed-up is measured on RTX2080 Ti GPU at batch size 64. Diff-ρ% denotes applying Diff-Pruning with ρ% compression ratio.

<table>
<thead>
<tr>
<th>Network</th>
<th>FID ↓</th>
<th>PyTorch Speed-up ↑</th>
<th>Fine-tune Speed-up ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.0</td>
<td>72.89</td>
<td>1.00×</td>
<td>1.00×</td>
</tr>
<tr>
<td>Depth-74% → LayerOnly-72%</td>
<td>71.72</td>
<td>2.09×</td>
<td>1.79×</td>
</tr>
<tr>
<td>LayerMerge-39% (Ours)</td>
<td>71.89</td>
<td>2.15×</td>
<td>1.80×</td>
</tr>
<tr>
<td>Depth-74% → LayerOnly-64%</td>
<td>70.14</td>
<td>2.33×</td>
<td>2.09×</td>
</tr>
<tr>
<td>LayerMerge-33% (Ours)</td>
<td>70.81</td>
<td>2.47×</td>
<td>2.15×</td>
</tr>
</tbody>
</table>

Table 6: Accuracy and corresponding latency speed-up compared to sequential optimization and our method evaluated with MobileNetV2-1.0 on ImageNet dataset.

<table>
<thead>
<tr>
<th>Network</th>
<th>Acc (%) ↑</th>
<th>PyTorch Speed-up ↑</th>
<th>TensorRT Speed-up ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.0</td>
<td>72.89</td>
<td>1.00×</td>
<td>1.00×</td>
</tr>
<tr>
<td>Depth-74% → LayerOnly-72%</td>
<td>71.72</td>
<td>2.09×</td>
<td>1.79×</td>
</tr>
<tr>
<td>LayerMerge-39% (Ours)</td>
<td>71.89</td>
<td>2.15×</td>
<td>1.80×</td>
</tr>
</tbody>
</table>

4.3. Ablation studies

Our method jointly optimizes the selection of the activation layers and convolution layers to prune. An alternative way to do this is to sequentially optimize the selection of each type of layer independently. We compare our method to sequentially applying Depth then LayerOnly on MobileNetV2 on the ImageNet dataset in Table 6. Our method outperforms the sequential optimization baseline, underlining the importance of our joint optimization approach. We provide the details in Appendix D.

5. Related Work

Unstructured pruning Unstructured pruning methods remove individual neurons in the network to achieve network sparsity (Han et al., 2015; Hubara et al., 2016; Benbaki et al., 2023; Frantar & Alistarh, 2023). The closest method to ours in this line of work is Frantar & Alistarh (2022), which proposes a dynamic programming algorithm that determines layer-wise sparsity under a given latency constraint. However, unstructured pruning methods require specialized
We propose LayerMerge, a novel efficient depth compression method, which jointly prunes convolution layers and activation functions to achieve a desired target latency while minimizing the performance loss. Our method avoids the problem of increasing kernel size in merged layers, which existing depth compression methods suffer from. It consistently outperforms existing depth compression and layer pruning baselines in various settings.

### Channel pruning
In contrast, structured pruning methods, which consist of removing redundant regular regions of weights, can yield computational savings on off-the-shelf hardware. Among such methods are channel pruning methods, which remove redundant channels in a convolutional neural network (Molchanov et al., 2016; 2019; Li et al., 2017). Aflalo et al. (2020) formulate this as a knapsack problem that maximizes the sum of channel importance values under a given FLOPs budget. Similarly, Shen et al. (2022) formulates another knapsack problem, which maximizes the sum of channel importance values under a latency constraint on a target device.

### Layer pruning
Layer pruning methods aim to make a shallower network by entirely removing certain convolution layers (Jordao et al., 2020; Chen & Zhao, 2018; Elkerdawy et al., 2020). However, their aggressive nature in removing parameters results in a large performance degradation under high compression ratios (Fu et al., 2022).

### Depth compression
Instead, depth compression methods focus on eliminating unimportant non-linear activation layers, then merging consecutive convolution layer to reduce the network’s depth (Dror et al., 2022; Fu et al., 2022; Kim et al., 2023). In particular, Dror et al. (2022) and Fu et al. (2022) propose to train a soft parameter that controls the intensity of non-linearity of each layer with an additional loss that penalizes the absolute value of the soft parameter. More recently, Kim et al. (2023) propose to maximize the sum of the importance values of merged layers under a latency constraint, via a dynamic programming algorithm. However, this line of work suffers from a fundamental drawback as merging layers leads to an increase in the kernel size of the merged layers. Fu et al. (2022) sidestep this issue, as they only consider merging within inverted residual blocks. However, this restriction not only limits the applicability of their method to mobile-optimized CNNs, but also limits its performance. Indeed, Kim et al. (2023) have shown that their method outperforms that of (Fu et al., 2022).

### 6. Conclusion
We propose LayerMerge, a novel efficient depth compression method, which jointly prunes convolution layers and activation functions to achieve a desired target latency while minimizing the performance loss. Our method avoids the problem of increasing kernel size in merged layers, which existing depth compression methods suffer from. It consistently outperforms existing depth compression and layer pruning baselines in various settings.

### Impact Statement
This work contributes to the area of NN compression, in particular to compressing pre-trained CNNs and diffusion models. As such, it helps reduce the energy consumption and computational resources of such models at inference. Hence, this work contributes to reducing the environmental impact of NNs and enabling their use on resource-constrained devices like mobile phones and for latency-critical applications such as self-driving cars. On the other hand, pruning has been shown to have a disparate impact on performance between different sub-groups of data, which amplifies existing algorithmic bias (Hooker et al., 2020; Paganini, 2020). There is an ongoing effort to mitigate this negative impact of pruning either using fairness-aware pruning (Lin et al., 2022) or by modifying the objective during fine-tuning of the pruned model (Tran et al., 2022). The latter approach can be applied to our pruning method (Hashemizadeh et al., 2024).
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A. Implementation Details

In this section, we provide the implementation details regarding the different types of layers and networks.

Normalization layers Both ResNet-34 and MobileNetV2 utilize a batch normalization layer for normalization (Ioffe & Szegedy, 2015). At inference time, we fuse the batch normalization layer with the convolution layer, before merging the network. On the other hand, DDPM employs a group normalization layer for normalization (Wu & He, 2018). Unlike batch normalization, this layer cannot be fused with the convolution layer at inference time because it uses test-time feature map statistics. To address this, before fine-tuning, we move any group normalization layer between successive convolution layers that will be merged, to after these convolution layers. If there are multiple such normalization layers, we only keep the last one. This adjustment allows us to merge the consecutive convolution layers at inference time.

Strided convolutions, depthwise convolutions, and padding For convolution layers that have a stride larger than 1, we restrict merging them when the kernel size of the following convolution layer is larger than 1, as done in Kim et al. (2023). We thus restrict the choice of $A$ to include the activation layers between such layers. This is because merging the convolution layer with a stride larger than 1 significantly increases the merged kernel size. Concretely, merging the consecutive convolution layers $f_{\theta_2} \circ f_{\theta_1}$ results in the merged kernel size of

$$\text{Ker}(\theta_{\text{merged}}) = (\text{Ker}(\theta_2) - 1) \times \text{Str}(f_{\theta_1}) + \text{Ker}(\theta_1),$$

where $\text{Str}(\cdot)$ denotes the stride of the convolution layer (Fu et al., 2022).

It is worth mentioning that merging two depthwise convolution layers results in a single depthwise convolution layer. To account for this in networks that include depthwise convolution layers, we add a binary variable to the lookup table to indicate whether a layer is a depthwise convolution layer. We integrate this variable into the dynamic programming algorithm when we implement our method.

As noted in Kim et al. (2023), consecutive convolution layers that will be merged should not have any padding in between to avoid discrepancies at the boundary of the output before and after merging. To address this, before fine-tuning, we reorder the padding of the network to be applied prior to each such block of consecutive convolution layers, as done in Kim et al. (2023).

Skip-connections There are two different types of skip-connection in a CNN: Skip-addition and skip-concatenation. Skip-addition, employed by ResNet and MobileNetV2, adds the output of an earlier layer directly to the output of a later layer. We can fuse skip-addition into the convolution layer if every intermediate convolution layer is merged into a single layer (Ding et al., 2021). We thus can merge across a skip-addition only if every convolution layer in between is merged into a single layer. Conversely, skip-concatenation, used in DDPM, concatenates the output of an earlier layer directly to the output of a later layer. We do not merge layers across a skip-concatenation.

MobileNetV2 In MobileNetV2, it is notable that there is no non-linear activation layer following each Inverted Residual Block (Sandler et al., 2018). Prior works on depth compression suggest that the performance of a compressed network can be improved by adding a non-linear activation layer after the merged layers (Fu et al., 2022; Kim et al., 2023). We also adapt this trick in our implementation on MobileNetV2 architecture.

DDPM The DDPM architecture uses an upsampling module to increase the spatial dimension of the feature map, and it further employs a self-attention layer at the 16 × 16 resolution between the residual blocks (Chen et al., 2018b; Ho et al., 2020). We do not merge convolution layers across the self-attention layer or the upsampling layer in the DDPM architecture. It is also worth mentioning that the DDPM architecture has a 3 × 3 convolution layer with stride 1 between the upsampling layer and the skip concatenation. We include these convolution layers as potential pruning candidates in our algorithm, as this leads to improved performance of the compressed network. When measuring $\text{Perf}(\cdot)$ using negative diffusion loss in DDPM, we further divide this value by the diffusion loss of the pre-trained network since it leads to more stable result.

B. Proof

In this section, we prove Theorem 3.1, restated here for convenience.

Theorem 3.1. The solution $A^*$ and $(k_i^*)_{i=1}^{|A^*|+1}$ given by Algorithm 1 is an optimal solution of Problem (5).
We first show that $b$ which contradicts to Equation (9). Note that the inequality with from the optimality assumption holds because we assumed $\alpha_i^{(l)} A[i, l] \cap (a_i^{(l)}, a_i^{(l)})$ are the optimal solutions of Problem (6), where $(\alpha_i^{(l)} A[i, l])$ denotes the element of $A[l, t]$ in ascending order.

Assume that $A[l_0, t_0]$ and $k_i^{(l_0, t_0)}$ from Equation (7) is not the optimal solution of Problem (6) when $l = l_0, t = t_0$. We denote the optimal solution of Problem (6) for $l = l_0, t = t_0$ as $\hat{A}$ and $\hat{k}_i$.

\begin{align*}
|\hat{A}|+1 \sum_{i=1}^{|\hat{A}|+1} I[\hat{a}_{i-1}, \hat{a}_i, \hat{k}_i] &> |A[l_0, t_0]|+1 \sum_{i=1}^{|A[l_0, t_0]|+1} I[a_i^{(l_0, t_0)}, a_i^{(l_0, t_0)}, k_i^{(l_0, t_0)}], \quad \text{(from the assumption & definition of } A[l_0, t_0])
\end{align*}

\begin{align*}
&= \sum_{i=1}^{|A[l_0, t_0]|+1} \max_{0 \leq t \leq l, k \in K_{i+1}^{(l_0, t_0)}} (M[l', t - T[l', l_0, k]] + I[l', l_0, k])
&\geq \max_{k \in K_{i+1}^{(l_0, t_0)}} I[0, l_0, k].
\end{align*}

Now, let $\hat{l} := \hat{a}_{|\hat{A}|}$ be the maximum value of $\hat{A}$. Then,

\begin{align*}
|\hat{A}|+1 \sum_{i=1}^{|\hat{A}|+1} I[\hat{a}_{i-1}, \hat{a}_i, \hat{k}_i] &= \sum_{i=1}^{|\hat{A}|} I[\hat{a}_{i-1}, \hat{a}_i, \hat{k}_i] + I[\hat{l}, l_0, \hat{k}_{|\hat{A}|+1}]
\leq M[\hat{l}, t_0 - T[\hat{l}, l_0, \hat{k}_{|\hat{A}+1}|] + I[\hat{l}, l_0, \hat{k}_{|\hat{A}|+1}]
\leq M[l_0, t_0] = \sum_{i=1}^{|A[l_0, t_0]|+1} I[a_i^{(l_0, t_0)}, a_i^{(l_0, t_0)}, k_i^{(l_0, t_0)}],
\end{align*}

which contradicts to Equation (9). Note that the inequality with from the optimality assumption holds because we assumed the optimality for $l = l < l_0$ and $t = t_0 - T[l, l_0, \hat{k}_{|\hat{A}|+1}] < t_0$, and from Equation (10), we have

\begin{align*}
\sum_{i=1}^{|\hat{A}|} T[\hat{a}_{i-1}, \hat{a}_i, \hat{k}_i] < t_0 - T[l, l_0, \hat{k}_{|\hat{A}|+1}],
\end{align*}

which satisfies the constraint in Problem (6). Therefore, from the contradiction we have that $A[l_0, t_0]$ and $k_i^{(l_0, t_0)}$ are indeed optimal solutions of Problem (6) ($l = l_0$ and $t = t_0$).

For the base case $l = 0$ and $t = T_0$, $A[l, t] = \emptyset$ is indeed the solution of Problem (6).

Now, plugging in $l = L$ and $t = T_0$ proves the theorem. $\square$
C. Details on Constructing Importance and Latency Tables

In this section, we provide details on how we measure the importance and latency values for the lookup tables $I$ and $T$, along with their corresponding practical computation cost for different types of networks.

**Importance measurements** We defined importance values in Equation (4). Recall that the first term is estimated with the performance of the network after fine-tuning for a few steps. For that, we select a random subset of the training dataset for fine-tuning, then we evaluate performance on another separate subset, also drawn from the training dataset. For the second term, we evaluate the performance of the pre-trained network on the separate subset. In particular, we use a fine-tuning subset of size 4% of the total training dataset size for ImageNet, and 1% for CIFAR10. The separate subset is also the same size as the fine-tuning subset. We fine-tune the network for 1 epoch for ImageNet, and 50 epochs for CIFAR10 with the fine-tuning subset when we measure the importance.

We report the wall-clock time for constructing the importance look-up table in Table 7. It is worth mentioning that this computation can be done in an embarrassingly parallel fashion without any communication between GPUs, which allows for significant speedup if multiple GPUs are available. For instance, the importance table for MobileNetV2-1.0 only took 33 minutes with 24 GPUs.

In Table 8, we further compare the wall-clock time required to construct the importance look-up table for ResNet-34 and MobileNetV2-1.0 in different methods. GPU hours for constructing the importance table is measured in RTX3090.

**Latency measurements** To measure each latency value in the lookup table $T$, we measure the inference time on PyTorch by first warming up the GPU for 300 forward passes, then averaging the inference time over the subsequent 200 forward passes, with a batch size of 128. Latency values are measured in milliseconds. We report the wall-clock time for constructing the latency look-up table in Table 7.

Recall that to solve the surrogate problem, we first need to discretize the latency values. We do that by multiplying the real valued latencies in the lookup table and $T_0$ by 10, then rounding them down to the nearest integer. Note that this is equivalent to choosing the discretization level as $P = 10T_0$. 

---

### Table 7: Wall-clock time for constructing the importance and latency look-up tables. GPU hours for constructing the importance table is measured in RTX3090 and the latency table is measured in RTX2080 Ti.

<table>
<thead>
<tr>
<th>Network</th>
<th>Dataset</th>
<th>Importance table (GPU Hours)</th>
<th>Latency table (GPU Hours)</th>
<th># of table entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-34</td>
<td>ImageNet</td>
<td>4.4 hours</td>
<td>25.9 minutes</td>
<td>150</td>
</tr>
<tr>
<td>MobileNetV2-1.0</td>
<td>ImageNet</td>
<td>13.2 hours</td>
<td>6.2 minutes</td>
<td>391</td>
</tr>
<tr>
<td>MobileNetV2-1.4</td>
<td>ImageNet</td>
<td>15.0 hours</td>
<td>10.6 minutes</td>
<td>391</td>
</tr>
<tr>
<td>DDPM</td>
<td>CIFAR10</td>
<td>2.5 hours</td>
<td>1.3 minutes</td>
<td>98</td>
</tr>
</tbody>
</table>

### Table 8: Wall-clock time for constructing the importance look-up table for ResNet-34 and MobileNetV2-1.0 in different methods. GPU hours for constructing the importance table is measured in RTX3090.

<table>
<thead>
<tr>
<th>Method</th>
<th>GPU Hours</th>
<th># of table entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (Kim et al., 2023)</td>
<td>25.8 hours</td>
<td>62</td>
</tr>
<tr>
<td>LayerOnly (Ours)</td>
<td>0.8 hours</td>
<td>29</td>
</tr>
<tr>
<td>LayerMerge (Ours)</td>
<td>4.4 hours</td>
<td>150</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>GPU Hours</th>
<th># of table entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (Kim et al., 2023)</td>
<td>126.0 hours</td>
<td>315</td>
</tr>
<tr>
<td>LayerOnly (Ours)</td>
<td>0.4 hours</td>
<td>13</td>
</tr>
<tr>
<td>LayerMerge (Ours)</td>
<td>13.2 hours</td>
<td>391</td>
</tr>
</tbody>
</table>
Table 9: Accuracy and latency speed-up of applying compression methods to MobileNetV2-1.0 on ImageNet dataset with 90, 30, and 20 fine-tuning epochs. The latency speed-up is measured on RTX2080 Ti GPU at batch size 128.

<table>
<thead>
<tr>
<th>Network</th>
<th>PyTorch Acc (%)</th>
<th>TensorRT Acc (%)</th>
<th>PyTorch Speed-up</th>
<th>TensorRT Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.0</td>
<td>72.89</td>
<td>72.89</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>AMC-70% (He et al., 2018)</td>
<td>71.66</td>
<td>71.66</td>
<td>1.32</td>
<td>1.34</td>
</tr>
<tr>
<td>Depth-74% (Kim et al., 2023)</td>
<td>71.59</td>
<td>71.59</td>
<td>1.62</td>
<td>1.42</td>
</tr>
<tr>
<td>LayerOnly-73% (Ours)</td>
<td>67.60</td>
<td>67.60</td>
<td>1.30</td>
<td>1.35</td>
</tr>
<tr>
<td>LayerMerge-55% (Ours)</td>
<td>72.73</td>
<td>72.73</td>
<td>1.63</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Figure 3: Test accuracy recovery curve of different compression methods across fine-tuning epochs. We indicate the associated speed-up and accuracy after fine-tuning in the parentheses. The inference time is measured on RTX2080 Ti GPU at batch size 128 in PyTorch format.

D. Details on Ablation Studies

In this section, we outline the details of the sequential optimization baseline (Depth → LayerOnly) presented in Table 6. Recall that for MobileNetV2, we fine-tune every compressed network for 180 epochs, using the same fine-tuning recipe as Kim et al. (2023). For the sequential optimization baseline, we divide the fine-tuning epochs equally between the two pruning methods, i.e., we fine-tune for 90 epochs after each pruning method, again using the same fine-tuning recipe.

We fix the latency budget ratio \( p \% \) for Depth to 74%, which yields a speed-up of 1.63×. Then we use two different values of \( p \) for LayerOnly: 72% and 64%. Note that \( p \) here corresponds to \( T_0 / T_{depth-pruned} \), where \( T_0 \) is the chosen latency budget of the final pruned model and \( T_{depth-pruned} \) is the latency of the model pruned using Depth-74%. It is worth noting that the allocations of fine-tuning epochs and compression ratios between the two pruning methods are hyperparameters that need to be tuned. However, our method is free from these hyperparameters due to the joint optimization on the two types of pruning modalities.

E. Additional Experiments

Results with smaller fine-tuning epochs In this section, we study the effect of fine-tuning for a shorter time. In particular, we present in Table 9 compression results on MobileNetV2-1.0 where we fine-tune all methods for 90, 30, and 20 epochs, using cosine learning rate decay. We further plot in Figure 3 the recovery curve of test accuracy across fine-tuning steps. Our method consistently outperforms baselines under these smaller fine-tuning budgets as well.

Comparison with knowledge distillation In this section, we compare our method to the knowledge distillation method of Hinton et al. (2014). For that, we use a smaller version of MobileNetV2 (Sandler et al., 2018) than the one used for the pre-trained network as the student network and train it for the same number of epochs we use for fine-tuning in our method (180 epochs). We present the results in Table 10 and plot the recovery curve of test accuracy across fine-tuning steps in Figure 4. The key benefit of pruning methods like ours over knowledge distillation is that they only require fine-tuning the model, while knowledge distillation requires training the small model from scratch. This provides an advantage when both methods are compared under an identical training budget. Indeed our results show that our method outperforms the knowledge distillation method in this setting.
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Table 10: Accuracy and latency speed-up comparison between knowledge distillation (Hinton et al., 2014) and our method with MobileNetV2-1.0 and MobileNetV2-1.4 on ImageNet dataset. The latency speed-up is measured on RTX2080 Ti GPU at batch size 128.

(a) MobileNetV2-1.0 on ImageNet dataset.

<table>
<thead>
<tr>
<th>Network</th>
<th>PyTorch Acc (%)</th>
<th>Speed-up</th>
<th>TensorRT Acc (%)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.0</td>
<td>72.89</td>
<td>1.00×</td>
<td>1.00×</td>
<td></td>
</tr>
<tr>
<td>Knowledge distillation (MobileNetV2-0.75)</td>
<td>69.69</td>
<td>1.17×</td>
<td>1.20×</td>
<td></td>
</tr>
<tr>
<td>LayerMerge-55% (Ours)</td>
<td>72.99</td>
<td>1.63×</td>
<td>1.42×</td>
<td></td>
</tr>
</tbody>
</table>

(b) MobileNetV2-1.4 on ImageNet dataset.

<table>
<thead>
<tr>
<th>Network</th>
<th>PyTorch Acc (%)</th>
<th>Speed-up</th>
<th>TensorRT Acc (%)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.4</td>
<td>76.28</td>
<td>1.00×</td>
<td>1.00×</td>
<td></td>
</tr>
<tr>
<td>Knowledge distillation (MobileNetV2-1.0)</td>
<td>72.30</td>
<td>1.51×</td>
<td>1.54×</td>
<td></td>
</tr>
<tr>
<td>LayerMerge-43% (Ours)</td>
<td>74.91</td>
<td>1.99×</td>
<td>1.61×</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Test accuracy recovery curve of our method compared to knowledge distillation across fine-tuning epochs for MobileNetV2-1.0. We indicate the associated speed-up and the accuracy after fine-tuning in the parentheses. The inference time on RTX2080 Ti GPU at batch size 128 in PyTorch format.

**Applying knowledge distillation during fine-tuning**  It is worth noting that knowledge distillation methods can be jointly applied with pruning methods, by considering the pre-trained network as the teacher network and the pruned network as the student network to train. We present in Table 11 the results of applying the knowledge distillation method of Hinton et al. (2014) to different pruning methods. We observe that applying knowledge distillation further improves the accuracy of the pruned network (compared to Table 2), and our method consistently outperforms the baselines in this setting as well.

**Additional compression results**  In this section, we present additional results comparing various compression methods across different network architectures (ResNet-34, MobileNetV2-1.0, MobileNetV2-1.4, and DDPM) and compression ratios. We display the Pareto curves for each method on the different architectures in Figure 5. We report the latency speed-up measured in PyTorch format. For the ResNet and MobileNetV2 architectures, we plot accuracy against speed-up, and for the DDPM architecture, we plot the FID metric against the latency speed-up.
Table 11: Accuracy and latency speed-up of applying knowledge distillation (Hinton et al., 2014) with compression methods to MobileNetV2-1.0 on ImageNet dataset. The latency speed-up is measured on RTX2080 Ti GPU at batch size 128.

<table>
<thead>
<tr>
<th>Network</th>
<th>Acc (%)</th>
<th>PyTorch Speed-up</th>
<th>TensorRT Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNetV2-1.0</td>
<td>72.89</td>
<td>1.00×</td>
<td>1.00×</td>
</tr>
<tr>
<td>AMC-70% (He et al., 2018)</td>
<td>72.04</td>
<td>1.32×</td>
<td>1.34×</td>
</tr>
<tr>
<td>Depth-74% (Kim et al., 2023)</td>
<td>72.99</td>
<td>1.62×</td>
<td>1.42×</td>
</tr>
<tr>
<td>LayerOnly-73% (Ours)</td>
<td>69.70</td>
<td>1.30×</td>
<td>1.35×</td>
</tr>
<tr>
<td>LayerMerge-55% (Ours)</td>
<td>73.14</td>
<td>1.63×</td>
<td>1.42×</td>
</tr>
<tr>
<td>Depth-66% (Kim et al., 2023)</td>
<td>72.31</td>
<td>1.88×</td>
<td>1.57×</td>
</tr>
<tr>
<td>LayerMerge-46% (Ours)</td>
<td>72.56</td>
<td>1.90×</td>
<td>1.65×</td>
</tr>
<tr>
<td>Depth-59% (Kim et al., 2023)</td>
<td>71.76</td>
<td>2.07×</td>
<td>1.79×</td>
</tr>
<tr>
<td>LayerMerge-38% (Ours)</td>
<td>72.06</td>
<td>2.18×</td>
<td>1.84×</td>
</tr>
<tr>
<td>Depth-53% (Kim et al., 2023)</td>
<td>70.81</td>
<td>2.47×</td>
<td>1.97×</td>
</tr>
<tr>
<td>LayerMerge-33% (Ours)</td>
<td>71.32</td>
<td>2.49×</td>
<td>2.05×</td>
</tr>
</tbody>
</table>
**LayerMerge: Neural Network Depth Compression through Layer Pruning and Merging**

(a) ResNet-34 on ImageNet dataset.

(b) MobileNetV2-1.0 on ImageNet dataset.

(c) MobileNetV2-1.4 on ImageNet dataset.

(d) DDPM on CIFAR10 dataset.

(e) Channel pruned DDPM on CIFAR10 dataset.

Figure 5: Pareto curve of each compression method applied to each network. The latency speed-up is measured on RTX2080 Ti GPU in PyTorch format, with batch size of 128 for ImageNet dataset and batch size of 64 for CIFAR10 dataset.