Data-Efficient Ranking of Recommendation Models

Anonymous’

! Anonymous Institution

Abstract Online learning is the cornerstone of applications where data becomes available in sequential
order, and models continuously adapt to the shifting data distribution, e.g., in recommen-
dation and advertising systems. Model training for such systems is remarkably expensive
due to the massive amounts of data used. This cost multiplies during hyperparameter
search, where developers run multiple training configurations. We aim to reduce the cost
of this search process and execute it in two stages: (1) identifying the most promising
configuration(s) and (2) training the most promising candidate configuration(s) to the best
performance. As stage (1) traditionally incurs the dominant cost, we focus our efforts there,
developing advanced data reduction and prediction strategies for efficient identification of
the most promising configuration(s) from a pool of candidate configurations. Note that
identifying the most promising configuration efficiently is different from achieving the best
performance efficiently, and provides room for significant efficiency gain albeit with new
tools and analyses. Our approach specifically overcomes challenges from online learning’s
sequential, non-stationary data that are not addressed by conventional “offline” hyperpa-
rameter optimization. Overall, we reduce the total hyperparameter search cost by up to 10
times.

1 Introduction

Online learning (Hoi et al., 2021) is crucial for applications like recommendation (Naumov et al.,
2019) and advertising (McMahan et al., 2013) systems, which continuously train on sequential
data to adapt to distribution shifts. Periodically, models are updated via an extensive and costly
"hyperparameter search” to find better configurations (e.g., new architectures or hyperparameters).
This involves training numerous candidate configurations on fixed historical data that mimics the
sequential nature of live traffic. Our goal is to drastically reduce the cost of this search without
compromising the quality of the final selected model.

Prior work on efficient hyperparameter search (Domhan et al., 2015; Gao et al., 2022) or data-
efficient training (Paul et al., 2021) does not optimally address the unique aspects of our online
learning setup described below:

Opportunity. Existing work often aims to train all configurations more efficiently while
preserving their final performance (Jain et al., 2024). Instead, we adopt a two-stage approach: (1)
efficiently identify the top configurations, and then (2) fully train only these promising candidates.
The key insight is that stage (1) only needs to accurately predict the ranking of configurations, not
their optimal performance. This allows for far more aggressive cost-saving measures in stage (1),
which dominates the overall search cost.

Challenge. While two-stage search has been explored, prior work focuses on offline learning
with stationary data. In contrast, online learning involves a single pass over non-stationary
sequential data. This invalidates many existing techniques, like learning curve prediction methods
that assume monotonically decreasing loss (Klein et al., 2017; Kadra et al., 2023), or data selection
methods that require multiple passes to compute importance scores (Paul et al., 2021; Toneva et al.,
2019).

These challenges and opportunities demand a new approach. We develop novel techniques
that yield up to a 10x cost reduction on the Criteo pCTR dataset Criteo (2023).
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Figure 1: (left) Data distribution shifts over time, shown by changing cluster sizes on Criteo data.
(middle) The loss for different configurations follows a strong time-varying pattern (e.g.,
blue variance) that dominates the performance difference between configurations (green
line). (right) Taking the relative loss with respect to a reference configuration removes the
common time variation, revealing the true performance differences.

Our contributions can be summarized as follows:

(1) We introduce novel data reduction strategies (e.g., performance-based stopping, sub-
sampling) for online learning. To enable aggressive reduction, we complement them with prediction
strategies that estimate full-data performance from data-reduced runs, ensuring we can accurately
rank the top configurations.

(2) Our prediction strategies enable dynamic resource management. We use a performance-
based stopping mechanism to terminate non-promising runs early, reallocating resources to more
promising candidates.

(3) Our key contribution is the stratification of predictions via data slicing. By predicting
performance on distinct data clusters and aggregating these sliced predictions, we turn a hard
overall prediction problem into a set of more tractable sub-problems, boosting effectiveness.

Problem Setup and Preliminaries

Let a model be f(x, 0, ), where x € X is input, y € ) is the label, § € © are trainable parameters,
and o € Q is a configuration (e.g., architecture, hyperparameters). In online learning, we process a
sequence of examples (x1,1), - .., (x7, yr). The model parameters 6, at time ¢ depend only on data
seen up to t. We evaluate performance using a metric m (e.g., log loss; lower is better), averaged over
a final evaluation window Weyal = [T — A, T]. We denote this final performance for a configuration
was m(w).

Our Goal: Ranking Configurations. Our goal is to efficiently find a ranking r of configurations

that is close to the true ranking r*, which is based on m(w) values from full-data training. We
cost of obtaining r

cost of obtaining r*

Ranking Metric. While there are several metrics suitable for ranking (see Appendix C), we

focus on a metric that measures how well the best configurations are identified. To this end,
our primary ranking metric is Regret@k, which measures the average performance loss from
choosing the top-k configurations from our predicted ranking r instead of the true top-k from r*:
regret @k(r) = % Zle max (0, m(r(i)) — m(r*(i))) . Alower regret @k indicates a better ranking
of top configurations.

measure efficiency by the cost ratio C =

Time Variation in Online Training Data

Online learning data is non-stationary. Figure 1(left) shows how the distribution of data clusters in
the Criteo dataset shifts over the 24-day period. This distribution shift causes large fluctuations in
the loss during training, as shown in Figure 1(middle). This time variation in a single model’s loss
is often much larger than the actual performance difference between two distinct configurations,
making the ranking task difficult. However, the time variation pattern is remarkably consistent
across all configurations, regardless of their architecture or hyperparameters. This suggests the
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pattern is inherent to the data’s "hardness" over time. We can exploit this by analyzing the relative
performance between configurations. As seen in Figure 1(right), plotting the loss difference against
a reference model cancels out the common time-varying noise, making the true performance
differences much clearer. Our methods build upon this insight.

Method

In this section, we introduce our data reduction and prediction strategies.

Data Reduction Strategies
One-Shot Early Stopping. The simplest strategy is to stop all training runs at an early time fsop < T

and rank configurations based on their performance up to that point. The relative cost is C ~ tﬁ%

Performance-Based Stopping. Since we only care about the top configurations, we can stop non-
promising runs even earlier and let promising ones continue. This adaptive strategy allocates
resources more effectively. At predefined checkpoints tsop € Tstop, We predict the final performance
of all active configurations, permanently stop a fraction p of the worst-performing ones, and
continue training the rest. This is a generalization of successive halving (Kumar et al., 2018). The
full procedure is in Algorithm 1 in the appendix. More details can be found in Appendices B and C.4.

Data Sub-Sampling. Orthogonal to stopping strategies, we can reduce cost by training on a subset
of data, for example by uniform sub-sampling or by sub-sampling the majority class (e.g., negative
labels).

Prediction Strategies

Data reduction requires us to predict the final performance m from partial training data up to tsop.
We denote this prediction as i, .

Constant Prediction. The baseline prediction is to assume the final performance is the same as

s constant _

the most recently observed performance: g2 " = Mz, A, tg0p1-

Trajectory Prediction. We can make more sophisticated predictions by fitting a parameterized law
f (D), where D is the fraction of data seen, to the observed performance trajectory. For example, we

use an inverse power law f(D) := E + A/D*. We then extrapolate to predict the final performance,

jirajectory f(1). To handle the time variation noise discussed in Section 2.1, we fit the laws not on

tstop
absolute performance values, but on the pairwise performance differences between configurations.
This is done by jointly optimizing the law parameters for all configurations to minimize the error

on these relative performance curves, which yields more stable and accurate predictions.

Stratified Prediction. Our most advanced strategy addresses the fact that different data segments
exhibit different distribution shifts (Figure 1(left)). Instead of a single, aggregate prediction, we slice
the data into clusters and make separate predictions for each slice. Let S = {S() }lel be a partition
of the data into L slices (e.g., based on feature clusters). We predict the performance on each slice,
ﬁlgtl > using constant or trajectory prediction on the data seen so far within that slice. The final
prediction is a weighted average of these slice-level predictions, where weights are determined by

the prevalence of each slice in the final evaluation window:

T

A strati 1 ~ (1
mztmz;tﬁed:A-}-l Z m;ﬁlp. Z 1{x; € SO} (1)

shes t=T—-A

This approach transforms a difficult global prediction problem into a series of simpler, more robust
local predictions. More details can be found in Appendix C.6.
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Figure 2: Our proposed method (performance-based stopping with stratified prediction on 50 %
negative-subsampled data) compared to baselines. Our method achieves a regret @3 well
below the 0.1% target with up to 10x less data (cost C = 0.1), significantly outperforming
basic early stopping and sub-sampling.

Experimental Results

Setup. We conduct experiments on the Criteo 1TB pCTR dataset (Criteo, 2023), which spans 24
days of chronologically ordered data. We evaluate several architectures: Factorization Machines
(FM), Cross Networks (CN), MLP, and Mixture of Experts (MoE), each with a wide range of
hyperparameter configurations. Our primary metric is normalized regret @3 over the last 3 days
of data. As baselines, we use simple uniform sub-sampling and one-shot early stopping with
constant prediction since there no existing methods suitable for our setup. For full experimental
details, including hyperparameter ranges, clustering methods, and additional metrics, please see
Appendix C.

Establishing an Acceptable Regret Level. To interpret regret @k, we first normalize it by the
performance of a reference model. We then measure the inherent performance variability by
training the same configuration with 8 different random seeds. This revealed a typical performance
variation of about 0.1%. We therefore set an acceptable "performance loss" from misranking, our
target for normalized regret @k, to be 0.1%, as this is on par with noise from training randomness.
This target is shown as a black dashed line in our result figures.

Main Result. Our most advanced method, combining performance-based stopping, negative
sub-sampling (at 50%), and stratified trajectory prediction, dramatically reduces the cost of hy-
perparameter search. Figure 2 shows that across all architectures, this approach identifies the top-3
configurations with a regret @3 well below our 0.1% target, while using as little as 10% of the
original data (a 10x cost reduction). It consistently and significantly outperforms the baselines.

Ablation Studies.. We find that performance-based stopping consistently outperforms one-shot
early stopping, requiring significantly less data to reach the target regret regardless of the prediction
strategy used (see Appendix Figure 4). Furthermore, advanced prediction strategies are crucial. Both
trajectory and stratified predictions significantly outperform constant prediction. Our novel
stratified prediction provides an additional 10% data reduction over standard trajectory prediction,
highlighting the benefit of handling data heterogeneity via slicing (see Appendix Figure 6 for a
detailed comparison).

Conclusion

We introduced a suite of data reduction and prediction strategies tailored for the costly task of
hyperparameter search in online learning systems. Our approach of combining performance-based
stopping with advanced prediction methods allows for aggressive but intelligent data reduction.
The key innovation, stratified prediction, effectively handles the non-stationarity of online data by
breaking the prediction problem into more manageable slices. Together, these methods achieve
up to a 10-fold reduction in the computational cost of hyperparameter search, enabling faster and
more efficient development of large-scale recommendation and advertising models.
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A Related Work

Recommendation and Advertising Systems. Recommendation and advertising systems form the
backbone of many online platforms, such as YouTube (Covington et al., 2016), Facebook ads (He
et al., 2014), Bing search (Ling et al., 2017), Google ads (Anil et al., 2022; Coleman et al., 2024; Kurian
et al., 2025; McMahan et al., 2013), TikTok (Liu et al., 2022), and Amazon recommendations (Linden
et al., 2003). Online learning is particularly relevant in these applications due to the constant influx
of new data and the need to adapt to evolving user preferences and item popularity Anil et al. (2022);
McMabhan et al. (2013). This inherent distribution shift in online data introduces unique challenges,
necessitating distinct solutions compared to standard “offline” learning approaches that assume
distributionally stationary data (Bedi et al., 2018; Fahrbach et al., 2023; Hazan et al., 2007; Yang et al.,
2016; Zinkevich, 2003). Our work addresses one such challenge: efficient hyperparameter search.
While this problem has been extensively studied for offline learning, the complexities introduced
by the distribution shift demand new analyses and tools.

Data-Efficient Training. The increasing scale of modern datasets has driven significant interest
in data-efficient learning techniques. These methods aim to achieve high performance with lim-
ited, selectively chosen subset of the full training data. For instance, one line of work selects
weighted subsets of the full data that best approximates the full gradient (Killamsetty et al., 2021a,b;
Mirzasoleiman et al., 2020; Pooladzandi et al., 2022; Yang et al.,, 2023). Another approach lever-
ages “importance signals”, such as (expected) gradient norm (Alain et al., 2015; Katharopoulos
and Fleuret, 2018; Paul et al., 2021), per-example loss (Jiang et al., 2019; Loshchilov and Hutter,
2015), and forgettability (Toneva et al., 2019), to guide data reduction by retaining “important”
examples. This selection process can occur after some steps of training or after a full training
run on some cheaper proxy model (Coleman et al., 2019). While data-efficient training is a crucial
component of our proposal, existing methods do not address the distribution shift inherent in
online learning. Consequently, data-efficient online learning has relied on simpler strategies like
uniform or label-dependent sub-sampling of examples at more conservative rates (Jain et al., 2024).
Our work overcomes this limitation by enabling a successful hyperparameter search even if the
candidate configurations do not maintain their best performance on aggressively reduced data. This
allows for the exploration of more aggressive data reduction strategies, which, when supported by
our prediction strategies, facilitates significantly more efficient hyperparameter search.

Hyperparameter & Architecture Search. Hyperparameter and neural architecture search are
critical yet computationally expensive tasks in machine learning. Traditional hyperparameter
search methods include grid search, random search (Bergstra and Bengio, 2012), and Bayesian
optimization (Snoek et al., 2012). More recent approaches leverage techniques like evolutionary algo-
rithms (Real et al., 2017) and gradient-based optimization Liu et al. (2019). Neural architecture search
aims to automate the design of neural network architectures, often employing search strategies
similar to those used in hyperparameter search (Elsken et al.,, 2019; Zoph and Le, 2022). While these
methods have shown considerable success, they often require substantial computational resources.
This has motivated research in efficient hyperparameter search, aiming to identify the top configu-
rations with reduced cost (Feurer and Hutter, 2019; Gao et al., 2022; Shen et al., 2022). A common
technique adopted by practitioners is early stop the training runs of non-promising configurations
based on their performance during the initial stages. This strategy can also rely on predicting
the configurations’ full learning trajectory using Bayesian optimization (Chandrashekaran and
Lane, 2017; Klein et al., 2017), autoregressive models (Wistuba and Pedapati, 2020), or scaling
laws (Domhan et al., 2015; Kadra et al., 2023). However, such predictions become particularly
challenging in online learning, as the loss does not follow a smooth monotonic trend due to the
distribution shift in the data. Our work addresses this challenge through several angles, including
mitigating the distribution shift with a reference model trained on the same historical data, and
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C.1

C.2

aggregating predicted “sliced” performance over clusters of examples with similar distributions
rather than predicting the overall performance directly.

Performance-Based Stopping

Algorithm 1 Performance-Based Stopping

Input: configurations Q, stopping steps 7stop C {1,..., T}, ratio p of stopped configurations at any
stopping step

Output: ranking r

: Qremaining — Q

2: Initialize ranking sequence r « [].

3: while Qremaining #0andt < T do

4:  Incremental training with (x;, y;).

50 if t € Tgiop then

6:

7

8

9

—_

Mremaining ¢~ PREDICTPERFORMANCE (Qremaining: £ T)
Tremaining <~ RANKCONFIGURATIONS(Qremaininga mremaining)
Qpruneds Tpruned < last p - [Qremaining| configurations in r and their rankings
r < concatenate(7pruned, ')
10: Qremaining « Qremaining \ Qpruned
11: Mremaining < COMPUTEPERFORMANCE(Qremaining)
12: return concatenate(RANKCONFIGURATIONS(2remaining Mremaining)> 7)

Additional Experimental Details

Ranking Metrics

In addition to regret @k, we also consider the Pairwise Error Rate (PER), which measures the
fraction of all pairs of configurations that are incorrectly ordered by a predicted ranking r compared
to the ground truth ranking r*.

1| Q]

3 1@ > mero)H), @

i=1 j=i+1

1

E e
PR = aiier-

where 1{P} = 1 when P is true and 0 otherwise. While useful, PER treats all misrankings equally
and considers all configurations, whereas we are primarily interested in accurately ranking the top
configurations with significant performance differences. For this reason, regret @k is our main
metric. We provide corresponding results in Figure 5.

Candidate Configurations

In the “FM” and “MoE” experiments, we vary optimization parameters: learning rate, weight decay,
and final learning rate. We sweep through three values for each of these hyperparameters:

« learning rate: [107%,1073,107?]
. weight decay: [107%,2-107°,107°]
« final learning rate: [107>,1072,107!]

In the “FM v2” experiment, in addition to the optimization parameters above, we vary the
memory structure of the embeddings. We divide the features into two groups: “high” and “low”
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C3

C4

C.5

C.6

cardinality features and share the embedding tables among them (using hashing). Then, we vary
the embedding dimensions as well as the hash buckets for the high and low cardinality features
while maintaining a constant training speed and memory footprint. To ensure that all embeddings
have the same dimensions in the FM computation, we project them to the same embedding size.

In the “CN” and “MLP” experiments, in addition to the optimization parameters above, we vary
the number of layers and hidden dimensions, respectively:

« number of layers in CN: [2, 3, 5]
. hidden dimensions in MLP: [(598, 598, 598, 598), (1196, 1196, 1196, 1196)]

Compute Resources

Without applying our data reduction and prediction strategies, running one configuration over the
24-day Criteo data on 4 TPUv3s takes less than an hour for the architectures and hyperparameters
we tried. We manage to reduce this cost up to 10 times with our strategies. Trajectory prediction
requires learning the parameters of a predictive law. We did this using CPUs, with less than an
hour for learning the trajectory predictions for each configuration in an experiment of about 100
configurations in total.

Details on Performance-Based Stopping

We provide an outline of our performance-based stopping strategy in Algorithm 1, with two
hyperpameters: stopping steps 7op and ratio of stopped configurations at any stopping step p. For
all the experiments, we choose p = 0.5. We choose this value since it is a reasonable starting point
but it is possible to improve our results with a carefully tuned p. For Tsop, we fix the number of steps
between consecutive stopping times in Tgp - i.e., we stop fraction p of remaining configurations
at equally spaced time steps. By varying the frequency at which we stop the configurations, we
obtain different points in the performance-based stopping curves in our plots.

Details on Trajectory Prediction

Trajectory prediction fits a law to the recently observed data and makes predictions for the trajectory.
In our experiments, we use the last 3 “visited” days in the training data for fitting, by averaging
the loss over all the time steps in a day. Then, we use the fitted parameters to predict the loss
in the last 3 days, i.e., the evaluation window. In the main body, we use inverse power laws (or
InversePowerLaw in Table 1). In Section D.3, we explore other choices of laws, listed in Table 1,
and their combinations.

Table 1: Other choices of fitting laws for trajectory prediction.

Law Formulation (function of D)
InversePowerlaw E+ %
VaporPressure exp (A + % +C-logD)
LogP —4—
ogPower e
Exponentiallaw E—exp(—-A-D* +B)

Details on Stratified Prediction

Stratified prediction can be used with both constant or trajectory prediction. In the main body,
we exclusively used it with trajectory prediction as we observe better ranking accuracy. Figure 3
shows that stratified trajectory prediction is consistently better than stratified constant prediction
across all experiments we consider. Note that in all other plots in the paper, “stratified prediction”
refers to stratified trajectory prediction.
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D.1

= stratified constant pred. = == stratified trajectory pred.
FM v2 CN MLP MoE

o
o

o
I

regret @3

o
[N

o6).10 0.15 0.20 0.Zp10 0.15 0.20 0.Z610 0.15 0.20 0.Zp10 0.15 0.20 0.Zp10 0.15 0.20 0.25
fraction of data used: @raction of data used: @raction of data used: Graction of data used: @raction of data used: C

Figure 3: Comparison between stratified constant prediction and stratified trajectory prediction. In all
other plots in the paper, “stratified prediction” refers to stratified trajectory prediction.

Additional Experimental Results
One-Shot Early Stopping vs Performance-Based Stopping

In the main text, we stated that performance-based stopping reaches lower regret @3 with signifi-
cantly smaller amount of data used, compared to one-shot early stopping. We now provide the full
set of results across all model types in Figure 4.

Even though performance-based stopping should not be evaluated with ranking metrics that
consider all the configurations, like PER, as the core idea behind performance-based stopping is
to not worry about poor configurations, we still provide a comparison between one-shot early
stopping and performance-based stopping based on PER in Figure 5. We note that this is not
a fair comparison since performance-based stopping is actually not expected to rank the poor
configurations that stop early on rank accurately. However, Figure 5 shows that the gap between
one-shot early stopping and performance-based stopping is so large that the latter reaches much
lower PER.
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Figure 4: regret @3 comparison of one-shot early stopping and performance-based stopping, when
used with (left) constant, (center) trajectory, and (right) stratified prediction. Rows represent,
top to bottom: FM, FM v2, CN, MLP, MoE. Performance-based stopping is consistently
superior.
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D.2 Comparison between Prediction Strategies 382

We stated in the main text that advanced prediction strategies are critical, with stratified prediction s
outperforming trajectory prediction, and both being far superior to constant prediction. Figure 6 s
provides the detailed results.

=== constant pred.
0.4 trajectory pred.
' = stratified pred.

regret @3
©
w

o
]

©
=

0.0

0.10 0.15 0.20 0.25 0.3
fraction of data used: C

Figure 6: Comparison between our prediction strategies (Constant, Trajectory, Stratified) when used
with performance-based stopping, shown for MoE. Stratified and Trajectory prediction
consistently outperform Constant prediction, with Stratified prediction offering the best
performance.

385
D.3 Other Choices of Scaling Laws 386

Figure 7 compares different choices of laws, InversePowerlLaw, VaporPressure, LogPower, sy
ExponentiallLaw defined in Table 1, and their weighted combination, for trajectory prediction. s
It is seen that they all behave similarly and reach the target regret @3 level around the same data 35
use fraction. In the combined law, we learn both the weights and the parameters of each law jointly. 3%

= = = |nversePowerlaw | & .‘_ = = = InversePowerlaw
1.25 = = = VaporPressure o 0.5 B = = = VaporPressure
3 = % L
. - = = = LogPower
1.00 ~E- Logpower- E 0.4 :: =nn [ tiallL
m - = = = ExponentialLaw & " xponentialLaw
2075 =% = combined law 5 0.3 gs === combined law
@ pod
— - “ -
g = ‘5 0.2
= v
201
©
a
0.0
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
fraction of data used: C fraction of data used: C

Figure 7: Comparison between different choices of laws for trajectory prediction, with respect to (left)

regret @3 and (right) PER. The simple inverse power law performs as well as more complex
alternatives.

D.4 Late Starting vs Early Stopping 1

Lastly, we explore whether starting some configuration runs later in training data would provide 3.
an improvement in the ranking accuracy vs data reduction tradeoff. Figure 8 shows how one-shot s
early stopping behaves when the configurations start training at different days. Start at day=0
(purple) corresponds to the standard one-shot early stopping that we have been analyzing. The s
other curves apply the same algorithm but on the runs that start training after some number of s
days in training data passes. We see no significant difference among different start days. 397
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Figure 8: PER comparison between different starting times, when used with one-shot early stopping.
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This comparison checks whether we could get additional data reduction gain by late starting
the configuration runs. However, our ranking predictions with late-started runs provide
about the same data reduction vs PER tradeoff.
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