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ABSTRACT

Multimodal models have widely been used to process text-embedded images on
social media. However, the effect of embedded text on the image encoding pro-
cess remains unexplored. In this work, we eliminated the text in text-embedded
images and compared the intervention’s effect on the performance of unimodal
and multimodal models. We find that the image encoders of multimodal models
utilize linguistic information in the pixel space to a considerable degree. Further,
we observe that disentangling text and images can improve multimodal learning
under certain circumstances.

1 INTRODUCTION

Multimodal foundation models have shown impressive performance in a multitude of downstream
tasks (Li et al., 2023). Recently, frameworks harnessing such models have successfully been applied
to social media image processing (Kumar & Nandakumar, 2022). These frameworks commonly use
the CLIP model (Radford et al., 2021) to learn meaningful representations from images and text. A
key aspect of images on social media is text overlay, where text is added on top of images to make
them more informative, expressive, and easier to share. While the image encoders of multimodal
models harness optical character recognition (OCR) to extract meaningful text information from
pixel data (Burbi et al., 2023), they show subpar zero-shot OCR performance on out-of-distribution
data (Meyer, 2023). Further, the visual and linguistic components of images may individually con-
vey contrasting ideas, which can confound the image encoding process. These observations give rise
to the following questions: To what extent do image encoders utilize the text embedded in images?
Is linguistic content in the pixel space redundant in multimodal processing? Do vision-language
models rely on one modality more than the other?

In this work, we attempt to answer the aforementioned questions by investigating the consequences
of disentangling visual and linguistic content in text-embedded images. We remove text from im-
ages by combining text detection with image inpainting. We perform these interventions on the
CrisisHateMM dataset (Bhandari et al., 2023) and the Hateful Memes Challenge dataset (Kiela
et al., 2020), and evaluate the performance of CLIP under these interventions. Our results show that
while CLIP does rely on linguistic information in the pixel space, this information may benefit or
confound the learned image representations depending on the circumstances.

2 METHODOLOGY

We evaluate our method on two datasets, CrisisHateMM and HMC. The CrisisHateMM dataset con-
sists of text-embedded images pertaining to the Russia-Ukraine war scraped from various internet
sources. This dataset was chosen as it is representative of real-world social media interactions that
may contain hateful visual content. The HMC dataset was released by Facebook as part of the
Hateful Meme Challenge and contains hateful synthetic memes targeting religion, race, disability,
and sex. This dataset was chosen as it contains seemingly benign images coupled with hateful text,
challenging multimodal reasoning further. Dataset statistics for both datasets are presented in Ap-
pendix A.1. Sample images from both datasets are presented in Appendix A.2. We perform all
our experiments by using a pre-trained frozen CLIP model with a ViT-B/32 backbone and a simple
2-layer classifier as a head. Multimodal representations are created by using a simple concatenation
function on the corresponding text and image representations. Further implementation details are
available in Appendix A.3. Figure 1 illustrates a summarized workflow for the preprocessing.
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Figure 1: Methodology followed to disentangle text from images. We extract text by using OCR
and inpaint over the text masks in the images to obtain disentangled image and text pairs.

3 RESULTS AND DISCUSSION

Table 1: Classification performance of CLIP variants on the HMC and the CrisisHateMM datasets.
The visual and textual encoders of CLIP were used for image-only and text-only experimentation
respectively. TRI stands for Text Removed from Images.

Modality Model HMC Dataset CrisisHateMM Dataset
Accuracy F1-score AUROC Accuracy F1-score AUROC

Textual Text-Only 0.71 0.65 0.63 0.78 0.76 0.75

Visual Image-Only 0.57 0.55 0.54 0.63 0.60 0.60
Image-Only (TRI) 0.54 0.54 0.53 0.60 0.59 0.59

Multimodal Baseline 0.67 0.64 0.65 0.80 0.80 0.79
Image + Text (TRI) 0.74 0.66 0.65 0.79 0.77 0.75

The results of our experiments are presented in table Table 1. For both datasets, the text-only model
performs significantly better than the image-only model and only marginally worse than the multi-
modal baselines, which suggests that the text modality is able to capture cues for classifying hate
speech better than the image modality. Further supporting this theory, removing text from images
slightly hampers performance, as seen in the text-removed image-only models for both datasets. A
qualitative analysis of model performance on misclassified memes and comparison with GPT-4V is
presented in Appendix A.4. Below, we discuss insights into dataset-specific results.

HMC dataset: The HMC dataset is designed to challenge multimodal reasoning by providing con-
trasting cues from vision and language modalities. This explains model behavior in our multimodal
experiments, as completely disentangling text from images leads to better performance. This also
suggests that the CLIP image encoder utilizes semantic information from text present in the pixel
space to a considerable degree, as removing this text causes a shift in model performance. Finally,
the subpar multimodal performance on HMC without any intervention suggests that the CLIP image
encoder is sensitive to images where the text and images convey opposing ideas, such as memes
harboring sarcasm or misdirection.

CrisisHateMM dataset: The CrisisHateMM dataset contains real-world samples where the text and
images are largely in congruence; therefore, this dataset does not challenge multimodal reasoning to
the extent that HMC does, as shown by the superior performance on CrisisHateMM across all met-
rics. The multimodal model performance decreases when text is removed from images, suggesting
that the model favorably leverages text in images despite the same text being supplied to the model
as a different modality. This further suggests that text can support the image encoding process when
the text and image are analogous to each other.

4 CONCLUSION

In this work, we investigated the effect of text in the pixel space when being processed by a multi-
modal model. We introduced several questions and presented possible hypotheses backed by empir-
ical results. We conclude that decoupling these modalities may benefit models when text and image
individually convey contrasting ideas. Further, text in the pixel space provides rich semantic cues
that may not be redundant even when the same text is supplied to the model as a separate modality.
Finally, for hate speech detection, multimodal models seem to rely on linguistic cues more than vi-
sual cues. This investigation can help uncover and improve the inner workings of foundation models
and large language models as they delve further into multimodality.
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A APPENDIX

A.1 DATASET STATISTICS

Dataset statistics for the HMC dataset and the CrisisHateMM dataset are given in Table 2 and Table
3 respectively. We split the data into train/test/validation splits in the ratio of 0.70/0.15/0.15.

Table 2: HMC Dataset statistics.

Split Hate Non-Hate
Train 3824 2126

Validation 813 462
Test 813 462
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Table 3: CrisisHateMM Dataset statistics.

Split Hate Non-Hate
Train 1456 1851

Validation 304 404
Test 298 410

Figure 2: Examples of text-embedded images from the HMC dataset.

Figure 3: Examples of text-embedded images from the CrisisHateMM dataset.

A.2 DATASET SAMPLES

Samples from the HMC and CrisisHateMM datasets are presented in Figure 2 and Figure 3 respec-
tively.

A.3 IMPLEMENTATION DETAILS

We train our models using Pytorch 2.1.0 and an Nvidia Tesla T4 GPU. The batch size for all ex-
periments was 8. We anchor the random seed to 510 for all applicable libraries. The models were
compared across three performance metrics: Accuracy, F-1 score, and AUROC. We use the Easy-
OCR1 library for text detection and LaMa (Suvorov et al., 2021) for inpainting.

The text was preprocessed to remove non-English characters that the OCR software might have
extracted. Further, we removed symbols and non-alphanumeric characters that might distort model
predictions. After extracting text, all images were resized to 224x224 pixels.

A.4 QUALITATIVE ANALYSIS

We present examples of misclassified images2 in Figure 4. We observe that GPT4-V tends to make
conservative predictions, leading to false positives in hate speech detection. Further, it cannot make
predictions based on a person’s identity as faces are blurred for privacy when image inputs are given.

1EasyOCR library: https://github.com/JaidedAI/EasyOCR
2Disclaimer: Some readers may find the illustrative images disturbing or harmful.
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Figure 4: Exemplary images from the HMC dataset misclassified by our methods. A red label
indicates that the image was misclassified, and a green label indicates that the image was correctly
classified. TRI stands for Text Removed from Images.

5


	Introduction
	Methodology
	Results and Discussion
	Conclusion
	Appendix
	Dataset Statistics
	Dataset Samples
	Implementation Details
	Qualitative Analysis


