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Abstract

Recent advances in 3D point cloud transformers
have led to state-of-the-art results in tasks such as
semantic segmentation and reconstruction. How-
ever, these models typically rely on dense token
representations, incurring high computational and
memory costs during training and inference. In
this work, we present an efficient token merging
strategy that drastically reduces the token count
by up to 90-95% while preserving competitive
performance. Our approach estimates token im-
portance by leveraging spatial structures within
the 3D point cloud, enabling aggressive token
reduction with minimal degradation in accuracy.
This finding challenges the prevailing assumption
that more tokens inherently yield better perfor-
mance and highlights that many current models
are over-tokenized and under-optimized for scala-
bility. We validate our method across multiple 3D
vision tasks and show consistent improvements in
computational efficiency. Our ongoing work will
release code and detailed benchmarks to support
reproducibility and further system-level explo-
ration of efficient foundation models for 3D data.
We release our implementations at this Github.

1. Introduction

The rise of transformer-based architectures has significantly
advanced the field of 3D point cloud understanding (Guo
et al., 2020; Zhang et al., 2022b; Fang et al., 2023), partic-
ularly in tasks such as semantic segmentation (Lai et al.,
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2022; Wang, 2023; Yang et al., 2025; Lai et al., 2023), and
reconstruction (Kong et al., 2024; Chen et al., 2024; Tang
et al., 2024; Chen et al., 2025). Inspired by the success of
attention mechanisms in NLP (Vaswani et al., 2017; Devlin
etal., 2019; Achiam et al., 2023) and 2D vision (Dosovitskiy
et al., 2021; Carion et al., 2020; Liu et al., 2021; Kirillov
et al., 2023), Point Transformer (PTv) models introduced
self-attention tailored for point clouds (Zhao et al., 2021;
Wu et al., 2022; 2024). Among them, PTv-3 has emerged
as a powerful backbone, thanks to its hierarchical attention
design and ability to capture both local and global spatial
dependencies. It excels in dense 3D segmentation (Fan et al.,
2024; Wu et al., 2025), reconstruction (Chen et al., 2025;
Fan et al., 2024).

Despite these strengths, our analysis reveals that PTv-3 sig-
nificantly overuses tokens during self-attention. Even with
architectural optimizations - like replacing KNN operations
and removing image-relative positional encodings - PTv-3
still remains token-heavy. Strikingly, we find that retain-
ing only 5—10% of the most spatially informative tokens is
sufficient to preserve performance across diverse 3D tasks.
This challenges the common belief that dense tokenization
is essential (Guo et al., 2021; Zhao et al., 2021; Liu et al.,
2019; Lahoud et al., 2022). To our knowledge, this is the
first systematic study to expose the redundancy in token
usage within 3D point cloud transformers, highlighting new
opportunities for improving efficiency without sacrificing
accuracy.

We conducted extensive experiments by integrating several
token reduction techniques - originally developed for vision
transformers - into the PTv-3 framework. These included
Token Merging (ToMe) (Bolya et al., 2023; Bolya & Hoff-
man, 2023; Bonnaerens & Dambre, 2023), Token Pruning
(Yinet al., 2022; Zhou et al., 2022; Kim et al., 2024), ALGM
(Norouzi et al., 2024), and PiToMe (Tran et al., 2024). By
applying before each attention layer and followed by token
unmerging, these methods pruned 10-50% of tokens during
inference. Across PTv-3 and its variants (e.g., Sonata (Wu
et al., 2025) pre-trained on 140k point cloud, Splatformer
(Chen et al., 2025)), performance remained largely unaf-
fected even with substantial token reduction on benchmarks
like ScanNet (Dai et al., 2017), ScanNet200 (Yeshwanth
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Figure 1. Impact of token merging on performance and efficiency. Left: mloU (%) vs. merge rate (left y-axis) and GFLOPs (right
y-axis) between original PTv-3 with our proposed token merging method (PTv-3 + Ours). At each merging rate, we report blue bars as
corresponding GFLOPs. Despite this aggressive token reduction, performance degradation is minimal with the off-the-shelf setting (blue
line, left plot) and nearly negligible when fine-tuned (green line, right plot) with only 10% total epochs. Right: Our approach achieves a
4.7x reduction in FLOPs (from 107.5 GFLOPs to 22.85 GFLOPs) and a 6.4x reduction in memory usage (from 10.12 GB to 1.6 GB).

PTv2 and PTv3 baselines are shown for reference.

etal., 2023), S3DIS (Armeni et al., 2016), nuScenes (Caesar
et al., 2020), GSO (Downs et al., 2022a), Objaverse (Deitke
et al., 2023), while significantly lowering FLOPs and mem-
ory usage. Motivated by this, we developed a 3D-specific
token merging strategy that leverages spatial locality and
attention relevance (Section 4). Our method merges up to
95% of tokens without retraining, maintaining strong perfor-
mance even with 95% token removal while saving largely
FLOPs and memory usage with large margins (Figure 1.
With just 10% fine-tuning, it fully recovers or even sur-
passes baseline performance, particularly on datasets like
ScanNet and S3DIS, underscoring its potential for efficient
and scalable deployment. In summary, our contributions
are:

* We reveal that up to 90-95% of tokens in point cloud
transformers are redundant, challenging the assump-
tion that dense tokenization is necessary.

* We introduce a 3D-specific token merging strategy
based on geometric structure and attention saliency, en-
abling efficient token reduction with minimal accuracy
loss.

* We validate our method across segmentation and recon-
struction tasks achieving significant efficiency gains
and occasionally surpassing baseline performance with
limited fine-tuning.

2. Related Work

3D Point Cloud Architectures. 3D point cloud under-
standing has progressed from projection-based (Chen et al.,
2017; Lang et al., 2019; Li et al., 2016; Su et al., 2015) and
voxel-based (Maturana & Scherer, 2015; Song et al., 2017;
Choy et al., 2019; Graham et al., 2018; Wang et al., 2017)
methods to point-based approaches like PointNet (Qi et al.,

2017a), PointNet++ (Qi et al., 2017b), and PointMLP (Ma
et al., 2022), which operate directly on raw points. While
these preserve spatial detail, they often struggle with global
context. Transformer-based models have emerged to ad-
dress this, with the Point Transformer (PTv) series - PTv-1
(Zhao et al., 2021), PTv-2 (Wu et al., 2022), and PTv-3 (Wu
et al., 2024) - achieving state-of-the-art results in segmen-
tation (Lai et al., 2022; Wang, 2023; Yang et al., 2025; Lai
et al., 2023), and reconstruction (Kong et al., 2024; Chen
et al., 2024; Tang et al., 2024; Chen et al., 2025). Recent
variants like PTv-3 Sonata (Wu et al., 2025) and Splatformer
(Chen et al., 2025) further extend this success.

In this work, we revisit a fundamental question: “Is PTv-
3 efficient in its token usage?” Interestingly, our results
show that it is highly redundant, where retaining only a
small fraction of tokens still achieves comparable accuracy,
paving the way for lightweight and memory-efficient 3D
transformers.

Token Redundancy and Sparsity in Transformers. To
improve transformer efficiency, prior work has explored
approximating attention via hashing (Daras et al., 2020;
Kitaev et al., 2020), low-rank factorization (Likhosherstov
etal., 2021; Fan et al., 2021), sparsity (Ren et al., 2021; Shen
et al., 2021), head pruning (Meng et al., 2022; Fayyaz et al.,
2022), and domain-specific modules (Liu et al., 2021; 2022;
Wang et al., 2023b). However, these often require retraining
or heavy fine-tuning. In contrast, token reduction methods
like pruning (Yin et al., 2022; Zhou et al., 2022; Wang et al.,
2024; Kim et al., 2024) and merging (Bolya et al., 2023;
Bolya & Hoffman, 2023; Bonnaerens & Dambre, 2023;
Tran et al., 2024) aim to speed up inference by reducing
token count, typically with minor accuracy loss. Techniques
like ToMe (Bolya et al., 2023; Bolya & Hoffman, 2023;
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Norouzi et al., 2024) use soft matching to merge similar
tokens, while clustering (Bianchi et al., 2020; Marin et al.,
2023) and graph-based methods (Wang et al., 2024; Xu et al.,
2024; Tran et al., 2024) offer more systematic merging but
can introduce extra overhead.

In this work, we adapt several of these methods to PTv-3 and
its variants, finding that performance remains robust under
substantial token reduction. Building on this, we propose
a 3D-specific merging strategy leveraging spatial structure
and density, enabling up to 90-95% token reduction with
minimal or no loss, offering a path toward scalable and
efficient 3D transformers.

3D Point Cloud Compression and Efficiency. Several
works aim to design efficient 3D architectures, such as
MinkUNet (Choy et al., 2019), Sparse Point Transformer
(Tang et al., 2020; Sun et al., 2022; Wang et al., 2023a),
PTv3 (Wu et al., 2024), and others (Lai et al., 2022; Feng
et al., 2023; Huang et al., 2023), which reduce computa-
tion via efficient architectural design. However, they often
require training from scratch, limiting compatibility with
pre-trained models. Separately, point cloud reduction meth-
ods like Random Sampling (Hu et al., 2020; Lu et al., 2020;
Zhang et al., 2022a), Farthest Point Sampling (FPS) (Eldar
etal., 1997; Qi et al., 2017b; Li et al., 2018; 2022), and Vox-
elGrid Downsampling (Que et al., 2021; Lyu et al., 2024;
Vizzo et al., 2023) reduce input size but are rule-based and
task-agnostic, often leading to suboptimal results.

In contrast, our token merging strategy operates at the fea-
ture level, enabling dynamic token compression during in-
ference without retraining and integrating seamlessly with
existing architectures like PVTv3. It consistently outper-
forms traditional downsampling methods in both efficiency
and accuracy across indoor and outdoor segmentation as
well as reconstruction tasks.

3. Analyzing Token Redundancy in 3D
Transformers

3.1. Point Transformer v3 architecture

PTv3 introduces a simplified and efficient framework for 3D
point cloud processing by replacing KNN-based grouping
with a 1D serialization strategy, where points are ordered
via space-filling curves to preserve spatial locality. The
model follows a U-Net-style encoder-decoder architecture
with skip connections, enabling hierarchical feature learning.
At each resolution, the serialized sequence is partitioned into
disjoint local groups, and self-attention is applied indepen-
dently to each group to capture local context. PTv3 evenly
divides the input point set X = {z1,x9,...,2y} into
K disjoint subsets (partitions) {P;, Ps, ..., Pk} such that
Ui, Pr = X, Pi 0 P; = @ fori # j, and [Py| = 1024.
Self-attention is then applied independently within each

— e

Prediction

90% Merge Prediction  90% Merge Feat. PCA erence

Figure 2. Observation: After merging 90% of the tokens in each
attention layer, the change in principal component analysis (PCA)
visualization of feature representation (2nd image, 2nd row) is
minimal compared to the original feature (2nd image, 1st row).
Most of the predictions remain unchanged after merging, with red
indicating the areas where predictions differ (3rd image, 2nd row).
This leads us to conclude that there is high redundancy in the point
cloud processing model.

partition to capture local geometric structure.

The attention for each point x; is computed only over the
points in its own partition P (i), formulated as:

Z quj
Attn(z;) = softmax; <’> vj,
ZJEP(’L) \/a

where q; = q(z;), k; = k(z;), and v; = v(z;) denote the
query, key, and value projections of the respective points.
The summation is restricted to z; € P (i), ensuring atten-
tion is confined to the local context defined by the partition.
While this attention mechanism offers strong representa-
tional capacity, it becomes prohibitively slow and compu-
tationally expensive with O(N?) complexity - especially
when processing point clouds containing millions of points.

3.2. Token Merging Formulation

To address this limitation, token merging (Bolya et al., 2023;
Tran et al., 2024; Chen et al., 2023; Norouzi et al., 2024) is
introduced to reduce the number of tokens participating in
the attention computation. Each original token is mapped
to a merged representation via a function f : z; — I,
inducing a transformation of the attention partition P (i) —
P(i), where |P(i)| < |P(i)|. Attention is then computed
over the merged tokens as:

T softmas, (f““f(k)) 1),

Attn(f (z:)) =
F;€P(i) vd

The function f merges token features according to a learned
token-level mapping. Unlike existing token merging meth-
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Figure 3. b) For each Point Transformer layer, we compute global-informed energy scores, which are later used to calculate patch-level
energy scores. a)These patch-level scores guide adaptive merging, retaining more information for high-energy patches. ¢) Each patch is
divided into evenly sized bins, and destination tokens are randomly selected within these bins to enable spatially aware merging.

ods (Bolya et al., 2023; Tran et al., 2024; Chen et al., 2023;
Norouzi et al., 2024), which are designed for classification
and operate on the merged tokens throughout subsequent
layers, our approach targets dense 3D point cloud rep-
resentations. This requires restoring the token features to
their original resolution. To achieve this, an unmerging func-
tion f~!, approximating original attention layer is required:
Attn(z;) ~ £~ (Attn(f(z;))) . In our method, £~ sim-
ply duplicates the merged attention outputs back to their
source tokens.

Token Merging Algorithms. Token Merging
(ToMe) (Bolya et al., 2023) defines the merge func-
tion f({x;},r) by partitioning the set of tokens {z;} into
source (src) and destination (dst) sets, and assigning the
r most similar tokens from src to tokens in dst. The
function f returns merged tokens, where each merged token
is obtained by averaging the feature representation of a
destination token with the features of its corresponding
assigned source tokens.

As shown in Fig. 5, even with 50% token reduction, predic-
tion outputs remain consistent with the original prediction.
For instance, the ToMe results at 50% merging, achieving
77.6 mloU which is similar original Ptv-3, but reducing
GFLOPs from 107 down to 76. However, existing methods
are primarily designed for image-based tasks and fail to ac-
count for 3D-specific characteristics such as spatial locality
and density variation. They also typically lack mechanisms
for feature recovery, which is essential for dense segmen-
tation. This motivates us to propose a 3D-aware token

merging strategy that (i) enables aggressive compression
- merging up to 95-99% of tokens and (ii) preserves fine-
grained structural details critical for accurate segmentation.
We present it in the next section.

4. Adaptive Spatial-Preserving Token Merging

We begin by merging tokens inside equally divided patches
inside each Partition P;. To preserve spatial information,
we divide the 1D serialized tokens into evenly sized bins,
randomly selecting one token per bin for the destination set.
The bin size is determined by the token reduction rate, i.e.,
bin_size = [1/(1 — merge_rate)]. Given this partition, we
can merge up to 90% of the number of tokens. To better
understand this behavior, we analyze the feature represen-
tations, as shown in Figure 2. Motivated by these insights
and inspired by recent energy-based approaches (Tran et al.,
2024; Bolya et al., 2023; Norouzi et al., 2024; Chen et al.,
2023), we introduce a globally-informed energy score to
guide adaptive, spatially-aware token merging. The overall
architecture of our approach is illustrated in Figure 3.

(V, £), where the vertex
denotes the centroid
‘,le szep Tk The

edge set is defined as € = {(«;, P;)}, forming a directed

bipartite graph from each token z; to all partition centroids

15 For each token z;, we define its outgoing neighbors as

N(xz) ={P; | (w:, Pj) € E}.

The energy score E(x;) is then computed as the mean cosine

We define a bipartite graph G =
setis V = {z;} u {P;}. Here,
of partition P;, computed as: P
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similarity between x; and all connected centroids:

1 Z cos(zi, Pj). e

E(xi) = =7
(i) N (z;)] PjeN (z:)

This score reflects how globally aligned a token is with all
partition centroids. Tokens with lower energy (i.e., less
aligned with global structure) are considered less infor-
mative and can be merged more aggressively, while high-
energy tokens are preserved to retain critical information.

Adaptive Merging by Energy. Using the above formula-
tion, we define the importance score of a partition P as the
mean energy of its tokens:

E(P) = = 3 E(@). @

|P‘ zeP

If E(P) > 7, we apply moderate merging f (P, r); other-
wise, we apply aggressive merging f (P, 1), where r* » r.
This branching mechanism enables us to aggressively re-
duce redundancy and significantly improve computational
efficiency, while still supporting batch training and preserv-
ing performance on off-the-shelf evaluation. Here 7 is a
common threshold we effectively used for all datasets and
tasks.

5. Experimental Results

5.1. Experiment Setup

We evaluate our method on two 3D tasks: Indoor Semantic
Segmentation and 3D Reconstruction. For the Indoor
Semantic reconstruction task, we tested our method on
Sonata (Wu et al., 2025) and PTv3 (Wu et al., 2024) on
3 different datasets: Scannet200 (Rozenberszki et al., 2022),
Scannet (Dai et al., 2017), and S3DIS (Armeni et al., 2016).
For the Reconstruction task, we evaluated our method on
SplatFormer (Chen et al., 2025) on three different datasets:
ShapeNet (Chang et al., 2015), ObjectVerse (Deitke et al.,
2023), and GSO (Downs et al., 2022b). We present our
method’s performance on the evaluation sets of indoor se-
mantic segmentation datasets. Unless stated otherwise, we
use an energy threshold of ¢ = —0.2 and merge down to 32
tokens via the lower-energy branch.

In addition to recent token merging methods (Tran et al.,
2024; Bolya et al., 2023; Norouzi et al., 2024), we incorpo-
rate point cloud downsampling techniques to reduce input
complexity. Random Token Drop (Hu et al., 2020) ran-
domly discards a subset of points, offering fast but coarse
reduction. Farthest Point Sampling (FPS) (Dovrat et al.,
2019; Xu et al., 2020) selects points that are maximally dis-
tant from each other to preserve geometric coverage. Vox-
elGrid Downsampling (Que et al., 2021; Lyu et al., 2024)
partitions space into voxels and retains one representative
point per voxel, ensuring spatial regularity. Final predictions
are upsampled in the last stage.

5.2. 3D Point Cloud Semantic Segmentation

Table 1. We compare our method with a merge rate of 0.8 in two
settings - fine-tuned and off-the-shelf - against other segmentation
and point cloud downsampling methods applied to PTv3, evaluat-
ing performance in terms of mloU.

Methods ScanNet Val ScanNet200 Val S3DIS Area5
MinkUNet (Choy et al., 2019) 722 25.0 65.4
ST (Lai et al., 2022) 743 - 72.0
OctFormer (Wang, 2023) 75.7 32.6 -
Swin3D (Yang et al., 2025) 76.4 - 72.5
PTvl (Zhao et al., 2021) 70.6 27.8 70.4
PTv2 (Wu et al., 2022) 75.4 30.2 71.6
PTv3 (Wu et al., 2024) 71.6 352 74.7
- Random Drop 70.1 31.1 73.4
- FPS 71.2 32.4 70.9
- VoxelGrid Down. 72.1 322 69.1
- Ours 71.0 34.4 74.3
- Ours 71.4 35.2 72.3
PTv3-Sonata (Wu et al., 2025) 79.1 30.4 722
- Random Drop 72.2 252 68.5
- FPS 739 26.1 69.0
- VoxelGrid Down. 73.9 25.5 68.8
- Ours 71.5 28.8 72.8
- Ours 78.9 309 73.5

We evaluate our method on Sonata and PTv3 using GFLOPs
and mloU across multiple datasets (Fig. 5). We observe
that without fine-tuning, segmentation quality drops min-
imally. With just 10% of the original training, efficiency
improves significantly. At 80% merging for high-energy and
97% for low-energy branches, performance remains stable.
Our method also outperforms traditional downsampling by
preserving more latent information (Tab. 1).

Ground Truth

Figure 6. We visualize the output of various token compression
techniques after removing 80% of the tokens, comparing their
visual quality degradation on the 3D object reconstruction task.

5.3. 3D Object Reconstruction

We also conduct experiments to evaluate the performance
of our method on the novel view synthesis task under out-
of-distribution (OOD) test camera angles. For this task,
we adopt SplatFormer (Chen et al., 2025) as the backbone,
which also incorporates PTV3 as its core to refines flawed
3D Gaussian splats to mitigate artifacts in OOD views.

As shown in Table 3, Figure 7 and 6, our method archives
high performance - with only about a 0.1% drop across all
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Figure 5. Semantic segmentation comparison of token merging methods. The x-axis shows GFLOPs, the y-axis shows mloU, and the
numbers indicate default merge rates. As shown, our method achieves better computational efficiency while maintaining competitive

performance.

Table 2. ScanNet results at different merge ratios without and with
adaptive merging.

Method ‘mIOUT mAcc? allAcet GFLOPs| Mel:l:izléB)l
PTv3 \ 77.68 84.77 91.82 107.5 10.8
+r =03 77.63 84.62 9191 66.98 6.0
"= 7760 8440 9179 4137 4.1
i —0.6 77.51 84.55 91.79 37.80 2.8
T Y| 7745 8371 9148 26.43 2.0
+r =08 77.10 84.22 91.81 27.17 2.0
"= V% 7698 8341 91.34 21.10 1.6
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Figure 7. 3D Object reconstruction: Off-the-shelf performance
of our method on Objaverse (Deitke et al., 2023).

metrics - even after reducing up to 90% of the tokens pro-

Table 3. OOD-NVS. Comparisons on the GSO-OOD and
RealWorld-OOD evaluation sets with off-the-shelf evaluation. The
metric is evaluated on OOD test views with elevation ¢ooq = 700.

Methods | GS0-00D | RealWorld-OOD

| PSNRT SSIMf LPIPS| | PSNRT SSIM{ LPIPS|
MipNeRF360 (Barron et al., 2022) | 22.90 0.824 0.192 21.99 0.878 0.127
3DGS (Kerbl et al., 2023) 21.78  0.746 0.25 2383  0.877 0.109
2DGS (Huang et al., 2024) 2329 0816 0.204 23.64 0891 0.104
Nerfbusters (Warburg et al., 2023) 1595  0.678 0.300 2393 0893 0.114
SplatFormer (Chen et al., 2025) ‘ 24.71 0.857 0.152 ‘ 2433 0.900  0.100
Our 2456 0852 0.157 24.06 0.899 0.101

cessed by the model, while still outperforming other state-of-
the-art methods such as MipNeRF360 (Barron et al., 2022),
3DGS (Kerbl et al., 2023), 2DGS (Huang et al., 2024),
Nerfbusters (Warburg et al., 2023). In contrast, alternative
token compression techniques such as Random Drop, Voxel
Downsampling, and Furthest Point Sampling significantly
degrade model performance after reducing 80% number of
tokens.

6. Ablation Study

Energy Threshold. We use a threshold 7 to decide which
patches P to aggressively merge. As shown in Table 4,
when 7 is close to 1, most patches are merged aggressively,
resulting in unchanged GFLOPS and a 2% drop in MiOU.
As 7 decreases, fewer patches are merged aggressively, and
GFLOPS increase until it reaches the non-adaptive merging
baseline. In all experiments, we selected 7 = —0.2 as it
offers the best trade-off.

Adaptive Merging (Eq.2). Tab.2 demonstrates the perfor-
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mance—efficiency trade-off with and without our adaptive
merging strategy. Notably, it achieves significant gains in
efficiency with minimal performance loss. For instance, at
a merge rate of 0.8 (high-energy branch), we observe a 20%
reduction in both GFLOPs and peak memory usage, with
only a 0.12 mlIoU drop.

Table 4. Impact of different thresholds 7 on performance.

T | 0.6 0.4 0.2 0.0 -0.2 -0.4 -0.6
GFLOPs| 19.35 19.35 19.35 2004 22,68 2609 27.17
mloU? 75.10  75.10  75.10 7626 7698  77.09 77.11

7. Conclusion

In conclusion, we show that state-of-the-art 3D point cloud
transformers are heavily over-tokenized, and their perfor-
mance remains largely intact even after reducing 80-95% of
tokens using an effective merging strategy. Our 3D-aware
method leverages local geometry and attention saliency to
estimate voxel importance, enabling aggressive compres-
sion with minimal accuracy loss. These findings reveal
inefficiencies in current models and offer a practical path
toward scalable, efficient 3D vision systems, opening a ques-
tion - shifting focus from parameter scaling to smarter token
utilization.
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A. Limitation Discussion

Despite the promising results demonstrated by our method, several limitations remain that highlight important avenues for
future research. One key open question is how to automatically determine the optimal merging rate

r for a given FLOP budget while preserving model performance (Chen et al., 2023; Lee & Hong, 2024). In its current form,
our approach relies on a manually specified merging rate and merges only the most informative tokens. Automating this
process would require an end-to-end training framework that can learn optimal merging schedules by backpropagating
gradients from a FLOP-constrained objective. However, implementing such a system is technically challenging, as it
involves non-differentiable operations like sorting and grouping during the merging process. Overcoming this hurdle would
likely require gradient approximation techniques for discrete decision-making, such as those explored in (Sander et al.,
2023; Xie et al., 2020; Niepert et al., 2021).

In addition, our current study is limited to 3D point cloud data. Extending our token reduction strategy to other 3D data
modalities such as meshes (Lin et al., 2021; Siddiqui et al., 2024) and real-time video sensor streams (Jang et al., 2022; Tang
et al., 2022) presents a compelling direction for future work. These modalities introduce distinct structural and temporal
complexities, yet the fundamental insight underpinning our method, that many tokens in 3D data are redundant, may still
hold. Successfully adapting token merging to these formats could yield further efficiency improvements and broaden the
practical impact of our approach, particularly in applications such as robotics and autonomous driving where computational
resources are limited.

B. Experiments Setup Details
B.1. Semantic Segmentation - Datasets and Metrics:

S3DIS (Armeni et al., 2016) is a large-scale indoor dataset composed of 3D scans from six areas in office buildings. It
includes point-wise semantic annotations across 13 categories, making it a common benchmark for semantic segmentation
in indoor environments.

ScanNet (Dai et al., 2017) is a richly annotated dataset of indoor scenes, consisting of RGB-D videos that are reconstructed
into 3D meshes. It provides point-wise semantic labels over 20 object categories and is widely used for evaluating 3D
semantic segmentation models.

NuScenes (Caesar et al., 2020) is an autonomous driving dataset that includes LiDAR point clouds, camera images, and
radar data, collected in urban scenes. The 3D semantic segmentation task focuses on labeling LiDAR points across 32 object
classes.

ScanNet200 (Yeshwanth et al., 2023) is an extended version of ScanNet with 200 fine-grained object categories. It introduces
a more challenging segmentation task due to its larger label space and long-tail class distribution.

Metrics: We evaluate models using several standard metrics. mIoU (mean Intersection over Union) measures the average
overlap between predicted and ground truth labels across all classes. mAcc (mean accuracy) computes the average of
per-class accuracies, while allAcc (overall accuracy) reflects the proportion of correctly classified points over the entire
dataset. In addition to accuracy metrics, we report FLOPs (Floating Point Operations) to quantify the computational cost of
a model, and PeakMem (Peak Memory Usage), which indicates the maximum GPU memory required during inference.
These efficiency metrics are critical for understanding model scalability and deployment feasibility.

B.2. Semantic Segmentation - Baselines:

ToMe (Bolya et al., 2023) (Token Merging) is a general framework that reduces token count by merging tokens based on
feature similarity, originally proposed for vision transformers. PiToMe (Tran et al., 2024) extends ToMe to 3D point cloud
processing by introducing point-wise importance scores to guide the merging process. Both ToMe and PiToMe are limited
to merging up to 50% of the tokens.
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Original Prediction‘ 80% Merge Predictioﬁ Prediction Diffence Ground Truth ‘

Figure 8. Illustration of ScanNet segmentation results with and without our merging method. As shown in the fourth column, the
differences - highlighted in red - are limited to only a few points among hundreds of thousands.

PTv3 Random Drop Voxel Down FPS Ours Ground Truth

Figure 9. We visualize the output of various token compression techniques after removing 80% of the tokens, comparing their visual
quality degradation (or preservation) on the 3D object reconstruction task.

ALGM (Norouzi et al., 2024) is a two-stage token merging approach involving global merging followed by local merging.
In our adaptation, we use only the local merging stage, which evenly divides tokens into spatial bins and computes intra-bin
similarity. Bins containing highly similar tokens are merged based on a similarity threshold. We evaluate three analytic
thresholds for merging: p, 1 — o2, and p — 202, where p is the mean similarity of tokens within a bin and o2 is the variance.

Point Cloud Downsampling Techniques: We evaluate several common downsampling strategies for 3D point clouds.
Voxel Downsampling partitions the 3D space into uniform voxels and retains one representative point per voxel. The feature
of each representative point is computed as the mean of the features of all original points within the voxel. Furthest Point
Sampling (FPS) iteratively selects points such that each newly selected point is as far as possible from previously selected
ones, ensuring coverage of the spatial domain. Random Sampling simply selects a subset of points uniformly at random
from the input set. For all methods, we adjust parameters to ensure that the resulting downsampled point cloud retains
approximately 20% of the original points.

C. Detailed Results

C.1. Segmentation

We qualitatively compare our method—merging up to 80% of tokens (high-energy branch)—with the original model in
Fig. 8. Our approach effectively removes redundant information while preserving the original predictions.
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C.2. 3D Reconstruction

We additionally report detailed results for Objverse-OOD in Tab. 5 and provide qualitative comparisons with baselines in
Fig. 9. Despite merging 80% of the tokens, the drop in reconstruction performance is negligible. As shown in Figure 8,
our method achieves significantly better visual fidelity compared to existing token compression techniques such as PTv3,
Random Drop, Voxel Down, and FPS. While other methods introduce noticeable distortions or surface degradation, our
approach preserves fine geometric and textural details, producing reconstructions that closely match the ground truth. This
highlights the effectiveness of our token merging strategy in maintaining high-quality 3D reconstruction under extreme
compression.

Table 5. OOD-NVS. Comparisons on the ShapeNet-OOD and Objaverse-OOD evaluation sets with off-the-shelf evaluation. The metric is
evaluated on OOD test views with elevation ¢eoa = 700.

Methods \ GSO-00D | Objverse-OOD |  RealWorld-OOD
|PSNRT SSIM? LPIPS| |PSNRT SSIM? LPIPS||PSNR 1 SSIM? LPIPS |

MipNeRF360 (Barron et al., 2022)| 22.90 0.824 0.192 | 19.6 0.72 028 | 21.99 0.878 0.127

3DGS (Kerbl et al., 2023) 21.78 0.746 025 | 1924 0.67 0.29 | 23.83 0.877 0.109
2DGS (Huang et al., 2024) 23.29 0.816 0.204 | 19.24 0.67 0.29 | 23.64 0.891 0.104
Nerfbusters (Warburg et al., 2023) | 1595 0.678 0.300 | 169 0.69 029 | 2393 0.893 0.114
LaRa (Chen et al., 2024) - - - 190 0.68 0.32 - - -

SplatFormer (Chen et al., 2025) 2471 0.857 0.152 | 22.43 0.808 0.179 | 24.33 0.900 0.100
- Random Drop 23.77 0.821 0.19 | 21.80 0.777 0.208 | 24.02 0.889 0.105
- Farthest Point S. 23.29 0.817 0.194 | 21.13 0.757 0.223 | 23.91 0.889 0.107
- VoxelGrid Down. 23.74 0.827 0.18 | 21.47 0.756 0.224 | 23.88 0.887 0.108
- Our ‘ 24.56 0.852 0.157 ‘ 22.34 0.803 0.185 ‘ 24.06 0.899 0.101

ScanNet Peak Memory ScanNet200 Peak Memory
107 algo 10/H algo
I Hl PIv3 I Hl PIv3
81 B Our w/o branching 8- BN Our w/o branching
I Our I Our
% 61 é ol n
O 4 © 4] ==
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Figure 10. Peak memory

C.3. Further Ablation Study

. . . Table 6. Impact of metric and independent head during token
Merging Metric. In Table 6, we evaluate the effect of using

matching.
Q, K, or V features as the merging criterion. We also compare 3
applying the merging function independently per head versus Metric Q K v
uniformly across all heads. Results show that using the value No Independent Heads 76.08 76.37 76.55
feature (V) and merging independently per head yields the best With Independent Heads  76.27 76.36 76.98
performance.

Adaptive Merging. We further conduct experiments to verify the impact of the adaptive merging strategy. As shown in
Figure 10 and Table 7, adaptive merging effectively identifies which patches should be aggressively merged. This enables
the model to achieve lower GFLOPs and reduced peak memory usage (up to 1.5 times compare to without adaptive merging)
during inference, without compromising accuracy.
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Table 7. Details results on the segmentation task

‘ ScanNet ‘ ScanNet200
| mloU mAcc allAcc GFLOPS | mloU mAcc allAcc GFLOPS
PTv3 (Wuetal,2024) | 77.68 8477 91.82  107.5 |3457 4558 8279 104.99

+r =0.3 wadaptive merge | 77.60 84.40 91.79 4137 |35.10 45.03 8320 36.40
w/o adaptive merge | 77.63 84.62 9191  66.98 |35.09 4558 8329  63.89
+7r =0.5 wadaptive merge |77.62 8391 91.57 3048 |34.72 4437 83.06 27.79
w/o adaptive merge | 77.69 84.59 91.80 4573 |34.76 44.92 83.16  42.65
+7 =0.6 wadaptive merge | 77.45 83.71 9148 2643 |34.48 44.07 8296 24.62
w/o adaptive merge | 77.51 84.55 91.79  37.80 |34.52 4455 83.09 3472
+7 =0.7 wadaptive merge | 77.20 83.53 91.39 2332 |34.21 43.74 8290 22.17
w/o adaptive merge | 77.31 84.60 91.81 31.63 | 3429 4425 83.02 2854
+7r =0.8 wadaptive merge |76.98 83.41 9134 21.10 |34.20 43.70 8298 20.42
w/o adaptive merge | 77.11 84.22 91.81 27.17 | 3424 44.13 83.06 24.09
+r =09 wadaptive merge |76.24 83.05 9136 19.75 |34.38 43.64 8321 19.39
w/o adaptive merge | 76.40 84.17 91.80  27.14 |34.54 44.13 8328 2144

D. Local vs Global energy score

To justify the motivation for our globally-informed energy score, we conduct a detailed analysis comparing the behavior of
locally-informed energy scores used in PiToMe (Tran et al., 2024) and explain why it failed for the 3D Point Cloud models.
As demonstrated in Figure 11, most points belonging to the same object exhibit similar features, as indicated by their shared
color. This suggests that in the initial and final layers—where each patch’s receptive field is still local and covers only a
portion of a larger object—individual tokens lack sufficient contextual information. As a result, computing the energy score
locally within each patch does not accurately reflect a token’s alignment with the global feature space formed by all points
in the input point cloud.

To mitigate this limitation, we introduce a globally informed energy score. This involves first computing centroids for
each patch, followed by calculating each token’s energy score as the average of its alignment with all patch centroids.
As illustrated in Figure 12, the globally-informed energy score provides a clearer distinction between foreground and
background regions. This enables more effective identification of patches that can be aggressively merged in the initial and
final layers. Consequently, tokens representing the foreground are better preserved before entering the middle layers, where
the token space is downsampled and each patch has a wider receptive field.

Input PCA-Based Color Mapping

Figure 11. PCA-Based Color Mapping of all tokens in the last layer of PTv3 model.

E. Complexity Analysis

We provide our pseudo code for token merging in Algorithm 1. In our algorithm, the global graph is constructed via
matrix multiplication between each point and the patch centroids, resulting in a complexity of O(Nkh), where h is the
dimensionality of the input vectors, NNV is the number of points, and k is the number of patch centroids (with k& « N). The
resulting global energy scores are then used to determine which patches should be aggressively merged.

Let n denote the number of tokens in each aggressively merged patch, and 7' (where n « T') be the number of tokens in
each patch. The time complexity of the attention operator can be approximated as O(k((rT)?h + n?h)) (here r is the ratio
of tokens that remain), capturing the dominant contributors to computational cost. However, actual performance may vary
with PyTorch version and hardware, due to differences in optimization and parallelization.
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Figure 12. Visualizing Global (Ours) vs. Local (PiToMe(Tran et al., 2024)) Energy Score for each token

Globally Informed Token Merging

Input: Serialized 1D point cloud P € RV *X*C (N patches, K points per patch, C features)
Output: Merged point cloud representation

Step 1: Construct Global Bipartite Graph

Compute patch centroids:
_ 1

P = — Z x),  for each patch P;
|P;]

TREP;
Construct bipartite graph G = (V, £), where:
* V={zi} o {F}
» & = {(x;, P;)} — directed edges from points to all patch centroids
Step 2: Compute Energy Scores

Define outgoing neighbors N (x;) = {P; | (z;, Pj) € £}
Compute point energy:

1 _
— m Z COS(I‘i , P])

PJEN(QIVL)

E(%l) =

Compute patch energy:

Step 3: Adaptive Merging by Energy
foreach patch P; do
if E(P;) > 7 then
| Apply moderate merging f(P;, )
else
| Apply aggressive merging f(P;,r*)
end
end
return Merged point cloud
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