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Abstract

Humour translation plays a vital role that can
serve as a bridge between different cultures,
fostering understanding and communication.
However, although most existing Large Lan-
guage Models (LLMs) are capable of general
translation tasks, they still struggle with hu-
mour translation, especially for linguistic in-
terference and lacking humour in translated
text. In this paper, we propose a Humour De-
composition Mechanism (HDM) that utilises
Chain-of-Thought (CoT) to imitate the abil-
ity of the human thought process, stimulating
LLMs to optimise the readability of translated
humorous texts. Moreover, we integrate hu-
mour theory in HDM to further enhance the hu-
morous elements in the translated text. Our ex-
perimental evaluation involves both automatic
and human evaluation on open-source humour
datasets, demonstrating that our method effec-
tively enhances the quality of humour trans-
lation, showing an average improvement of
7.75% in humour, 2.81% in fluency, and 6.13%
in coherency. Finally, we release a new humour
Chinese dataset which has been translated from
English using HDM.

1 Introduction

Humour plays an important role in human inter-
action. Humour studies can actually gain greater
insight into the linguistic, social and psycholog-
ical factors of humour (Zabalbeascoa, 2005). A
comprehensive understanding of humour necessi-
tates a deep grasp of both semantic information and
cultural background (Chen et al., 2024b) and effec-
tive humour translation serves as a bridge across
cultural divides, facilitating communication and
fostering cross-cultural understanding (Vandaele,
2016). Pym (2023) mentions that the study of hu-
mour translation can enhance the understanding of
language transfer and the process of meaning recon-
struction, while enriching the translation theories,
especially for dynamic equivalence and function-

alist translation strategies. Moreover, an effective
humour translation strategy can accurately convey
its intended humorous effect in the target language
(Zabalbeascoa, 2005) and contribute to advance-
ments in general translation research.

Nida (1964) emphasises two fundamental ap-
proaches to translation: formal equivalence, which
prioritizes literal translation, and dynamic equiv-
alence, which focuses on emotional or contextual
translation. However, the majority of existing stud-
ies focus on literal translation, with limited research
exploring emotional translation, particularly in the
context of humour. Chen et al. (2022) use cross-
language transfer to enable zero-shot neural ma-
chine translation and Wang et al. (2022a) explore
a more efficient kKNN-MT for translation. With
the advent of large language models (LLMs) such
as ChatGPT' and GPT-4 (Achiam et al., 2023),
translation has become a prominent domain where
LLMs demonstrate remarkable capacity and com-
petence (Zhang et al., 2023; Karpinska and Iyyer,
2023; Lu et al., 2023; Jiao et al., 2023; Agrawal
et al., 2022; Vilar et al., 2022; He et al., 2024).
However, they still lack proficiency in humour
translation in some cases. In Figure la, for ex-
ample, the punchline of the joke is “Invisibull”.
Traditional translation often results in the loss of
original humour and has noticeable language inter-
ference issues.

We claim that humour loss is a challenge in hu-
mour translation. Due to linguistic and cultural bar-
riers, humour translation often results in the loss of
humour in the translated content (Xia et al., 2023).
The reason is that jokes often rely on extensive
knowledge and common sense, and the punchline
is usually hidden in the semantics of the sentence,
such as cultural context, wordplay, and metaphor-
ical expressions. These elements are challenging
to identify and translate accurately (Hasan et al.,
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2021), which weakens the humour of the joke to
some extent. Additionally, the issue of linguistic in-
terference is a factor in humour translation (Hopkin-
son, 2007), which is a non-standard version of the
target language in the product of translation. Ma
and Cheung (2020) indicates that linguistic inter-
ference is linked to reduced lexical variety and less
cohesive discourse, while the traditional method of
translation usually involves merely a linear arrange-
ment of words or phrases (Gambier, 2016), which
can result in a lack of fluency and coherence in
the translated text. This requires a process that can
provide a human thinking process to reconstruct
the translated text.

Therefore, to address the challenge of humour
translation across different languages, we propose a
novel Humour Decomposition Mechanism (HDM)
to improve linguistic interference, which intro-
duces a three-step paradigm through the Chain-
of-Thoughts (CoT) prompting method (Wei et al.,
2022; Zhang et al., 2022; Wang et al., 2022b) by
utilising LLMs: (1) mining intrinsic knowledge re-
lated to the joke; (2) translating the intrinsic knowl-
edge text; and (3) constructing a new joke based
on the translated content. This method mimics a
human thinking process for understanding, translat-
ing and generating to reconstruct the translated text.
Furthermore, to enhance the humour in translated
texts, we integrate humour theory into intrinsic
knowledge by defining corresponding topics, an-
gles, and punchlines. This approach enables the
model to perform humour translations effectively
based on the mined knowledge.

We assess our approach both in automatic
and human evaluation. For automatic evaluation,
we use the Estimation Metric Based Assessment
(GEMBA) (Kocmi and Federmann, 2023), a type
of LLM evaluation, to assess humour, fluency and
coherence. For human evaluation, we design a gen-
eral Five-point Likert Scale evaluation to assess the
quality of source language jokes and target transla-
tion jokes in humour, coherency and fluency. Ex-
perimental results reveal that our method is demon-
strably superior to existing solutions, showing an
average improvement of 7.75% in humour, 2.81%
in fluency, and 6.13% in coherency from English
to Chinese. These findings indicate that the ap-
proach effectively mitigates humour loss and lin-
guistic interference. Finally, we utilize HDM to
generate a new tiny translation dataset from En-
glish to Chinese, providing innovative approaches
for extending the humour dataset. Overall, the main

contributions are summarized as follows:

* We propose an efficient Humour Decomposi-
tion Mechanism to guide LLMs to translate
jokes, mimicking the human thought process.

* We make the first attempt to incorporate the
Psychological theory of constructing humour
into the Chain-of-Thought process to improve
the humour factors.

* Our approach provides the potential method
of extending the dataset and contributes a new
Chinese joke translation dataset from English.

2 Methodology

Figure 1b illustrates an overview of the Humour De-
composition Mechanism. Instead of directly asking
LLMs for the final translation result, we hope that
the LLMs can analyze the latent humour interpreta-
tions and intrinsic knowledge before translating the
jokes, and then generate the translated jokes based
on this. We present two key contributions in this
section.

2.1 Humour Decomposition Mechanism

We design three-step paradigm using Chain-of-
Thought (CoT) prompting, which mimics the hu-
man thought process in solving complex reasoning
tasks (Wei et al., 2022; Wang et al., 2022b), to
enhance humour translation outcomes.

2.1.1 Humour Decomposition

Humour decomposition is one of the important
cores for HDM. Specifically, our approach initiates
the LLM with a specific task of joke analysis. The
request is formulated as follows:

You are a humour assistant. Please analyze
the following joke: [Given joke £;]

Given a joke L;, we first claim the role of LLM
in humour. Furthermore, we introduce an analysis
process to generate the sequence of correspond-
ing knowledge a, which is organized into the final
analysis A. The formulation of our Humour De-
composition method can be expressed as follows:

A; = argmaxp (a | £;) (D

where £; and A; denote the s, joke and its final
analysis.



» Traditional Humour Translation

@ EEBE, —UFENELA? B,

Please translate the joke from [English] in [Chinese]: What do you call a green cow in a field? Invisibull!

(a) Traditional translation prompting.

» Humour Decomposition Mechanism with Humour Theory

A joke can be thought of as being d based on three

Under a particular theory of joke information, those components are: 1. The topic, which is

. the news item that the joke is based on. 2. The angle, which is the particular direction that the joke takes. 3. The punch line, which is the surprise at the end of the
MIA joke. Please analyze the following joke and provide the best explanation of what the topic is, what the angle is, and what the punch line is: What do you call a green

cow in a field? Invisibull.

. Please translate the analysis from [English] in [Chinese]:

Translation aa
module
@ R ML, B XAFREEN, XAR—KEBBNANERE. SR: "nvisibull' 2 "invisible" (FARW) 1 "bull" (24) XEMNEK

At "nvisibull' & "invisible" (BARM) 1 "bull" (A4) XFEMAKREKIE, BREAXLERFEN, MEQF—HERD.

HLBRBREESH EEARN? FEA. (Back Translation: What color cows are not seen in a field? Green.)

(b) The overview of Humour Decomposition Mechanism.

Figure 1: Comparison of the traditional translation and our HDM, taking the translation from English to Chinese
as an example. Lightblue represents the original English joke. Green indicates the analysis in English and yellow

corresponds to the Chinese translation of the analysis.

2.1.2 Translation module

After achieving Humour Decomposition, we use
Translation Module to convert the source language
analysis into the target language analysis. To illus-
trate, given the analysis A; and the type of source
language S, we prompt the LLMs to translate .4;
into target language 7, with the prompt defined as:

Please translate the analysis from [SOUrce

language S] into [target language 7 ]: [text
il

Formally, the translation is determined as:
A; = argmaxp (d' | A;,S,T,) 2

where A/ represents the final translation of the anal-
ysis, generated from all potential translation results

a.

2.1.3 Humour Composition

Once the translation is generated, we further pro-
pose Humour Composition to facilitate the genera-
tion of jokes. Given the translation version of the
analysis, we design the prompt to make LL.Ms gen-
erate the joke of the target language. This is the
structure of the prompt:

Please generate a [target language 7] joke
based on the analysis: [text Ag]

Formally, the humour composition can be de-
fined as:

F =argmaxp (f| A, T) 3)

where F is the final generation of the target lan-
guage joke, generated from all potential generation
results f.

2.2 Integrating Humour Theory

In this section, we incorporate humour theory in-
spired by (Toplyn, 2014) to enhance humour fac-
tors. The basic structure of the humorous text con-
sists of the topic X', angle ) and punchline Z. The
topic X is the news item that the joke is based on
and the angle ) is the particular direction that the
joke takes, while the punchline Z which is the sur-
prise at the end of the joke. Therefore, the Humour
Decomposition module in HDM can be further im-
proved as follows:

You are a humour assistant. A joke can
be thought of as being composed based on
three components. Under a particular theory
of joke information, those components are:




1. The topic, which is the news item that the
joke is based on.

2. The angle, which is the particular direc-
tion that the joke takes.

3. The punchline, which is the surprise at
the end of the joke.

Similarly, with Humour Decomposition, we first
claim the LLM’s role in humour. Then, we de-
scribe the components under the particular theory
and give these components some details. Finally,
we provide an instruction to format the model’s
outputs, which are defined as:

Please analyze the following joke and pro-
vide the best explanation of what the topic
is, what the angle is, and what the punchline
is: [Given joke £;]

Formally, The improved formulation of the Hu-
mour Decomposition can be expressed as follows:

A; = argmaxp (X;, Vs, Zi | £;) “4)

where A; denotes the analysis of the i;, joke, in-
cluding the con-cat of topic &j, angle }; and punch-
line Z;.

HDM leverages the advanced generative capa-
bilities of LLMs (Hagos et al., 2024) to reconstruct
humour translation, overcoming the limitations of
traditional translation methods, which are often
constrained by linear word or phrase arrangements
and linguistic interference, to improve the fluency
and coherency of jokes. Additionally, the integra-
tion of humour theory defines the general structure
of joke composition within the prompts, enabling
the large language model to better comprehend
background and punchline information. It theoreti-
cally enhances the LLM’s ability to generate more
humorous jokes, and we will also be demonstrated
in our experiments.

3 Dataset Generation

In this section, we translate the English humour
dataset and construct the Chinese humour dataset
by using the Humour Decomposition Mechanism.

3.1 Humour Corpus Preprocessing

To prepare our dataset, we choose the public dataset
of Short Jokes (Moudgil, 2016) as raw data. Be-
fore proceeding with the formal tasks, we observe

that some jokes in the dataset contain offensive and
aggressive content. Therefore, we need to remove
these instances first. The binary classification is
used to accomplish this goal. We use SemEval
2021 (Garcia-Diaz and Valencia-Garcia, 2021) as
the dataset for joke offense detection with a to-
tal of 6000 training data and 3000 validating data.
Then, we train LoRA (Hu et al., 2021) for LLaMA3
(Dubey et al., 2024) to conduct the task of binary
classification.

3.2 Data Translation

In this section, we employ GPT4-Turbo in conjunc-
tion with HDM to translate the source language
humour dataset. Initially, we perform offensive
corpus detection on the source data. Based on the
model trained in the previous step, we select 2000
jokes from the Short Jokes Dataset 2 after filtering
out harmful content. Subsequently, we conduct the
humour translation task. Specifically, following the
methodology outlined earlier, each filtered text will
be fed into GPT4 in a fixed format and generate the
final results.

3.3 Dataset Construction

The structure of the humour dataset is as follows:

JokeDataset = (ID, Content, Topic, Angle,
Punchline, DataSource, Link, Original Version).
We encapsulate the data in a semi-structured JSON
format.

In our dataset, the Topic, Angle, and Punchline
constitute the intermediary stage as described in
the Methodology section. These elements are de-
composed and translated by LLMs from the source
language jokes. The Content, DataSource and Link
provide the translation joke, the name of the dataset
and its source link. We also include the Original
Version as an original reference text. All details
can be found in Appendix.

4 Experiments

4.1 Experiment Setup and Baselines

We select four representative state-of-the-art LLMs
from the Chatbot Arena Leaderboard (Zheng
et al., 2023) as backbone references for our study:
Geminil.5-Pro (Team et al., 2024), Yi-Large (Al
et al., 2024), GPT3.5-Turbo and GPT4-Turbo. Ad-
ditionally, we use Zero-shot (Hendy et al., 2023),
DUAL-REFLECT (Chen et al., 2024a) and MAPS

“https://www.kaggle.com/datasets/thedevastator/short-
jokes-dataset



LLM ‘ Method ‘ SQM-H STAR-H SQM-F STAR-F SQM-C STAR-C
£ | Z-shot (Hendy et al., 2023) | 49.82 2.53 96.74 4.81 89.30 4.50
“+ | DUAL (Chen et al., 2024a) | 50.86 2.69 92.98 4.46 84.74 4.18
:é MAPS (He et al., 2024) 57.98 3.01 96.35 4.74 89.95 4.48
& | HDM 63.80 3.19 98.54 4.93 94.27 4.74
° Z-shot (Hendy et al., 2023) | 53.40 2.57 95.37 4.76 86.58 442
%D DUAL (Chen et al., 2024a) | 56.34 2.85 94.30 4.63 87.01 4.34
i MAPS (He et al., 2024) 58.08 2.94 95.24 4.67 87.09 4.36

HDM 67.99 3.22 98.99 4.95 95.56 4.85
£ | Z-shot (Hendy et al., 2023) | 50.03 252 94.33 4.72 86.83 441
E DUAL (Chen et al., 2024a) | 54.63 2.717 92.02 4.48 83.42 4.16
© | MAPS (He et al., 2024) 57.66 2.87 94.58 4.59 85.90 431
& | HDM 61.73 3.05 96.07 4.80 88.75 4.49
£ | Z-shot (Hendy et al., 2023) | 53.20 2.58 94.95 4.76 87.70 4.67
& | DUAL (Chen et al., 2024a) | 58.33 2.95 91.60 443 83.30 4.13
E MAPS (He et al., 2024) 59.34 3.02 95.12 4.68 88.62 4.45
© | HDM 70.54 345 99.45 4.99 97.73 4.96

Table 1: Main results of the automatic metrics GEMBA-SQM and GEMBA-STARS in humour, fluency and
coherency for translating from English to Chinese on the Short Joke Dataset. Both higher evaluation metrics indicate

better performance.

(He et al., 2024), which are the state-of-the-art
translation approaches, as our baselines. Given
budget constraints, we randomly select 500 sam-
ples on the Short Jokes Dataset for experiments.
Finally, we evaluate their performance by using au-
tomatic metrics and manual metrics, respectively.

4.2 Metrics

4.2.1 Automatic metrics.

Since our approach specializes in humorous trans-
lation tasks, traditional automatic evaluation meth-
ods, such as COMET (Rei et al., 2020) and
BLEURT (Sellam et al., 2020), have difficulty eval-
uating elements like humour. Therefore, inspired
by Kocmi and Federmann (2023), we evaluate the
final results by using GEMBA which is a GPT4-
based metric for generation quality. We choose the
open area no-reference metrics GEMBA-SQM and
GEMBA-STARS for their superior performance
in (Kocmi and Federmann, 2023). Specifically,
GEMBA-SQM evaluates scalar quality metrics by
dividing the assessment results into several stages,
where 0 and 100 represent the lowest and highest
scores, respectively. GEMBA-STARS is a classi-
fication task based on a one-to-five star ranking,
which is a style often used when users are asked to
review various services or products (Kocmi and Fe-
dermann, 2023). In this section, SQM-H, SQM-F
and SQM-C represent GEMBA-SQM metrics and
STAR-H, STAR-F and STAR-C represent GEMBA-

STARS metrics in humour, fluency and coherency.

To adapt to the evaluation of humour translation
in linguistic interference and humour factor, we
modify the original translation prompts and use
the keywords of humour, coherence and fluency
based on Chen et al. (2024b). We report the per-
formance by averaging the results over three runs
in each type of experiment. Additionally, Kocmi
and Federmann (2023) observe that some answers
occasionally fall outside these ranges because of
the LLM’s hallucination. For example, instead of
providing predicted scores, the model occasion-
ally outputs explanations as results. Therefore, we
omit the invalid responses and retain only the valid
results in this research.

4.2.2 Manual metrics.

Issues with hallucinations in LLMs (Bender et al.,
2021), combined with the variability in evaluation
results depending on the phrasing of prompts, make
it difficult to rely on automatic scores for deriving
accurate measures of performance. Thus, we also
incorporate five human evaluators and randomly
select 40 samples in the manual evaluation process
to refine the evaluation criteria 3.

The five-point Likert scale is used to assess the
quality of humour generation in three dimensions
(Zhang et al., 2020a): (1) Humorous (Is the joke
funny?); (2) Fluency and Coherency (Does the joke

$Human evaluators correspond to all authors in this paper.



Joke: What did the snail say while riding on the turtle’s back?
Wheeeeeee!

Translation: SRR I THA? BA--!

(What did the turtle say on the snail's back? Whoosh!)

HDM: —RURAFISTEIRA S b, E: ‘1! R

(A snail rode on the back of a snail and shouted, "Wow! This
is exciting!")

Joke: When whales get insomnia, I wonder if they listen to a
relaxing sounds of people CD.

Translation: SERGKIRE, HEMEE(IEER0T—K
HHARIAZEFEERCD, (When whales suffer from insomnia, T
wonder if they listen to a relaxing CD of human sounds.)
HDM: —RizE%RT , B—REAENE: RXiditA
SREIRAR CDIE, fBiISRITEAIA0BRAMER. . "(One
whale was having trouble sleeping, and another whale
suggested: "Try listening to a human relaxation CD. They
always fall asleep to our songs.")

Joke It takes patience to be single and patience to be
married.

Translation BESFEMIL , BEGHFEML .
single requires patience, and so does marriage.)
HDM: BBEIAN: HERIBEBMIOMEFS—FHE .
BIENAR: BREREREM OIS ES—FHE

(Single people say: | wait patiently for my other half to
appear every day. Married people say: | wait patiently for
my other half to disappear everyday.)

(Being

Figure 2: Some correct Chinese cases generated by HDM. We present the original jokes, traditional translations and
their back translation and the results of HDM and their back translation.

Humour
45 4.50
— GPT4Turbo
—— GPT3.5-Turbo

Fluency & Coherency

— GPT4-Turbo
—— GPT3.5Turbo
— Yilarge

—— GeminiL.5-pro

— Yi-Large
a0 —— GeminiL.5-pro

3.5 4

3.0 4 3254
; 3.00 4

2.5

2.0 T T T 2.50 T T T
Z-shot DUAL MAPS HTDM Zero-shot DUAL MAPS HTDM

Figure 3: The results of the manual evaluation in hu-
mour, fluency and coherency. The x-axis represents
the human evaluation categories: Z-shot (Hendy et al.,
2023), DUAL (Chen et al., 2024a), MAPS (He et al.,
2024) and HDM. The y-axis shows the corresponding
evaluation scores.

exhibit overall fluency and coherence?); Each as-
pect is rated on a scale from 1 to 5, with higher
scores indicating better performance, and the fi-
nal statistical result is the average value of the hu-
man evaluation samples. The human evaluation is
used to compare the results in the baseline and our
method.

4.3 Main Results

The overall results are shown in Table 1 and Figure
3. As shown in Table 1, HDM outperforms all base-
lines in terms of humour, fluency, and coherency in
automatic metrics. This is particularly evident in
the translation from English to Chinese in GPT4-
Turbo, where the degree of humour improves by an
average of 11.2%. These results show that HDM
can go beyond the other state-of-the-art translation
methods, both enhancing the humour of translated
text in humour translation, and also alleviate the
problem of linguistic interference.

Table 3 shows the results of human evaluation
on the baselines and HDM with the differences in
their performance. We observe that our method

has some improvements over all the baselines in
each metrics. It is worth noting that in the specific
evaluation of humor, the Yi-Large model shows
superior performance than other LLMs. We also
apply Weighted Cohen’s Kappa to compute the
inter-evaluator agreement. Averaging across all 40
samples and metrics, we achieve a Cohen’s Kappa
of 0.32, indicating a fair level of agreement as de-
fined by (Landis and Koch, 1977). These results
demonstrate the effectiveness of HDM in humour
translation.

5 Analysis
5.1 Generality Analysis of HDM

To further investigate the generality of our work,
we verify the generality of HDM from two per-
spectives 4. MAPS (He et al., 2024) is selected as
the baseline for the Generality Analysis based on
the comprehensive metrics evaluated in the experi-
ment:

5.1.1 HDM works well on other datasets.

We conduct experiments on other datasets, namely
the Question-Answer Jokes dataset (Roznov-
jak, 2016) and SemEval 2021 (Garcia-Diaz and
Valencia-Garcia, 2021). Table 2 shows that HDM
can obtain better performance across all LLMs and
metrics in different datasets, achieving the improve-
ments of at least 1.84% in humour, 1.7% in fluency
and 2.15% in coherency.

5.1.2 HDM works well on other languages.

To better assess the model’s generalization capabil-
ities, we conduct the experiments in different lan-
guages, including Spanish and German. As shown
in Table 3, the experimental results demonstrate
that HDM consistently performs significantly well
across these languages, for instance, with improve-
ments of 2.75% in humour, 3.25% in fluency, and

*Given budget constraints, we have randomly selected 100
samples in each dataset and language.



LLM SQM-H SQM-F SQM-C
base ours base ours base ours
Question-Answer Joke
Geminil.5-Pro  60.00 64.02 97.67 99.53 8529 90.63
Yi-Large 61.10 67.30 96.00 99.00 82.30 93.00
GPT3.5-Turbo  62.30 64.14 9545 97.37 82.12 87.68
GPT4-Turbo  64.70 68.70 96.40 99.10 87.37 95.05
SemEval-2021

Geminil.5-Pro 61.20 64.60 97.90 99.00 90.95 93.10
Yi-Large 5790 67.50 96.50 99.20 92.85 95.35
GPT3.5-Turbo  56.30 66.06 96.80 98.50 88.05 93.35
GPT4-Turbo  59.90 70.10 96.70 99.10 91.70 97.20

Table 2: Generality analysis of automatic metric in trans-
lating from English to Chinese in different Datasets.

LLM SQM-H SQM-F SQM-C
base ours base ours base  ours
EN=>SP
Geminil.5-Pro  59.50 64.70 94.00 97.90 87.20 91.60
Yi-Large 58.25 68.35 96.50 96.30 89.55 91.15
GPT3.5-Turbo  57.90 68.20 95.70 97.00 88.90 89.48
GPT4-Turbo  61.40 69.80 9553 98.88 89.50 95.50
EN=>GE
Geminil.5-Pro  62.80 65.20 95.10 95.90 89.00 89.80
Yi-Large 61.80 64.55 9425 97.50 87.40 90.40
GPT3.5-Turbo  61.80 65.30 9290 97.30 85.35 87.50
GPT4-Turbo  61.30 68.50 9590 98.00 88.70 89.85

Table 3: Generality analysis of automatic metric in dif-
ferent languages. SP represents Spanish and GE repre-
sents German.

3% in coherency in Yi-Large when translating from
English to German. Those further demonstrate the
effectiveness and broad applicability of HDM.

5.2 Ablation Study

This analysis aims to investigate the effects of the
results on Humour Theory and the Humour De-
composition Mechanism. We randomly select 100
samples to conduct the ablation study, as shown in
Table 6, where:

* ““HT” denotes removing the part of humour
theory. Our approach will only use the ana-
lyzes for the intermediary stage.

* ““HDM” denotes removing the Humour De-
composition Mechanism. We directly input
the prompt of decomposing humour to con-
duct the translation.

“base” denotes both removing the Humour De-
composition Mechanism and humour theory.

From Table 6 we observe that HDM demonstrates
significant performance gains across all LLMs and
evaluation metrics and plays a critical component
of our approach, especially in humour. We attribute
these improvements to CoT prompts, which help

LLMs refine translated text by enhancing their pars-
ing and reconstruction abilities.

Humour Theory (HT) further delivers some im-
provements after HDM. For example, Geminil.5-
Pro achieve gains of +3.3%, +1.00%, and +3.10%
in humour, fluency, and coherency, respectively.
However, we find that the improvements are less
pronounced after removing HDM compared to the
baseline. In some cases, such as with GPT4, there
are even declines. This indicates that HT works
more effectively when combined with HDM, lead-
ing to better overall performance.

5.3 How does prompt selection affect HDM?

We also validate the robustness of the zero-shot
Humour Decomposition Mechanism against the
different humour translation prompting.

Figure 4 illustrates the performance of four dif-
ferent prompts in HDM by using GPT4-Turbo. The
experimental findings reveal that despite fluctua-
tions in GEMBA-SQM evaluation of reasoning
across different prompts, all humour translation
prompts consistently enhance performance com-
pared to the traditional CoT approach. This further
verifies the effectiveness of HDM.

Humour Fluency

Coherency
80.0 100.0 100

77.5 4 98 |

4 99.15
75.0 96

719 99.0 94.5

72.5171.4 |93.69 93.8

7009 685 68.15| 877 92

88

861

V1 v2 V3 v4 vl V2 V3 V4 vl v2 V3 v4

Figure 4: Performance comparisons of four various
prompts of HDM in humour, fluency and coherency,
marked by V1, V2, V3 and V4. The y-axis is the score
on the GEMBA-SQM. We evaluate the performance on
the Short Jokes Dataset using the GPT4-Turbo setting.

5.4 Case Study and Error Analysis

In this section, we present some correct examples
generated by using HDM as shown in figure 2 and
make some analysis for some bad cases. For in-
stance, the generated translation of P; describes
the background sentence as “the snail say while rid-
ing on the turtle’s back”, while the snail shouting
“Wheeeeeee” reflects the snail’s feeling that the tur-
tle is fast, which highlights the humorous effect.



Setting EN=>Z7H EN=>SP
SQM-H SQM-F SQM-C SQM-H SQM-F SQM-C
GPT4-Turbo
- 70.50 98.80 96.70 68.00 99.10 95.70
-HDM 54.60 95.65 88.67 57.30 97.00 89.10
-HT 69.15 96.67 91.77 67.10 98.67 94.05
base 51.60 93.30 87.20 55.20 96.67 88.80
Geminil.5-Pro
- 66.50 97.30 93.90 66.20 98.70 94.61
-HDM 57.40 94.00 93.50 60.80 98.30 89.40
-HT 63.20 96.30 90.80 65.80 98.40 92.00
base 56.30 93.70 87.70 53.60 97.23 90.83

Table 4: Ablation results on Humour Decomposition
Mechanism with various LLMs settings on Short Joke
Dataset.

In the traditional translation, the onomatopoeia
of “Wheeeeeee” is translated into “Whoosh (back
translation)”, while in HDM, the snail more intu-
itively reflects the language humour effect by say-
ing “Wow This is exciting! (back translation)”. The
jokes generated by using HDM are more informa-
tive and coherent than directly translated text, thus
allowing people to better understand the humorous
connotations of the texts.

In addition, there are still some samples that
HDM is hard to address. One situation involves
the judgment of the source language based on the
pronunciation and shape of characters within the
context of puns. For example, the joke is “How
do sheep in Mexico say Merry Christmas? Fleece
Navidad!”. The punchline of this joke relies on the
auditory similarity between “Fleece” and “Feliz.”
By substituting “Feliz” with “Fleece” it creates a
humorous image of sheep celebrating Christmas
in their own way. In this case, HDM struggles to
generate jokes that combine puns with cultural and
linguistic elements.

6 Related works

6.1 Humour Theory

Raskin (1979) proposes the incongruity theory,
which believes that the key to humour is the in-
congruity between readers’ expectations and the
ending of one story (Amir et al., 2016). Toplyn
(2014) further proposes the monologue joke gener-
ation theory, which defines the structure of a joke as
the topic, angle and punchline. There are currently
some studies that incorporate humour theory into
natural language processing for humour generation
(Zhang et al., 2020b; Zhong et al., 2024; Wang
et al., 2024; Chen et al., 2023; Chain-of Thought)
and humour recognition (Zhao et al., 2019; Alnaj-
jar et al., 2022; Kenneth et al., 2024). According to

this theory, we explore how to translate the jokes
across different languages.

6.2 Translation for LLMs

Extensive research has been conducted to evaluate
the translation capabilities of LLMs. Some people
study issues specific to LLMs, including the selec-
tion of prompt templates (Jiao et al., 2023; Zhang
et al., 2023) and In-Context Learning(Vilar et al.,
2022; Zhang et al., 2023). Other researchers in-
vestigate translation across diverse scenarios, such
as low-resource translation (Jiao et al., 2023; Zhu
et al., 2023), document-level (Hendy et al., 2023;
Karpinska and Iyyer, 2023; Wang et al., 2023) and
Multilingual machine translation (Zhu et al., 2023;
Jiao et al., 2023).

6.3 Chain-of-Thought (CoT)

CoT prompting involves either providing instruc-
tion or a few chain-of-thought examples (Ji et al.,
2024). Recently, a series of studies (Ye and Dur-
rett, 2023; Zhou et al., 2022a; Kojima et al., 2022;
Zhang et al., 2022; Fei et al., 2023) have pro-
posed their respective prompting strategies, break-
ing down the entire task into smaller components
and then systematically addressing, strategizing,
and carrying out each of these components. With
the improvement of model capabilities, some works
(Zhou et al., 2022b; Gao et al., 2023; Zelikman
et al., 2022) treat the instruction as the “program”
for searching, optimization, generating programs
and bootstrapping the ability to perform succes-
sively more complex reasoning.

7 Conclusion and Future Work

In this paper, we introduce a novel approach named
Humour Decomposition Mechanism (HDM) for
humour translation. Specifically, HDM consists of
humour decomposition and translation module and
humour composition, which creates a three-step
paradigm of mining intrinsic knowledge of jokes,
translating the intrinsic knowledge and then com-
posing the jokes based on the translation. More-
over, we integrate humour theory into HDM to
boost performance further. Experimental results in
automatic and human evaluation both reveal our
method can attain promising performance in hu-
mour translation. In the future, we will explore the
methods for incorporating automatic and human
review in HDM to further improve the quality of
humour translation.



8 Limitations

Although our methods have demonstrated signif-
icant advantages in experimental evaluations, in
human evaluation, the evaluators of our researcher
correspond to all authors in this paper. This may
result in potential evaluation bias. The evaluator-
researcher overlap may affect the objectivity of the
results. Therefore, it needs further validation of the
fairness of human evaluation in the future.
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A Appendix
A.1 Dataset Analysis

The structure of the humour dataset is as follows:
JokeDataset = (ID, Content, Topic, Angle,
Punchline, DataSource, Link, Original Version).
Figure 5 illustrates an example from the translation
Chinese dataset.
In our dataset:

 ID: The ID of the target language joke.

» Content: The content of the target language
joke.

* Topic, Angle and Punchline: The humour the-
ory elements of the target language joke.

* DataSource: The name of the source language
joke dataset.

* Link: The link of the source language joke
dataset.

* Original Version: The source language ver-
sion of the joke.

Additionally, we analyze the most frequently ap-
pearing vocabulary in each dataset to determine
whether the translated text deviates from the mean-
ing of the source language text. As figure 6 shows,
some high-frequency words both appear in the
source and target language dataset, including terms
such as “time”, “day” and “good”. Also, some new
words appear in the target language dataset such
as “friend” and “new”. We attribute this to the fact
that LLMs tend to expand the translated text while
preserving the essence of the source language, con-
sequently resulting in the emergence of new words
that overshadow the original high-frequency words.

A.2 The Prompt Details of GEMBA.

We use the Estimation Metric Based Assessment
(GEMBA), a type of LLM evaluation, to formalize
the definitions of evaluation prompts. Based on
these definitions, we report several of our prompt
strategies for evaluation metrics, as shown in Table
5. For GEMBA-SQM, a continuous scale from 0
to 100 is used to define four stages. For instance,
GEMBA-SQM-F categorizes these stages as “No
Fluency*, “Some Fluency*, “Most Fluency* and
“Perfect Fluency“. GEMBA-STARS is a classifica-
tion task based on a one-to-five star ranking. For
example, GEMBA-STAR-F is a five-star evalua-
tion metric of fluency, with one star representing
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“No Fluency,* two stars indicating “Less fluency*,
three stars signifying “Some fluency®, four stars
denoting “Most fluency*, and five stars indicating
“Perfect fluency*.

A.3 Ablation Study

Table 6 shows the prompt details of removing
HDM, removing HT, and baseline in the ablation
study.

* -HDM denotes removing the Humour Decom-
position Mechanism.

* -HT denotes removing the part of humour the-
ory.

* “Base* denotes both removing the Humour
Decomposition Mechanism and humour the-
ory

A.4 Prompt Selection in HDM

To further verify the robustness and effectiveness of
HDM, we perform an analysis of the final outcomes
across a range of HDM with varying expressions.
Specifically, we utilize GPT4 to rewrite the prompts
of Humour Decomposition module in HDM. Our
instructions is like as follows:

Please rewrite the following prompt into a
new version: “You are a humour explana-
tion assistant. A joke can be thought of as
being composed based on three components.
Under a particular theory of joke informa-
tion, those components are:

1. The topic, which is the news item that the
joke is based on.

2. The angle, which is the particular direc-
tion that the joke takes.

3. The punchline, which is the surprise at
the end of the joke.

Please analyze the following joke and pro-
vide the best explanation of what the topic
is, what the angle is, and what the punchline
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As shown in table 7, we report four different
prompt selections in HDM, which correspond to
the V1, V2, V3 and V4 in the paper, respectively.



<Humour>

<ID>H0001</ID>

<Content>{RIHEAHA ((RBLCHR) b (RPLELE) ED? EAERE—E ((RBL
HER ) WEEREEHE (RBEAE ) B211m—EBRKEL TSN RBENEEN |
</Content>

<Topic>LUIHEE, (RPN ) <<{5k%éa’éﬁi>> HIfRE, </Topic>

<Angle>a_/|\%ﬁ}>&§I%AE%EM%EI’JMM B (RBLEHA) 5 (RBLELE) 8
iR 7 — LB E B RERAYZRA. </An9|e>

<punchline> ({RBLHR) HBETERSLE (KRBLLE) F215", XTEMEBER (R
SR ROT (RBLELE) ﬁﬁEﬁE’J, REEAR ("R#|®") . FRISNEEXREN.
</punchline>

<DataSource>Short Joke Dataset</DataSource>

<Link>https://www.kaggle.com/datasets/abhinavmoudgil95/shortjokes</Link>

<Original Version>The soul weighs 21 grams. We know this because the Jurassic World
film reels are 21 grams lighter than Jurassic Park.</Original Version>
</Humour>

Figure 5: An example of the Translation Joke Dataset

result

Dog

6that
p ople frlend

door

,,,,, -1 lmeMy t lmEgO;gW

todayen

(a) Source Language (b) Target Language
Dataset Dataset

Figure 6: Word cloud in the Short Joke dataset (a) and
target translation dataset (b). For an intuitive compari-
son, the word cloud (b) has been translated from Chi-
nese.

13



Instruction: Score the following {target_lang} sentence on a continuous scale from O to 100 that starts
on “No humour®, goes through “Some humour*, then “Humour®, up to “Most humour*.

Sentence: “sentence*

Score (0-100):

Instruction: Score the following {target_lang} sentence on a continuous scale from O to 100 that starts
on “No fluency®, goes through “Some fluency*, then “Most fluency*, up to “Perfect fluency*.

Sentence: “sentence*

Score (0-100):

Instruction: Score the following {target_lang} sentence on a continuous scale from 0 to 100 that starts
on “No coherency®, goes through “Some coherency*, then “Most coherency®, up to “Perfect coherency*.
Sentence: “sentence®

Score (0-100):

Instruction: Score the following {target_lang} sentence with one to five stars. Where one star means
“No humour*, two stars mean “Less humour*, three stars mean “Some humour*, four stars mean “Most
humour®, and five stars mean “Perfect humour*.

Sentence: “sentence*

Stars:

Instruction: Score the following {target_lang} sentence with one to five stars. Where one star means
“No fluency*, two stars mean “Less fluency®, three stars mean “Some fluency®, four stars mean “Most
fluency*, and five stars mean “Perfect fluency*.

Sentence: “sentence*

Stars:

Instruction: Score the following {target_lang} sentence with one to five stars. Where one star means
“No coherency“, two stars mean “Less coherency®, three stars mean “Some coherency®, four stars mean
“Most coherency®, and five stars mean ‘“Perfect coherency*.

Sentence: “sentence*

Stars:

Table 5: The prompt details of GEMBA in our approach
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Instruction: You are a humour explanation assistant. A joke can be thought of as being composed based
on three components. Under a particular theory of joke information, those components are:

1. The topic, which is the news item that the joke is based on.

2. The angle which is the particular direction that the joke takes.

3. The punch line which is the surprise at the end of the joke.

Please translate the following joke in Spanish based on this theory:

Instruction: Please analyze the following joke:
Instruction: Please translate the analysis from English to Spanish:
Instruction: Please generate a Spanish joke based on the analysis:

Instruction: Please translate the joke from English to Spanish:

Table 6: The prompt details in Ablation Study
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Instruction: As a humour explanation assistant, jokes can be analyzed based on three key components
according to a specific theory of humour:

1. The topic, which represents the news item or subject the joke revolves around.

2. The angle, which indicates the specific perspective or approach the joke takes.

3. The punch line, which delivers the unexpected twist or surprise at the end of the joke.

Please analyze the following joke and provide your best estimate of its topic, angle, and punch line:

Instruction: Please translate the analysis from English to Spanish:
Instruction: Please generate a Spanish joke based on the analysis:

Instruction: As a humour analysis assistant, jokes can be broken down into three essential elements
according to a particular theory of humour:

1. The Topic: This refers to the main subject or context around which the joke is centered.

2. The Angle: This represents the unique perspective or approach that the joke takes toward the topic.

3. The Punch Line: This is the unexpected twist or conclusion that provides humour, often through a
surprising or witty remark.

Please explain the following joke by identifying its topic, angle, and punch line:

Instruction: Please translate the text from English to Spanish:

Instruction: Please generate a Spanish joke based on the analysis:

Instruction: According to a specific theory of humour, jokes can be analyzed into the topic, which is the
news item that the joke is based on, the angle, which is the particular direction that the joke takes, and the
punchline, which is the surprise at the end of the joke.

Please analyze the following joke and provide your best estimate of its topic, angle, and punchline:

Instruction: Please translate the text from English to Spanish:
Instruction: Please generate a Spanish joke based on the analysis:

Instruction: Jokes can be decomposed into the topic, angle and punchline According to a specific theory
of humour. Specifically, the topic is the news item that the joke is based on, the angle is the particular
direction that the joke takes, and the punchline is the surprise at the end of the joke.

Please decompose the following joke and provide the decomposition of its topic, angle, and punchline:

Instruction: Please translate the text from English to Spanish:
Instruction: Please generate a Spanish joke based on the analysis:

Table 7: The prompt selection in HDM
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