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Abstract

Extracting key information from scientific pa-001
pers has the potential to help researchers work002
more efficiently and accelerate the pace of003
scientific progress. Over the last few years,004
research on Scientific Information Extraction005
(SciIE) witnessed the release of several new sys-006
tems and benchmarks. However, existing paper-007
focused datasets mostly focus only on specific008
parts of a manuscript (e.g., abstracts) and are009
single-modality (i.e., text- or table-only), due to010
complex processing and expensive annotations.011
Moreover, core information can be present in012
either text or tables or across both. To close013
this gap in data availability and enable cross-014
modality IE, while alleviating labeling costs,015
we propose a semi-supervised pipeline for an-016
notating entities in text, as well as entities and017
relations in tables, in an iterative procedure.018
Based on this pipeline, we release SCICM, a019
high-quality scientific cross-modality IE bench-020
mark, with a large-scale corpus and a semi-021
supervised annotation pipeline. We further022
report the performance of state-of-the-art IE023
models on the proposed benchmark dataset, as024
a baseline†. Lastly, we explore the potential025
capability of large language models such as026
ChatGPT for the current task. Our new dataset,027
results, and analysis validate the effectiveness028
and efficiency of our semi-supervised pipeline,029
and we discuss its remaining limitations.030

1 Introduction031

As scientific communities grow and evolve, there032

has been an explosion in the number of scientific033

papers being published in recent years1, which034

makes it increasingly difficult for researchers to035

discover useful insights and new techniques in the036

vast amount of information. One approach to help037

researchers keep abreast with the latest scientific038

advances and quickly identify new challenges and039

†Our code and data will be available after acceptance.
1https://arxiv.org/stats/monthly_submissions

opportunities is to automatically extract and orga- 040

nize crucial scientific information from collections 041

of research publications (Viswanathan et al., 2021). 042

Scientific information extraction (SciIE) aims to ex- 043

tract such information from scientific literature cor- 044

pora and has seen growing interest recently, with 045

the rapid evolution of systems and benchmarks 046

(Jain et al., 2020; Zhuang et al., 2022). 047

SciIE serves as an important pre-processing step 048

for many downstream tasks, including scientific 049

knowledge graph construction (Wang et al., 2021), 050

academic question answering (Dasigi et al., 2021), 051

and method recommendation (Luan, 2018). Ad- 052

ditionally, the development of scientific large lan- 053

guage models (LLMs), such as Galactica (Taylor 054

et al., 2022) and Mozi (Lan et al., 2023), allows 055

the exploration of several practical science scenar- 056

ios (e.g., suggest citations, ask scientific questions, 057

and write scientific code). However, language mod- 058

els can hallucinate without verification. Moreover, 059

language models are frequency-biased and often 060

overconfident. SciIE along with appropriate QA or 061

retrieval systems - e.g., TIARA (Shu et al., 2022) 062

- can help alleviate such problems and facilitate 063

model performance on downstream tasks, as sim- 064

ilarly demonstrated in leveraging Wikidata to im- 065

prove LLM factuality (Xu et al., 2023). 066

Initial corpora and benchmarks extracted infor- 067

mation from specific parts of a paper text, such as 068

abstracts (Gábor et al., 2018; Luan et al., 2018) 069

or selected paragraphs (Augenstein et al., 2017; 070

D’Souza and Auer, 2020; Hou et al., 2021). How- 071

ever, scientific entities are spread through the whole 072

paper body; thus neglecting any text fragments or 073

tables will likely result in missing key informa- 074

tion. This is especially true in tables that condense 075

complex information and data on experimental re- 076

sults. Jain et al. (2020) first attempts to create 077

a scientific IE benchmark at the document level 078

and Hou et al. (2019) first annotates entities in 079

tables as well as image captions. Unfortunately, 080
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Benchmarks IE Task Modality & Coverage Domain Size

SEMEVAL-2017 TASK 10 (Augenstein et al., 2017) NER, RE Text (several paragraphs) CS, MS, Phy 500
SEMEVAL-2018 TASK 7 (Gábor et al., 2018) RE Text (abstract) CS (NLP) 500
SCIERC (Luan et al., 2018) NER, RE Text (abstract) CS 500
NLP-TDMS (Hou et al., 2019) NER, ResE Text (abstract), Tables CS (NLP) 332
SCIREX (Jain et al., 2020) NER, N-ary RE Text (full) CS (ML) 438
NLPCONTRIBUTIONS (D’Souza and Auer, 2020) NER, RE Text (several paragraphs) CS (NLP) 50
TDMSCI (Hou et al., 2021) NER Text (several sentences) CS (NLP) 2,000
ORKG-TDM (Kabongo et al., 2021) NER, ResE Text (several sections), Tables CS [5,361]
TELIN (Yang et al., 2022) NER, ResE Tables CS (ML) 731
GASP-NER (Otto et al., 2023) NER Text (full) CS (ML) 100
SCICM (ours) NER, ResE, RE Text (full), Tables CS, Stat, EESS, ... 70 + [12,817]

Table 1: An overview of existing scientific IE benchmarks. Domain acronyms: CS refers to Computer Science; MS
refers to Material Science; Phy refers to Physics. Task acronyms: NER refers to Named Entity Recognition; RE
refers to Relation Extraction; ResE refers to Result Extraction. “[ ]” indicates automated annotations.

these benchmarks mostly focus on a single modal-081

ity of paper content and coarser annotations due082

to the large gap between modalities, plus high pro-083

cessing and annotation costs. Text-only modality084

covers information presented in an unstructured085

and narrative way, whereas table-only modality for086

structured and concise information representation.087

Nonetheless, it is increasingly clear that informa-088

tion obtained from a single modality will inevitably089

miss critical information in a given paper, e.g., it090

is hard to extract experiment results and settings091

only from text or to extract models and metrics092

from tables. Combining modalities is thus criti-093

cal and enables further scenarios like hybrid QA094

(Wu et al., 2023). However, it is non-trivial to di-095

rectly extract entities from tables due to the lack of096

context information and the label imbalance issue.097

Leveraging entities consistently appearing in both098

text and tables can intuitively facilitate this process.099

To address the above-mentioned gaps in data avail-100

ability, a new cross-modality and document-level101

benchmark dataset for SciIE is needed.102

Annotating such a benchmark remains challeng-103

ing because 1) it requires domain expertise and104

considerable annotation effort to comprehensively105

label a sizeable benchmark, 2) it requires annota-106

tors to understand the domain and the whole pa-107

per to maintain annotation consistency across dif-108

ferent modalities, and 3) annotations need to be109

fine-grained enough (and consistent across docu-110

ments) to unlock relevant semantics. To overcome111

these annotation challenges, we develop a semi-112

supervised pipeline for annotating entities in text113

and both entities and relations in tables of academic114

papers, which involves a two-stage iterative proce-115

dure. Specifically, a replaceable extractor is first116

trained on a small amount of high-quality manually117

annotated papers and then utilized to label a large118

number of papers automatically. Experts are intro-119

duced next to correct any false labels. This process120

can be repeated iteratively multiple times, with the 121

extractor becoming more accurate as it can use 122

the newly labeled data to improve its performance. 123

During training, we also adopt label mapping in 124

text extraction via leveraging existing benchmarks 125

(Luan et al., 2018; Jain et al., 2020) to enrich our 126

annotations. We also prove that informing the table 127

extractor with text extraction results leads to more 128

accurate and context-rich table annotations. 129

Based on this pipeline, we release 1) SCICM, a 130

high-quality expert annotated benchmark that sup- 131

ports multiple Scientific Cross-Modality IE tasks; 132

2) a large-scale corpus containing automatically 133

annotated papers with different domains; 3) a vi- 134

sualization tool that enables researchers to get a 135

global view of key information in scientific papers; 136

and 4) the pipeline itself, which can be utilized as 137

provided or further extended. We conduct exper- 138

iments on SCICM utilizing SoTA IE models and 139

popular LLMs such as ChatGPT to showcase its 140

characteristics and as a baseline. To further investi- 141

gate the efficacy of our pipeline, we assess both the 142

quality and the speed of annotation on SCICM. Ad- 143

ditionally, a thorough error analysis is conducted. 144

We summarize our key contributions as follows: 145

1) we are the first to explore cross-modality IE to 146

build a bridge between text and tables in scientific 147

articles; 2) we develop a semi-supervised pipeline 148

for annotating scientific terms along with their rela- 149

tions without requesting lots of human supervision 150

at document-level; 3) we release a high-quality 151

benchmark that enables diverse SciIE tasks and a 152

large-scale corpus to facilitate research over the sci- 153

entific literature; 4) extensive experiments validate 154

the efficiency, effectiveness, and adaptability of our 155

semi-supervised pipeline. 156

2 Related Work 157

An overview of existing SciIE benchmarks is 158

shown in Table 1. The field of SciIE began with 159
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extracting information from only the text modality.160

Augenstein et al. (2017) proposed SEMEVAL-2017161

TASK 10 to support the task of identifying entities162

and relations in a corpus of 500 paragraphs taken163

from open-access journals. Gábor et al. (2018)164

presented SEMEVAL-2018 TASK 7 on relation ex-165

traction from 500 abstracts of NLP papers. Luan166

et al. (2018) released SCIERC containing 500 ab-167

stracts with more fine-grained types of entities (i.e.,168

6 types) and relations (i.e., 7 types). More re-169

cently, D’Souza and Auer (2020) and Hou et al.170

(2021) proposed benchmarks which are composed171

of several paragraphs from NLP papers, aiming172

to capture contributed scientific terms and extract173

<Task, Dataset, Metric> (TDM) triples, respec-174

tively. Since scientific terms can appear anywhere175

in the paper, Jain et al. (2020) proposed SCIREX176

that tries to comprehensively annotate the full pa-177

per text. Otto et al. (2023) manually annotated178

GASP-NER for identifying named entities associ-179

ated with the interplay between machine learning180

model entities and dataset entities. Inspired by181

them, we consider document-level extraction and182

define more complete entity types compared with183

prior works. We also leverage two high-quality184

benchmarks, i.e., SCIERC and SCIREX, to boost185

our text extractor for a subset of entities.186

Extracting information from the table modal-187

ity has attracted much research attention in recent188

years since they contain relevant structural knowl-189

edge that aids extraction. To the best of our knowl-190

edge, there are currently only three datasets that191

explore cross-modality extraction in the scientific192

domain: NLP-TDMS (Hou et al., 2019), ORKG-193

TDM (Kabongo et al., 2021), and TELIN (Yang194

et al., 2022). These datasets associate score enti-195

ties extracted from result tables with their corre-196

sponding TDM triples, but they only concentrate197

on simple result extraction and ignore many valu-198

able types of entities that tables can provide such199

as Model and Metric. Additionally, there has been200

a lack of benchmarks supporting relation extrac-201

tion in the table modality, which may lead to the202

absence of important relationships, as well as table-203

text relationships. According to these limitations,204

our goal is to develop a benchmark covering infor-205

mation extraction in both text and table modalities206

and across them, to close the gap in scientific data207

availability and facilitate more comprehensive and208

accurate information extraction.209

3 Preliminaries 210

3.1 Data Collection 211

Extracting large amounts of tables, body text, and 212

other metadata from scientific articles requires ex- 213

pert knowledge and comprehension of the article, 214

which can be very time-consuming for expert anno- 215

tation. To collect paper data, we propose a method 216

to automatically download and pre-process LATEX 217

source files of scientific articles. Leveraging the 218

structure of LATEX source files, we can easily locate 219

each component of papers such as titles, sections, 220

and tables. 221

Specifically, we first search and crawl the arXiv 222

LATEX sources from its official website2 using its 223

official library3. We design a simple parser to ex- 224

tract textual content (including all sections and sub- 225

sections) and tables from a scientific paper. The ti- 226

tles of sections and sub-sections are retained. Each 227

extracted table contains its caption and all table 228

cells. To ensure that the extracted data is in a read- 229

able format for annotations, we utilize two public 230

libraries, e.g., latexml4 and dashtable5 to “clean" 231

the extracted data. This process enables us to ef- 232

ficiently collect and pre-process large amounts of 233

scientific papers for annotation and analysis. 234

3.2 Task Definition 235

We aim to perform NER on a corpus of scientific 236

papers across both text and table modalities. Un- 237

like previous benchmarks (Augenstein et al., 2017; 238

Luan et al., 2018), we only perform RE on ta- 239

bles. Cross-sentence relations in text can be very 240

challenging to be annotated (Jain et al., 2020) and 241

error prone. Formally, we denote each scientific 242

paper as D, containing a sequence of paragraphs 243

P = {p1, p2, ..., p|P |} and a sequence of tables 244

T = {t1, t2, ..., t|T |}. Each paragraph p is com- 245

posed of a sequence of sentences {s1, s2, ...sn} 246

and each sentence is composed of a sequence of 247

words {w1, w2, ..., wi}. Each table t is flattened 248

via inserting separators and concatenated with its 249

caption as a sequence of cells {c1,1, c1,2, .., cy,z}, 250

where y and z are the numbers of table rows and 251

columns. Each cell is also composed of a sequence 252

of words {w1, w2, ..., wj}. Formally, the three IE 253

tasks we support are defined as follows. 254

2https://arxiv.org/
3https://github.com/lukasschwab/arxiv.py
4https://math.nist.gov/~BMiller/LaTeXML/
5https://dashtable.readthedocs.io/en/latest
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Figure 1: Overview of our semi-supervised pipeline. It consists of two stages: 1) training of text and table extractors
through a limited number of manually annotated in-domain papers. Extractors are then employed to automatically
annotate a larger set of both out-of-domain and in-domain papers; 2) expert reviewers rectify any false labels to
obtain golden annotations, which are used to expand training and update extractors via iterative learning.

Text/Table NER The goal of text/table NER is255

to examine all possible spans of words, denoted256

as {wl, ..., wr} within a sentence/cell, where l and257

r represent the left and right indices of the span,258

and recognize if the span describes an entity and259

classifies it with its type if any.260

Table RE The goal of this task is to examine261

all unordered pairs of entities appearing within a262

given table, denoted as (e1, e2), and determine the263

existence of any relationship between them.264

4 Semi-supervised Annotation Pipeline265

4.1 Overview266

The overview of our semi-supervised pipeline is267

depicted in Figure 1, which involves a two-stage268

iterative process. Specifically, two extractors are269

trained on a small amount of manually annotated270

or reviewed papers and leveraged to make auto-271

matic annotations on the unlabeled papers (Stage272

1). Expert reviewers are introduced later to per-273

form necessary corrections to generate high-quality274

annotations, which are utilized to update the extrac-275

tors for iterative training (Stage 2). The pipeline276

can be repeated multiple times, with extractors be-277

coming more accurate as they have the ability to278

use the newly labeled data to improve their extrac-279

tion performance.280

Our proposed pipeline exhibits exceptional per-281

formance in the annotation of cross-modality enti-282

ties and relations in the scientific literature. Specif-283

ically, it demonstrates the following advantages: i)284

Efficiency. The curation of datasets composed of285

long scientific documents with both paragraphs286

and tables can be a costly and labor-intensive 287

task. However, our pipeline only requires a smaller 288

number of labeled papers for training than fully- 289

supervised learning, making it a cost-effective so- 290

lution in comparison to existing benchmarks. ii) 291

Effectiveness. We employ techniques such as label 292

mapping and label guiding for text and tables re- 293

spectively, to ensure high-quality annotations. iii) 294

Adaptability. We conduct both in-domain (IID) 295

and out-of-domain (OOD) evaluations to demon- 296

strate that the pipeline can adapt to new domains 297

with ease, which is particularly useful in the sci- 298

entific domain where new research is continually 299

being published. The performance of our pipeline 300

will be further investigated in Section 5. 301

4.2 Text Information Extraction 302

Entity types We find that existing benchmarks 303

(Luan et al., 2018; Hou et al., 2019; Jain et al., 2020; 304

Hou et al., 2021; Kabongo et al., 2021) normally 305

consider fine-grained knowledge with multiple en- 306

tity types. However, all these datasets simply re- 307

gard the “models” proposed by papers as “methods” 308

and do not treat Model as a separate type of entity. 309

It is not reasonable, as “models” and “methods” are 310

distinct entities with different characteristics, with 311

“models” being more representative of the paper 312

and more likely to appear in experimental tables. 313

To address this issue, we present more appropri- 314

ate entity types, including Task, Dataset, Metric, 315

Model, and Method (see Appendix A.1). 316

Label mapping Due to the mappable label sets 317

between SciIE benchmarks, we are able to reuse 318

some high-quality labels collected from existing 319
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benchmarks to boost the performance of extraction.320

Inspired by (Yang et al., 2017; Francis et al., 2019),321

we perform a label mapping step prior to train-322

ing, using two fully-supervised annotated datasets323

(Luan et al., 2018; Jain et al., 2020). To be specific,324

we collect Task, Metric, and Method entities from325

SCIERC (Luan et al., 2018) and Task, Dataset,326

Metric, and Method entities from SCIREX (Jain327

et al., 2020) to enrich our entity annotations.328

Extractor We apply the publicly available SciIE329

model PL-Marker (Ye et al., 2022) to perform text330

NER. PL-Marker inserts levitated markers in text331

and incorporate two packing strategies to achieve332

state-of-the-art F1 scores and a notable level of333

efficiency on SCIERC (Luan et al., 2018).334

4.3 Table Information Extraction335

Entity and relation types In contrast to text336

NER, in table NER we extract two additional types337

of entities: Score and Setting. Scores rarely ap-338

pear in the paper text but frequently appear in tables.339

We follow previous benchmarks (Hou et al., 2019;340

Kabongo et al., 2021; Yang et al., 2022) in extract-341

ing Score entities from tables to enable a more342

comprehensive understanding of the experimental343

results reported in scientific papers. Setting is344

another important entity type, as it refers to the345

context or environment in which the study was con-346

ducted. We use Setting entities to indicate differ-347

ent experimental settings, for example, BERTlarge348

and BERTbase, one-hop and multi-hop.349

Similar to (Hou et al., 2019; Jain et al., 2020;350

D’Souza and Auer, 2020; Hou et al., 2021;351

Kabongo et al., 2021), we do not pre-define specific352

relation types and instead aim to uncover indirect353

relationships between pairs of entities. For more354

details please see Appendix A.2.355

Label Guiding Inconsistency in NER predic-356

tions between tables and text can result in entities357

with the same name being assigned different entity358

types across different modalities. To address this359

issue, we utilize a label guiding rule that leverages360

the annotation results of the previous stage, i.e.,361

text NER. Specifically, when an entity appears in362

both text and tables, we maintain consistency by363

assigning the same entity type in the table as the364

entity type identified in the text. This approach365

ensures that the entity types are consistent across366

different modalities.367

Table IE We treat table IE tasks, which include 368

table NER and table RE, as classification tasks. The 369

model structure of our table IE model is depicted in 370

Figure 2, which comprises an encoding layer and a 371

classification layer. 372

Prompting the table NER model is straightfor- 373

ward. We prompt the model with a statement that 374

specifies the entity type of a given cell in a table, 375

i.e., “The entity type of the cell ci,j , in row i, col- 376

umn j is [E].”, where [E] ∈ Γ and Γ is the set 377

of predefined entity types. For each table cell, we 378

generate m prompts and match these prompts with 379

their entity types, where m is the number of entity 380

types. Let E = {si, ti, E+
i , E

−
i,1, E

−
i,m−1}mi=1 be 381

the training data that consists of m instances. Each 382

instance consists of a statement si , a table ti, a cor- 383

rect (positive) entity type E+
i , along with (m-1) 384

wrong (negative) entity types E−
i,j . 385

Classifier

Table Pretrained Model

[CLS] Tok 1 Tok 1[SEP]Tok N [SEP]Tok M

Prompt Statement Linearized Table Cells

Figure 2: Table IE model architecture. A pre-trained
model encodes the input table and its output is fed into
a classifier to output the probabilities of entity types for
each cell, or the relation probabilities of any two cells.

While TURL (Deng et al., 2020) can solve col- 386

umn relation extraction, it cannot extract relations 387

in fine-grained granularity, such as at the cell level. 388

To address this limitation, we design a solution for 389

table RE, which is a binary classification task that 390

determines whether two cells in a table have a rela- 391

tion or not. The template statement is “Whether the 392

cell ci,j , located in row i, column j, has a relation 393

with the cell cp,q, located in row p, column q, or 394

not?”, where the label is either 0 or 1. We follow 395

the model architecture in Figure 2, where the in- 396

put table is encoded by a pre-trained table model 397

and a binary classifier is used to output the relation 398

probabilities of any two cells in the same table. 399

4.4 Visualization 400

We utilize OneLabeler (Zhang et al., 2022) 6, a tool 401

to aid in the annotation process, enabling reviewers 402

to label data objects of various entities and rela- 403

tions. To incorporate semi-supervised pipeline in 404

the labeling tool, we start with the labeling work- 405

6https://microsoft.github.io/OneLabeler-doc
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flow template and add a labeling module, which406

we configure to be implemented with the built-in407

tagger of OneLabeler. As a result, we are able to408

load the automatically extracted entities and rela-409

tions into the tool, which allows annotators to just410

remove incorrect detections and create any missing411

false negative spans/relations, saving time and ef-412

fort. More details about annotation rules and notes413

can be found in Appendix A.3.414

In Figure 3, we show a portion of the text of the415

BERT (Devlin et al., 2019) paper, a milestone in416

the field of NLP with high citations. We annotate417

various types of entities, such as Model, Task, and418

Method in the abstract and other sections of the419

paper using different colors to distinguish between420

them, which allows annotators to efficiently and421

accurately label different kinds of entities. Due422

to space limitations, we provide two additional423

visualization examples in Appendix B.424

Figure 3: Visualization of annotated entities of BERT
paper. Different types of entities are assigned distinct
colors to facilitate their identification, with dark green
representing the Model, light green representing the
Task, and red representing the Method.

4.5 Released Benchmark425

This section describes the corpora constructed to426

train and evaluate our semi-supervised pipeline for427

cross-modality SciIE, as shown in Table 2 and the428

final dataset (SciCM).429

Over 90% of papers with arXiv IDs have source430

code available, allowing us to directly download431

and preprocess a large number of papers. For the432

first round of training, we use 10 manually anno-433

tated papers as seeds in the computer science (CS)434

domain with human-annotated entities and rela-435

tions. We then add 30 new papers in the same do-436

main and ask domain experts to review the model’s437

predicted results on these papers. We use these438

human-reviewed 30 papers as added corpus to fur-439

ther train a new version of extractors. We then auto-440

matically annotate other 30 papers and review them441

for both in-domain (IID) and out-of-domain (OOD)442

evaluation, with 10 papers each from CS, statistics 443

(STAT), and electrical engineering and systems sci- 444

ence (EESS), respectively. Finally, we utilize the 445

extractors to automatically annotate 12817 new pa- 446

pers in five different domains to facilitate research 447

in scientific literature. This large-scale annotation 448

of papers enables researchers to efficiently search 449

for relevant information and extract insights from 450

a large corpus of scientific literature. 451

Size Domains Auto Reviewed

Seeds 10 CS

Added corpus 30 CS

Test set 30 CS/STAT/EESS

Corpus 12817
CS/STAT/EESS

PHYSICS/MATH

Table 2: Domain distribution and labeling methods of
different parts of SCICM.

5 Experiments 452

5.1 Dataset and Annotation Statistics 453

We evaluate our semi-supervised pipeline on the 454

test set that includes both IID evaluation and OOD 455

evaluation. Table 4 presents the data statistics of 456

the added corpus and test set, both of which are 457

first automatically annotated and then manually re- 458

viewed. It can be seen from the table that scientific 459

tables contain a considerable number of entities 460

and relations, demonstrating the necessity of infor- 461

mation extraction from tables. In addition, the long 462

length (i.e., averaging 7000+ words per paper) and 463

cross-modality attributes of scientific papers make 464

full annotation challenging, prompting us to focus 465

on a more efficient annotation pipeline. 466

5.2 Evaluation Metrics 467

We follow the standard evaluation protocol (Zhong 468

and Chen, 2021) and use precision, recall, and F1 469

as evaluation metrics. For text NER and table NER, 470

both entity boundary and type are required to be 471

correctly predicted. For table RE, the boundaries 472

of the subject entity and the object entity should be 473

correctly identified. 474

5.3 Implementation Details 475

Both our text and table IE models are implemented 476

using Pytorch version 1.13 and the Huggingface’s 477

Transformers (Wolf et al., 2020) library, running 478

on an A100 GPU. Specifically, we adopt in-domain 479

scibert-scivocab-uncased (Beltagy et al., 2019) 480

encoder with 110M parameters for PL-Marker 481
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Test domains Settings Text NER Table NER Table RE

P R F1 P R F1 P R F1

Round 1 Evaluation

Overall (IID & OOD) Fine-tune 67.4 39.5 49.8 49.3 10.6 17.5 4.2 47.2 7.7
* CS (IID) - 67.4 31.9 43.3 51.0 10.6 17.6 5.3 47.2 9.5
* STAT (OOD) - 71.6 47.7 57.2 55.1 11.0 18.4 2.9 38.3 5.5
* EESS (OOD) - 60.7 37.9 46.7 38.1 10.0 15.8 5.0 66.7 9.3

Round 2 Evaluation

Overall (IID & OOD) Fine-tune 79.0 75.8 77.4 46.7 83.0 59.8 83.1 28.4 42.3
+11.6% +36.3% +27.6% -2.6% +72.4% +42.3% +78.9% -18.8% +34.6%

* CS (IID) - 79.4 65.5 71.8 50.3 83.6 62.8 83.8 21.8 34.6
* STAT (OOD) - 83.9 87.4 85.6 41.8 76.2 53.9 81.5 33.8 47.7
* EESS (OOD) - 71.0 72.8 71.9 39.7 80.8 53.1 85.6 35.9 50.6

ChatGPT Evaluation

Overall (IID & OOD) 1-shot ICL 24.0 45.2 31.4 53.1 16.8 25.5 73.5 32.8 45.3
Overall (IID & OOD) 2-shot ICL 30.4 38.8 34.1 57.4 24.7 34.5 76.2 34.7 47.7

Table 3: Evaluating SoTA SciIE models on the test set with different domains. We evaluate in two rounds: Round 1
that is only trained on a small amount of paper seeds and Round 2 that is boosted leveraging added corpus. We also
report the performance of ChatGPT on the few-shot ICL setting, providing a different number of demonstrations.

Statistics (avg per paper) Added corpus Test set

Sentences 269.9 279.0
Words 6787.7 7872.1
Tables 5.7 3.9
Cells 390.3 190.3
Entities in text 133.2 152.9
Entities in tables 151.6 94.4
Relations in tables 81.3 59.5

Table 4: Statistics of the added corpus and test set.

and tapas-base encoder with 110M parameters for482

our table IE models. During training, we adopt483

AdamW (Loshchilov and Hutter, 2018) with a484

learning rate of 2e-5 (5e-5 for tables) and a batch485

size of 16 (32 for tables). Since scientific papers486

can be very long, we leverage cross-sentence infor-487

mation (Luan et al., 2019; Ye et al., 2022) to extend488

each sentence by its neighbor sentences and set the489

maximum length as 512, which is the input length490

limit for many transformer-based models.491

5.4 Overall Performance492

We report the performance of our pipeline in Table493

3 with two rounds: Round 1 has access to only a494

small set of seeds for training, and Round 2 extends495

the training set by incorporating expert-reviewed496

papers. Our discussion focuses on the effectiveness497

and adaptability of our pipeline, taking into account498

the evaluation results. We also provide an analysis499

of ChatGPT’s performance on the benchmark.500

Effectiveness study. The experimental results501

clearly show that the performance of our pipeline502

in Round 2 significantly outperforms that of Round503

1 in all three IE tasks, with improvements of 27.6,504

42.3, and 34.6 F1 points, respectively. It is at- 505

tributed to the availability of more golden annota- 506

tions for training in the added corpus. Specifically, 507

text NER achieves better results in both rounds 508

compared to the other tasks, as our label mapping 509

step provides a useful and sufficient amount of 510

NER labels, especially when training papers are 511

few. In addition, we could observe that text IE 512

yields better performance than table IE, possibly 513

due to the fact that current table IE models can only 514

rely on structural information and cannot utilize 515

contextual semantics effectively. We discuss the 516

label imbalance issue of table NER in Appendix D. 517

Adaptability study. In addition to performing 518

IID evaluation, we also report OOD evaluation re- 519

sults based on papers from the STAT and EESS 520

domains. The results indicate that our pipeline is 521

capable of achieving comparable performance (i.e., 522

± 13.7, ± 9.7, ± 16.0 F1 points in three tasks) 523

when tested on other domains, demonstrating its 524

ability to adapt to new domains and generalize to 525

unseen data. It is particularly valuable in the sci- 526

entific domain, where new research is continually 527

being published. Surprisingly, STAT yields the best 528

performance even compared with the CS domain, 529

possibly due to the sparsity of entities and rela- 530

tions in statistics papers, as well as the low-quality 531

labeling by reviewers. 532

ChatGPT Evaluation. LLMs pre-trained on 533

massive corpora, such as ChatGPT, have demon- 534

strated impressive few-shot learning ability on 535

many NLP tasks. We investigate ChatGPT’s capa- 536
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Model
Text NER Table NER Table RE

M Speed M Speed M Speed
(F1) (sent/s) (F1) (table/s) (F1) (table/s)

ChatGPT 34.1 18.6 49.8 0.2 47.7 0.2
Our pipeline 77.4 49.9 59.8 33.0 42.3 4.6

Table 5: We compare our pipeline and ChatGPT in both
accuracy and annotation speed. The accuracy is mea-
sured as the F1 on the test set. The speed is measured
on a single A100 GPU with a batch size of 32.

bilities on our benchmark in terms of the few-shot537

In-context Learning (ICL) setting. To construct538

few-shot ICL prompts, we design the prompt tem-539

plate carefully and select demonstrations from the540

training set. For more details see Appendix E. We541

use the official API7 to generate all outputs from542

ChatGPT. To prevent the influence of dialogue his-543

tory, we generate the response separately for each544

testing sample. We compare ChatGPT with our545

pipeline for all sub-tasks in Table 3. Comparing546

2-shot ICL with 1-shot ICL, it can be seen that547

providing more demonstrations generally leads to548

improvements (i.e., +2.7, +9.0, +2.4 F1 points, re-549

spectively). We also observe that ChatGPT still550

struggles to achieve comparable performance with551

traditional fine-tuned IE models, indicating a need552

for further exploration in improving the perfor-553

mance of LLMs in cross-modality SciIE.554

5.5 Annotation Speed555

Table 5 presents the inference speed of our pipeline556

and ChatGPT. Our automatic labeling approach557

enables us to process 49.9 sentences per second in558

text NER and 33.0/4.6 tables per second in table IE.559

In text NER, our pipeline outperforms ChatGPT560

by achieving 77.4 F1 points and a faster processing561

speed of 49.9 tables/s. Similarly, in table NER,562

our pipeline achieves a higher F1 score (59.8) and563

a faster processing speed of 33.0 tables/s, while564

ChatGPT achieves a lower F1 score of 49.8 and a565

slower processing speed of 0.2 tables/s. However,566

in table RE, ChatGPT achieves a better F1 score of567

47.7 compared to our table RE model, yet it still568

has a slower processing speed of 0.2 tables/s.569

5.6 Error Analysis570

To further explore the limitations of our pipeline,571

we conduct an error analysis during the auto-572

annotation process and categorize major errors in573

both text and table modalities as follows. We also574

analyze ChatGPT’s errors in Appendix C.575

7https://platform.openai.com/docs

Text IE Errors i) Over Annotation. It occurs 576

when terms that are too general to offer useful sci- 577

entific information are labeled as entities. For in- 578

stance, “neural network” and “natural language pro- 579

cessing” are examples of scientific terms that are 580

mistakenly labeled as Model entities. ii) Missing 581

Abbreviation. Abbreviations appear frequently 582

in scientific papers to represent entities with long 583

names. Abbreviations are usually missed during 584

auto-annotation. For example, “coupled multi- 585

layer attention” can be recognized successfully, 586

while its abbreviation “CMLA” is missed. iii) 587

Nested Entity Annotation. Some entities that 588

contain nested entities, such as “Bi-LSTM-CRF + 589

CNN-char”, should be recognized as a complete 590

entity. However, the extractor tends to extract “Bi- 591

LSTM-CRF” and “CNN-char” separately, leading 592

to incomplete annotation. iv) Inconsistent Annota- 593

tion. Same entity is specified with different entity 594

types even if it appears in the same paragraph. v) 595

Insensitive to Context. Sometimes an entity will 596

be recognized as different types due to the different 597

contextual environments. 598

Table IE Errors i) Entity Type Error. It occurs 599

when an entity in the table is labeled with the wrong 600

entity type. ii) Inconsistency in Table Structure. 601

The structure of a table always provides important 602

context and cues for extraction. Sometimes, there 603

may be obvious inconsistencies in the entity types 604

within the same column or row. For instance, recog- 605

nizing Dataset, Model, and Score entities in the 606

same column or row. iii) NER Misleads RE. It oc- 607

curs when the NER model incorrectly identifies an 608

entity, leading to incorrect relationship extraction 609

of the current entity. iv) Missing Relations: RE 610

model fails to identify a relationship between cells. 611

6 Conclusion and Future Work 612

In this paper, we present SCICM, a novel dataset 613

for training and evaluating cross-modality SciIE. 614

Along with it, we propose a semi-supervised 615

pipeline that automatically annotates entities and re- 616

lations with high effectiveness and efficiency. Our 617

pipeline performs well across SciIE tasks, with 618

good inference speed for iterative runs. Moreover, 619

we release a visualization tool that helps users to 620

annotate scientific items with a global view. In 621

future work, we plan to extend our corpus by incor- 622

porating images from scientific papers. We hope 623

our release can facilitate downstream tasks in the 624

scientific domain. 625
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Limitations626

In this paper, our focus was on proposing a bench-627

mark that includes paper text and tables and a semi-628

supervised pipeline for automatic annotation. How-629

ever, we did not consider images in the papers,630

which also contain a wealth of information. Be-631

yond tables, images often illustrate the work pro-632

cess, pipeline, or framework presented in the scien-633

tific paper. In our future work, we plan to introduce634

and process images from scientific papers into our635

benchmark to further assist researchers in compre-636

hending papers. This will enable us to provide a637

more holistic approach to understanding scientific638

papers and ensure that the benchmark covers all639

important modalities of information in scientific640

papers.641

Ethics Statement642

We collect paper from the free distribution service643

arXiv8. The random crawled papers collected may644

not have been peer-reviewed. Currently, extraction645

is based on the assumption of the correctness of the646

public papers.647
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A Annotation Guideline850

A.1 Entity Category851

• Task: The specific task or problem that the pa-852

per aims to address. E.g., information extrac-853

tion, machine reading comprehension, image854

segmentation, etc.855

• Model: A formal representation or abstrac-856

tion of the proposed system, which can be ap-857

plied to solve the specific Task. E.g., BERT,858

ResNet, etc.859

• Method: The approach, technique, and tool860

that is used to construct the Model to solve the861

Task. E.g., self-attention, data augmentation,862

Adam, batch normalization, etc.863

• Dataset: A collection of data that is used for864

training, validating, and testing the proposed865

Model. E.g., GLUE, COCO, CoNLL-2003,866

etc.867

• Metric: A quantitative measure or evaluation868

criterion that is used to assess the performance869

or quality of a Model. E.g., accuracy, F1 score,870

etc.871

• Setting: It often appears in tables and refers872

to the context or environment in which the873

study was conducted. Setting is an important874

aspect of a research paper, as it provides the875

necessary information to reproduce or repli-876

cate the experimental results. E.g., one-hop,877

multi-hop, dev set, test set, etc.878

• Score: It refers to a numerical value that is879

used to evaluate the performance of a Model880

on a specific Task, using a particular Dataset881

and Metric, under a specific Setting.882

A.2 Relation Category883

Due to the relative scarcity of explicit relation-884

ships in body text, we only focus on annotating885

relations presented in tables. Similar to previous886

SciIE benchmarks (Hou et al., 2019; Jain et al.,887

2020; D’Souza and Auer, 2020; Hou et al., 2021;888

Kabongo et al., 2021), we link different types of889

entities that are related, without requiring a specific890

type. This methodology allows for a more flexible891

representation of the relationships between enti-892

ties, enabling an easier and deeper understanding893

of the underlying patterns and connections within894

the table content.895

A.3 Rules and Notes 896

Considering that annotators may have varying un- 897

derstandings of the annotation details, we have de- 898

fined a set of rules and notes to standardize the 899

annotation process. The rules defined are the fol- 900

lowing: 901

1. Differences between Model and Method: A 902

Model entity refers to the name of a model 903

that can be applied to a specific task indepen- 904

dently, while a Method entity cannot be used 905

directly to solve a problem or task but can 906

help models improve their performance. 907

2. The proposed framework, which stacks sev- 908

eral models should be classified into Model. 909

For example, “YOLOv5” should be annotated 910

as Model. 911

3. We should annotate a combination of a Model 912

and a Method as a Method rather than as 913

a Model. For example, the “RNN-based en- 914

coder” belongs to a Method. 915

4. Terms such as “networks", “neural", and 916

“model", which do not convey specific mean- 917

ing and often appear at the beginning or end 918

of entity names, should be excluded. For ex- 919

ample, “FasterRCNN network” → “Faster- 920

RCNN”, “neural machine translation” → “ma- 921

chine translation”, and “question answering 922

model” → “question answering” 923

5. Avoid annotating broad and unclear noun 924

phrases as entities. Scientific terms should 925

be specific and well-defined concepts to 926

ensure clarity and precision. For exam- 927

ple, phrases such as “neural network" and 928

“encoder-decoder architecture" should not be 929

considered as Model entities. 930

6. Adjectives that are not directly related to the 931

domain of the research, such as “state-of-the- 932

art", should be avoided. Instead, more spe- 933

cific adjectives that accurately describe the 934

Model or Method should be kept. For in- 935

stance, “Bidirectional LSTM”. 936

7. Do not include any determinators (e.g., “the”, 937

“a”), or adjective pronouns (e.g., “this”, “its”, 938

“these”, “such”) to the entity span. 939

8. Two entities with the same entity type should 940

not have a relationship. 941
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B Visualization Examples942

Figure 4: Visualization of annotated entities in tables.

Figure 4 displays a visualization of Table 2 from943

the TIARA paper, which can be found on arXiv944

with id “2210.12925”. We annotate various types945

of entities in tables using different colors to make946

them easily identifiable, which allows reviewers to947

efficiently and accurately label different kinds of948

entities and discover relations. Specifically, green949

represents the Model, dark orange represents the950

Score, light orange represents the Setting, blue951

represents Metric, and red represents the Method.952

Figure 5: The interface for visualizing NER and RE an-
notations consists of two rectangles. The left rectangle,
labeled “Spans”, shows the entity name, entity type, and
entity span. The right rectangle, labeled “Relations”,
shows the related entities within their types.

The interface for annotating entities and rela-953

tions is depicted in Figure 5. Each entity is labeled954

with an associated entity type and its corresponding955

start and end positions within the document. Each956

relation is labeled with two entities. Entity annota-957

tion is done by directly selecting the boundary of958

the entity, while relation annotation is performed959

Text NER

Error types Cases

Missing enti-
ties

ChatGPT struggles with extracting entities with
long names. For example, “Question-Answer
driven Semantic Role Labeling” fails to be ex-
tracted as a Task entity, and “dual discourse-level
target-guided strategy” fails to be accurately iden-
tified as a Method entity.

Undefined
types

In text NER, even with a predefined set of entity
types, it is common for some miscellaneous types
to be introduced, such as [“Gábor et al.”, Author],
[“Danqi Chen”, Person], etc.

Table NER

Error types Cases

Unannotated
entities

“Our model” in the table is not an entity but
has been erroneously predicted as a Model en-
tity. Similarly, “Train data” in the table is not
an entity but has been incorrectly predicted as a
Dataset entity.

Incorrect
types

“K-means” should be labeled as a Method entity,
but it has been incorrectly predicted as a Model
entity. Similarly, both “dev set” and “test set”
should be labeled as Setting entities, but they have
been incorrectly predicted as Dataset entities.

Table RE

Error types Cases

Missing rela-
tions

If a cell contains a Model entity, it should be
annotated in relation to other cells in the same
row that contain Score entities. However, this
relationship is often missing in ChatGPT.

Table 6: Cases of different types of extraction errors
that can be output by ChatGPT.

by clicking on the second button in the upper-right 960

corner of the entity box. All entities and relations 961

can be deleted by clicking the delete button. 962

C Error Analysis of ChatGPT 963

In this section, we follow (Han et al., 2023) to 964

categorize and analyze ChatGPT’s errors on our 965

three sub-tasks. Through manual checking, we find 966

that the errors mainly include: 967

• Missing entities/relations: Missing one or 968

more annotated target entities or relations. 969

• Unannotated entities/relations: Output the 970

entities or relations that are not annotated in 971

the test set. 972

• Incorrect types: The entity boundaries are 973

correct, while the corresponding type comes 974

from the set of pre-defined types, but does not 975

match the annotated type. 976

• Undefined types: Output the types beyond 977

the pre-defined types when the corresponding 978

entity boundaries are correct. 979
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NER-Flat
CoNLL03

Error types prompt 1 prompt 1 prompt 1 prompt 1 prompt 1 total
missing spans 561 733 728 404 553 2979
unmentioned spans 40 93 54 45 52 284
unannotated spans 1692 1521 1153 1278 717 6361
incorrect span offsets 339 404 331 370 300 1744
undefined types 264 161 163 201 94 883
incorrect types 893 798 814 932 859 4296
other 546 1407 552 48 248 2801

Score 3204
Model 472
Metric 303
Task 114
Setting 514
Dataset 440
Method 153

Score
62%

Model
9%

Metric
6%

Task
2%

Setting
10%

Dataset
8%

Method
3%

Figure 6: The entity types distribution of tables in the
added corpus.

Settings Table NER

P R F1

Table NER w Scores 46.7 83.0 59.8
Table NER w/o Scores 51.4 87.9 64.9

Table 7: The performance of our table NER model with
and without the Score entities.

• Others: Other errors apart from the above980

errors, such as incorrect output format, output981

unexpected information, etc.982

Table 6 presents several cases of extraction errors983

made by ChatGPT.984

D Discussion of Table NER985

As shown in Figure 6, we observe a long-tail prob-986

lem of entity type distribution of tables, where987

Score entity occupies over 60% of the total entity988

number. In this case, table NER models are more989

likely to predict the frequent Score entity, which990

can influence the model’s generalization ability.991

Additionally, some numerical values in tables are992

simply parameters, data sizes, and other experi-993

mental information, but are prone to be predicted994

as Score entities.995

In text NER and table RE tasks, label imbalance996

is unlikely to occur since Score entities are rela-997

tively rare in text NER, and there is no specific type998

of relation in table RE. To address this label imbal-999

ance issue, we try to re-train a table NER model1000

and test ChatGPT without the Score entities.1001

D.1 Model Re-train1002

We remove the Score entities, and the experiment1003

results shown in Table 7 demonstrate that our ta-1004

ble NER without Score entities outperforms the1005

previous table NER model, with improvements of1006

4.7, 4.9, and 5.1 points on precision, recall, and F1,1007

respectively.1008

Settings Table NER

P R F1

1-shot ICL w Scores 53.1 16.8 25.5
1-shot ICL w/o Scores 52.3 41.5 46.3

2-shot ICL w Scores 57.4 24.7 34.5
2-shot ICL w/o Scores 53.2 49.2 51.1

Table 8: The performance of ChatGPT in the few-shot
ICL setting with and without the Score entities.

D.2 ChatGPT without Scores 1009

We conduct experiments on ChatGPT without the 1010

Score entities, and as shown in Table 8, the exper- 1011

imental results indicate that removing the Score 1012

entities leads to a significant improvement in re- 1013

call for ChatGPT on both 1-shot and 2-shot ICL 1014

settings. However, it is important to note that re- 1015

moving the Score entities also results in a reduction 1016

in precision. Overall, our findings suggest that re- 1017

moving the Score entities could be a promising 1018

approach to improving the performance of table 1019

NER. 1020

E Exemplar of the Prompt 1021

When evaluating large language models, prompting 1022

is a brittle process wherein small modifications to 1023

the prompt can cause large variations in the model 1024

predictions, and therefore significant effort should 1025

be dedicated to designing a painstakingly crafted 1026

perfect prompt for the given task (Arora et al., 2022; 1027

Diao et al., 2023). In this study, we follow (Li 1028

et al., 2023) and (Han et al., 2023), who have con- 1029

ducted extensive evaluations of the power of Chat- 1030

GPT in multiple information extraction tasks, to 1031

design prompt templates that are well-suited to our 1032

tasks. We investigate the performance of few-shot 1033

In-context Learning (ICL) on our benchmark. To 1034

eliminate the randomness, we manually select two 1035

demonstrations for each task, ensuring that all en- 1036

tity types are covered. 1037

We give our designed input examples for three 1038

different kinds of scientific information extraction 1039

tasks to help readers understand our implementa- 1040

tion, as shown in Table 9, 10, and 11, respectively. 1041
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Prompts of text NER (2-shot In-context Learning)

Scientific named entity extraction is a task in natural language processing that aims to identify specific entities with
semantic meaning from paper text and classify them into predefined types.

Paper text is typically segmented into sequences of tokens and each entity is labeled with a tag indicating its type.
Entity types include:

Task: The specific task or problem that the paper aims to address. E.g., information extraction, machine reading
comprehension, image segmentation, etc.
Model: A formal representation or abstraction of the proposed system, which can be applied to solve the specific Task.
E.g., BERT, ResNet, etc.
Method: The approach, technique, and tool that is used to construct the Model to solve the Task. E.g., self-attention, data
augmentation, Adam, batch normalization, etc.
Dataset: A collection of data that is used for training, validating, and testing the proposed Model. E.g., GLUE, COCO,
CoNLL-2003, etc.
Metric: A quantitative measure or evaluation criterion that is used to assess the performance or quality of a Model. E.g.,
accuracy, F1 score, etc.

Here are two demonstrations:

Given type set: [Task, Model, Method, Dataset, Metric].
Sentences: Our task is to classify images in the CIFAR-10 dataset into their respective classes, which include animals,
vehicles, and household items. This task has practical applications in areas such as autonomous driving, object recognition,
and image search. In this paper, we propose a novel approach for image classification using a deep learning model based
on the EfficientNet architecture and transfer learning techniques. Our proposed model, named EfficientNet-Transfer, is a
modified version of the EfficientNet-B0 architecture that has been pre-trained on the ImageNet dataset and fine-tuned on
our target dataset. We use the CIFAR-10 dataset, which contains 60,000 32x32 pixel color images in 10 classes, as our
target dataset. We evaluate our model using classification accuracy, precision, recall, and F1-score.
Question: Please extract the named entity from the given sentences. Based on the given label set, provide the extraction
results in the format: [[Entity Name, Entity Type]] without any additional things including your explanations or notes. If
there is no entity in the given sentence, please return a null list like [].
Entities: [[‘CIFAR-10’, ‘Dataset’], [‘autonomous driving’, ‘Task’], [‘object recognition’, ‘Task’], [‘image search’, ‘Task’],
[‘image classification’, ‘Task’], [‘EfficientNet’, ‘Method’], [‘transfer learning’, ‘Method’], [‘EfficientNet-Transfer’,
‘Model’], [‘EfficientNet-B0’, ‘Model’], [‘ImageNet’, ‘Dataset’], [‘accuracy’, ‘Metric’], [‘precision’, ‘Metric’], [‘recall’,
‘Metric’], [‘F1-score’, ‘Metric’]]

Given type set: [Task, Model, Method, Dataset, Metric].
Sentences: We perform sentiment analysis on movie reviews using deep learning techniques. We propose AttRNN, a
novel model architecture based on a recurrent neural network (RNN) with attention mechanisms. Our model integrates
both word-level and sentence-level attention mechanisms to improve its discriminative power and capture more relevant
features from the input text. We evaluate our proposed model on the Movie Review Sentiment Analysis dataset, which
consists of 50,000 movie reviews labeled as positive or negative. We use the accuracy metric to measure the performance
of our model, which is defined as the percentage of correctly classified movie reviews in the test set. We also report the
F1-score, which takes into account both precision and recall of the positive and negative classes.
Question: Please extract the named entity from the given sentences. Based on the given label set, provide the extraction
results in the format: [[Entity Name, Entity Type]] without any additional things including your explanations or notes. If
there is no entity in the given sentence, please return a null list like [].
Entities: [[‘sentiment analysis’, ‘Task’], [‘AttRNN’, ‘Model’], [‘recurrent neural network’, ‘Method’], [‘RNN’, ‘Method’],
[‘word-level and sentence-level attention mechanisms’, ‘Method’], [‘attention mechanisms’, ‘Method’], [‘Movie Review’,
‘Dataset’], [‘accuracy’, ‘Metric’], [‘F1-score’, ‘Metric’]]

Given type set: [Task, Model, Method, Dataset, Metric].
Sentences: [S]
Question: Please extract the named entity from the given sentences. Based on the given label set, provide the extraction
results in the format: [[Entity Name, Entity Type]] without any additional things including your explanations or notes. If
there is no entity in the given sentence, please return a null list like [].
Entities:

Table 9: The prompt template of text NER leveraging 2-shot In-context Learning. [S] denotes the sentences
we want to extract.
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Prompts of table NER (2-shot In-context Learning) without Score entities

Considering 6 entity types including ‘Task’, ‘Model’, ’Method’, ‘Dataset’, ‘Metric’, ‘Setting’.

Here are two demonstrations:

Given type set: [‘Task’, ‘Model’, ‘Method’, ‘Dataset’, ‘Metric’, ‘Setting’].
Table: [[‘System’, ‘MNLI-(m/mm)’, ‘QQP’, ‘QNLI‘, ‘SST-2’, ‘CoLA’, ‘STS-B’, ‘MRPC’, ‘RTE’, ‘Average’], [‘’, ‘392k’,
‘363k’, ‘108k’, ‘67k’, ‘8.5k’, ‘5.7k’, ‘3.5k’, ‘2.5k’, ‘-’], [‘Pre-OpenAI SOTA’, ‘80.6/80.1’, ‘66.1’, ‘82.3’, ‘93.2’, ‘35.0’,
‘81.0’, ‘86.0’, ‘61.7’, ‘74.0’], [‘BiLSTM+ELMo+Attn’, ‘76.4/76.1’, ‘64.8’, ‘79.8’, ‘90.4’, ‘36.0’, ‘73.3’, ‘84.9’, ‘56.8’,
‘71.0’], [‘OpenAI GPT’, ‘82.1/81.4’, ‘70.3’, ‘87.4’, ‘91.3’, ‘45.4’, ‘80.0’, ‘82.3’, ‘56.0’, ‘75.1’], [‘bertbase’, ‘84.6/83.4’,
‘71.2’, ‘90.5’, ‘93.5’, ‘52.1’, ‘85.8’, ‘88.9’, ‘66.4’, ‘79.6’], [‘bertlarge’, ‘86.7/85.9’, ‘72.1’, ‘92.7’, ‘94.9’, ‘60.5’, ‘86.5’,
‘89.3’, ‘70.1’, ‘82.1’]]
Question: Please extract the named entity from the given table and output a JSON object that contains the following:
{‘Task’: [list of entities], ‘Dataset’: [list of entities], ‘Model’: [list of entities], ‘Method’: [list of entities], ‘Metric’: [list of
entities], ‘Setting’: [list of entities]}. If no entities are presented in any categories keep it None.
Entities: {‘Task’: [‘QQP’, ‘MRPC’], ‘Dataset’: [‘MNLI-(m/mm)’, ‘QQP’, ‘QNLI’, ‘SST-2’, ‘CoLA’, ‘STS-B’, ‘MRPC ’,
‘RTE’, ‘Average’, ‘GLUE Test’, ‘WNLI set’, ‘STS-B’], ‘Model’: [‘Pre-OpenAI’, ‘BiLSTM+ELMo+Attn’, ‘OpenAI GPT’,
‘bertbase’, ‘bertlarge’, ‘BERT’, ‘OpenAI GPT’, ‘BERT’], ‘Method’: [], ‘Metric’: [‘F1 scores’, ‘Spearman correlations’,
‘accuracy scores’], ‘Setting’: []}

Given type set: [‘Task’, ‘Model’, ‘Method’, ‘Dataset’, ‘Metric’, ‘Setting’].
Table: [[‘System’, ‘Dev’, ‘Dev’, ‘Test’, "Test’], [‘’, ‘EM’, ‘F1’, ‘EM’, ‘F1’], [‘Top Leaderboard Systems (Dec 10th, 2018)’,
‘Top Leaderboard Systems (Dec 10th, 2018)’, ‘Top Leaderboard Systems (Dec 10th, 2018)’, ‘Top Leaderboard Systems
(Dec 10th, 2018)’, ‘Top Leaderboard Systems (Dec 10th, 2018)’], [‘Human’, ‘-’, ‘-’, ‘82.3’, ‘91.2’], [‘#1 Ensemble -
nlnet’, ‘-’, ‘-’, ‘86.0’, ‘91.7’], [‘#2 Ensemble - QANet’, ‘-’, ‘-’, ‘84.5’, "90.5’], [‘Published’, ‘Published’, ‘Published’,
‘Published’, ‘Published’], [‘BiDAF+ELMo (Single)’, ‘-’, "85.6’, ‘-’, ‘85.8’], [‘R.M. Reader (Ensemble)’, ‘81.2’, ‘87.9’,
‘82.3’, ‘88.5’], [‘Ours’, ‘Ours’, ‘Ours’, ‘Ours’, ‘Ours’], [‘bertbase(Single)’, ‘80.8’, ‘88.5’, ‘-’, ‘-’], [‘bertlarge(Single)’,
‘84.1’, ‘90.9’, ‘-’, ‘-’], [‘bertlarge(Ensemble)’, ‘85.8’, ‘91.8’, ‘-’, ‘-’], [‘bertlarge(Sgl.+TriviaQA)’, ‘84.2’, ‘91.1’, ‘85.1’,
‘91.8’], [‘bertlarge(Ens.+TriviaQA)’, ‘86.2’, ‘92.2’, ‘87.4’, ‘93.2’]]
Question: Please extract the named entity from the given table and output a JSON object that contains the following:
{‘Task’: [list of entities], ‘Dataset’: [list of entities], ‘Model’: [list of entities], ‘Method’: [list of entities], ‘Metric’: [list of
entities], ‘Setting’: [list of entities]}. If no entities are presented in any categories keep it None.
Entities: {‘Task’: [], ‘Dataset’: [‘Dev’, ‘Test’, ‘SQuAD 1.1’], ‘Model’: [‘Human’, ‘#1 Ensemble-nlnet’, ‘#2 Ensemble -
QANet’, ‘BiDAF+ELMo (Single)’, ‘R.M. Reader (Ensemble)’, ‘bertbase’, ‘bertlarge’, ‘bertlarge’, ‘bertlarge’, ‘bertlarge’,
‘BERT ensemble’], ‘Method’: [], ‘Metric’: [‘EM’, ‘F1’, ‘EM’, ‘F1’], ‘Setting’: [‘Top Leaderboard Systems (Dec 10th,
2018)’, ‘Published’, ‘Ours’, ‘Single’, ‘Single’, ‘Ensemble’, ‘Sgl.+TriviaQA’, ‘Ens.+TriviaQA’]}

Given type set: [‘Task’, ‘Model’, ‘Method, ‘Dataset’, ‘Metric’, ‘Setting’].
Table: [T]
Question: Please extract the named entity from the given table and output a JSON object that contains the following:
{‘Task’: [list of entities], ‘Dataset’: [list of entities], ‘Model’: [list of entities], ‘Method’: [list of entities], ‘Metric’: [list of
entities], ‘Setting’: [list of entities]}. If no entities are presented in any categories keep it None.
Entities:

Table 10: The prompt template of table NER leveraging 2-shot In-context Learning. [T] denotes the table we
want to extract.

16



Prompts of table RE (2-shot In-context Learning)

Considering relations between cells in tables:

Here are two demonstrations:

Table: [[‘System’, ‘MNLI-(m/mm)’, ‘QQP’, ‘QNLI’, ‘SST-2’, ‘CoLA’, ‘STS-B’, ‘MRPC’, ‘RTE’, ‘Average’], [‘’, ‘392k’,
‘363k’, ‘108k’, ‘67k’, ‘8.5k’, ‘5.7k’, ‘3.5k’, ‘2.5k’, ‘-’], [‘Pre-OpenAI SOTA’, ‘80.6/80.1’, ‘66.1’, ‘82.3’, ‘93.2’, ‘35.0’,
‘81.0’, ‘86.0’, ‘61.7’, ‘74.0’], [‘BiLSTM+ELMo+Attn’, ‘76.4/76.1’, ‘64.8’, ‘79.8’, ‘90.4’, ‘36.0’, ‘73.3’, ‘84.9’, ‘56.8’,
‘71.0’], [‘OpenAI GPT’, ‘82.1/81.4’, ‘70.3’, ‘87.4’, ‘91.3’, ‘45.4’, ‘80.0’, ‘82.3’, ‘56.0’, ‘75.1’], [‘bertbase’, ‘84.6/83.4’,
‘71.2’, ‘90.5’, ‘93.5’, ‘52.1’, ‘85.8’, ‘88.9’, ‘66.4’, ‘79.6’], [‘bertlarge’, ‘86.7/85.9’, ‘72.1’, ‘92.7’, ‘94.9’, ‘60.5’, ‘86.5’,
‘89.3’, ‘70.1’, ‘82.1’]]
Question: Please extract all relations from the given table and output a JSON object that contains the following: {[cell:
cell]}. If no relations are presented keep it None.
Relations: {[‘Pre-OpenAI SOTA’:‘MNLI-(m/mm)’, ‘Pre-OpenAI SOTA’:‘QQP’,‘Pre-OpenAI SOTA’:‘QNLI’,‘Pre-
OpenAI SOTA’:‘SST-2’, ‘Pre-OpenAI SOTA’:‘CoLA’, ‘Pre-OpenAI SOTA’:‘STS-B’, ‘Pre-OpenAI SOTA’:‘MRPC’, ‘Pre-
OpenAI SOTA’:‘RTE’, ‘Pre-OpenAI SOTA’:‘Average’, ‘Pre-OpenAI SOTA’:‘80.6/80.1’,‘Pre-OpenAI SOTA’:‘66.1’,‘Pre-
OpenAI SOTA’:‘82.3’,‘Pre-OpenAI SOTA’:‘93.2’,‘Pre-OpenAI SOTA’: ‘35.0’,‘Pre-OpenAI SOTA’:‘81.0’,‘Pre-OpenAI
SOTA’:‘86.0’,‘Pre-OpenAI SOTA’:‘61.7’, ‘Pre-OpenAI SOTA’:‘74.0’]}

Table: [[‘System’, ‘Dev’, ‘Dev’, ‘Test’, ‘Test’], [‘’, ‘EM’, ‘F1’, ‘EM’, ‘F1’], [‘Top Leaderboard Systems (Dec 10th, 2018)’,
‘Top Leaderboard Systems (Dec 10th, 2018)’, ‘Top Leaderboard Systems (Dec 10th, 2018)’, ‘Top Leaderboard Systems
(Dec 10th, 2018)’, ‘Top Leaderboard Systems (Dec 10th, 2018)’], [‘Human’, ‘-’, ‘-’, ‘82.3’, ‘91.2’], [‘#1 Ensemble -
nlnet’, ‘-’, ‘-’, ‘86.0’, ‘91.7’], [‘#2 Ensemble - QANet’, ‘-’, ‘-’, ‘84.5’, "90.5’], [‘Published’, ‘Published’, ‘Published’,
‘Published’, ‘Published’], [‘BiDAF+ELMo (Single)’, ‘-’, "85.6’, ‘-’, ‘85.8’], [‘R.M. Reader (Ensemble)’, ‘81.2’, ‘87.9’,
‘82.3’, ‘88.5’], [‘Ours’, ‘Ours’, ‘Ours’, ‘Ours’, ‘Ours’], [‘bertbase(Single)’, ‘80.8’, ‘88.5’, ‘-’, ‘-’], [‘bertlarge(Single)’,
‘84.1’, ‘90.9’, ‘-’, ‘-’], [‘bertlarge(Ensemble)’, ‘85.8’, ‘91.8’, ‘-’, ‘-’], [‘bertlarge(Sgl.+TriviaQA)’, ‘84.2’, ‘91.1’, ‘85.1’,
‘91.8’], [‘bertlarge(Ens.+TriviaQA)’, ‘86.2’, ‘92.2’, ‘87.4’, ‘93.2’]]
Question: Please extract all relations from the given table and output a JSON object that contains the following: {[cell:
cell]}. If no relations are presented keep it None.
Relations: {[‘#1 Ensemble - nlnet’:‘Dev’, ‘#1 Ensemble - nlnet’:‘EM’, ‘#1 Ensemble - nlnet’: ‘Top Leaderboard Systems
(Dec 10th, 2018)’, ‘#1 Ensemble - nlnet’: ‘86.0’, ‘#1 Ensemble - nlnet’: ‘Test’,‘#1 Ensemble - nlnet’:‘F1’, ‘#1 Ensemble -
nlnet’: ‘91.7’ ]}

Table: [T]
Question: Please extract all relations from the given table and n output a JSON object that contains the following: {[cell:
cell]}. If no relations are presented keep it None.
Entities:

Table 11: The prompt template of table RE leveraging 2-shot In-context Learning. [T] denotes the table we
want to extract. Since the relations are very dense in tables, we here list part of the relations.
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