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Abstract

In-context learning (ICL) allows transformer-
based language models that are pre-trained on
general text to quickly learn a specific task with a
few “task demonstrations” without updating their
parameters, significantly boosting their flexibility
and generality. ICL possesses many distinct char-
acteristics from conventional machine learning,
thereby requiring new approaches to interpret this
learning paradigm. Taking the viewpoint of recent
works showing that transformers learn in context
by formulating an internal optimizer, we propose
an influence function-based attribution technique,
DETAIL, that addresses the specific characteris-
tics of ICL. We empirically verify the effective-
ness of our approach for demonstration attribution
while being computationally efficient. Leverag-
ing the results, we then show how DETAIL can
help improve model performance in real-world
scenarios through demonstration reordering and
curation. Finally, we experimentally prove the
wide applicability of DETAIL by showing our
attribution scores obtained on white-box models
are transferable to black-box models in improving
model performance.

1. Introduction

The rapid development of transformer-based language mod-
els (Bommasani et al., 2022; Brown et al., 2020; Chowdhery
et al., 2022) has inspired a new in-context learning (ICL)
paradigm (Brown et al., 2020), which allows a language
model sufficiently pre-trained on general text to quickly
adapt to specific tasks. This lightweight approach of cus-
tomizing a general model for specific tasks is in contrast
to fine-tuning (Hu et al., 2022; Xia et al., 2024) that neces-
sitates both access to the model parameters and resource-
intensive step of tuning these parameters for model adapta-
tion. In ICL, a few task demonstrations are included in the
input text (i.e., prompt) together with a query to help the
language model better understand how to answer the query.
It has been shown that including task demonstrations in the
prompt can enhance the capability of language models to

apply common sense and logical reasoning (Wei et al., 2023;
Yao et al., 2023) and learn patterns from the supplied demon-
strations (Brown et al., 2020), significantly enhancing the
flexibility and generality of language models. In the ICL
paradigm, each demonstration can be viewed as a “training
data point” for ICL. Analogous to how the performance of
a conventional supervised machine learning (ML) model
depends on the quality of training data, the performance
of ICL depends on the quality of task demonstrations (Liu
et al., 2023a). A research question naturally arises: How to
attribute and interpret ICL demonstrations that are helpful
or harmful for model prediction?

Though there are many prior works on interpreting and
attributing model prediction for conventional ML mod-
els (Ghorbani & Zou, 2019; Koh & Liang, 2017; Ribeiro
et al., 2016), these methods are not readily applicable to
ICL due to its unique characteristics. Firstly, many existing
attribution techniques require either computing the gradi-
ents (Sundararajan et al., 2017) or multiple queries to the
model (Cook, 1977), both of which are slow and compu-
tationally expensive. In contrast, ICL is often applied in
real-time to a large foundation model (Bommasani et al.,
2022) that necessitates the attribution approaches for ICL to
be fast and efficient. Secondly, ICL is known to be sensitive
to ordering: The same set of demonstrations can result in
significantly different model performance under different
permutations (Liu et al., 2023b; Lu et al., 2022). How-
ever, conventional methods do not explicitly consider the
ordering of training examples. Thirdly, ICL demonstration
is usually supplied as a sentence comprising a sequence
of tokens, rendering conventional token-level attribution
methods ineffective, as they do not capture contextual infor-
mation of each ICL demonstration (Bahdanau et al., 2016;
Sundararajan et al., 2017). Lastly, ICL does not update
model parameters, rendering conventional techniques that
analyze model parameter change (Koh & Liang, 2017) not
applicable. Moreover, the absence of the need to update
model parameters also allows a good attribution result for
ICL to be transferable across different language models.

To address these challenges, we propose DETAIL, a novel
technique that takes advantage of a classical attribution ap-
proach while tackling the unique characteristics of ICL. We
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adopt the perspective that transformers formulate an internal
optimizer (Akyiirek et al., 2023; Chen et al., 2024; Von Os-
wald et al., 2023; Xie et al., 2022) for ICL. Based on this
internal optimizer, we design a method to understand the
impact of each demonstration on the transformer’s predic-
tion. Notably, this approach allows us to leverage powerful
existing analysis tools for transformer-based models in ICL,
where otherwise the characteristics of ICL make applying
these tools difficult.

Specifically, we describe an intuitive (re-)formulation of the
influence function (Koh & Liang, 2017), a popular attribu-
tion method for conventional ML, on the internal optimizer
and show that DETAIL addresses the challenges of com-
putational cost, sensitivity to order, and attribution quality.
Then, we empirically verify that our formulation can iden-
tify demonstrations helpful for model prediction and outlier
demonstrations. Additionally, we apply our method to tasks
with real-world implications including prompt reordering,
noisy demonstration detection, and demonstration curation
to show its effectiveness. We demonstrate that DETAIL
achieves improved performance when applied to typical
white-box large language models (LLMs). Furthermore,
as many powerful LLMs are currently closed-source (thus
black-box), we show that our DETATIL score obtained on
a white-box LLM (e.g., Vicuna-7b (Zheng et al., 2023))
exhibits transferable characteristics to the performance on a
popular black-box model (ChatGPT).

2. Preliminaries

In-context learning (ICL). ICL is a learning paradigm
that provides a few task demonstrations with formatted
input and output for a pre-trained transformer (e.g., an
LLM) to learn the mapping function from inputs to out-
puts in context (i.e., via the forward pass) (Brown et al.,
2020). Formally, a transformer model f takes in a prompt
(S, Tquery) comprising a formatted sequence of demon-
strations § = (21, 22, . . ., 2n) Where z; = {z;,y;} from a
specific downstream task along with a query input Tgyery
(i.e., prompt) to predict its label as Yquery = f(P(S, Tquery))-
An visual for an example prompt is provided in App. D.
We wish to attribute the model prediction fquery to each
z; € set(S).

ICL as implementing an internal optimizer. With the
growing interest in the internal mechanism of transform-
ers, previous works (Akytirek et al., 2023; Von Oswald
et al., 2023; von Oswald et al., 2023; Zhang et al., 2024a)
have theoretically shown that ICL can be treated as the
transformer implementing an internal optimizer on the ICL
demonstrations. Specifically, (Von Oswald et al., 2023; von
Oswald et al., 2023; Zhang et al., 2024a) formulated the
objective of ICL optimizer with (regularized) mean-squared

error on a linear weight applied to the token itself in linear
self-attentions (LSAs) (Zhang et al., 2024a) or a transfor-
mation of tokens (i.e., kernelized mean-squared error) if
an extra multi-layered perception is attached before the
LSA (Von Oswald et al., 2023, Proposition 2) in a recur-
rent transformer architecture. The transformer layers then
function as performing gradient descent on the weight to
minimize the objective (Von Oswald et al., 2023; Zhang
et al., 2024a).

Influence function. Influence function (Koh & Liang,
2017) approximates the change of the loss of a test data
point 2 Wwhen up-weighting a training data point z;. For-
mally, the influence of z; on predicting zeg is'

I(Zia Ztest) = VGL(Zlestv Q)TIreg(Zi)

R . (D
= VoL(zes,0) " H; 'VoL(2i,0)

where L(zey,d) refers to the loss (function) on a test
point z.s of the model parameterized by 0 and H G =
1/n 3" V2L(z,0) is the Hessian. However, this defi-
nition cannot be directly applied to ICL since there is no
model parameter change during ICL, unlike the learning
settings in (Barshan et al., 2020; Koh & Liang, 2017). We
show how to adapt the formulation of Eq. (1) to ICL in our
proposed method DETAIL next.

Detailed discussion about prior works that attempted to un-
derstand ICL and to provide data attribution (e.g., influence
function) is included in App. C.

3. Influence Function on Internal Kernel
Regression

Following the idea that transformers learn in context by
implementing an internal kernelized least-square objective,
we present our formulation of DETAIL by computing the
influence function on a kernelized linear regression (Hain-
mueller & Hazlett, 2014). Specifically, we build the regres-
sion w.r.t. the following kernel

k(z,2') = m(x) 'm(z") 2)

where m(x) € R'¥9 refers to (the mapping of an ICL
demonstration® to) an internal representation of z (e.g., hid-
den state of a transformer layer) with output dimension d.
Let X = (21,22, - ,zy) and Y = (y1,y2, " ,yn) be
the vectors of inputs and outputs in S respectively. The
equivalent kernel regression can be written as Y = m(X)B

"Following (Barshan et al., 2020) and the experiment imple-
mentation in (Koh & Liang, 2017), we drop the negative sign in
our influence definition. The interpretation is that higher values
imply a more positive impact.

For LLMs, each demonstration may consist of more than 1
token. We discuss how to address this in Sec. 4.2.
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where 3 € R4¥1 is the weight vector over the kernelized
feature space. In practice, the dimension d of m is usually
much larger than the number of demonstrations, causing
severe over-parameterization. Such over-parameterization
renders the influence values fragile (Basu et al., 2021). As
such, we follow (Basu et al., 2021) and adopt an ¢, regu-
larization on 3 controlled by a hyper-parameter A, which
forms a kernelized ridge regression (Murphy, 2012) with
loss:

L(w,y) = [m(z)B —y]> + ABT5. 3

Taking the 2nd derivative of Eq. (3), we obtain the hessian
Hpg as

n
= (1/n) Z V3L(xi,ys)

- “
= (2/n)

M:

m(z;) + M) .

z:l

Adopting a matrix multiplication form for the summation in
Eq. (4), we write the influence of training data on the model
parameters /3 as follows,

Treg(2) = H[;lVgL(x, Y) 5
= n(K + M)~ m(x) " (m(2) = y) + AJ]
where K = m(X) m(X) € R¥ is the Gram matrix

and Ze, € R refers to the influence of a particular demon-
stration (z, y) w.r.t. the kernel regression weights 8. Then,
combining Egs. (1), (3) and (5), we can express the DETAIL
score as the influence of a demonstration z on a query Zies:

T (Zests 2) = V,BL(«rtes[; ytest)TIreg(Z)
= n[m(l'test>—r(m(xtest)6 - ylest) + )‘ﬂ] (6)
(K + M)~ [m(x) " (m(z)8 — y) + AB]

where 3 has a closed-form expression (shown in Alg. 1 in
App. B). While inverting matrices in Eq. (6) requires O(d?)
time, d is usually in the thousands: A typical LLM like
Llama-2-7b (Touvron et al., 2023) has an embedding size
d = 4096, allowing reasonable computation time of Z (e.g.,
a few seconds). In practice, this computation is accelerated
by the techniques already implemented in existing scientific
computation libraries admitting sub-cubic complexity for
matrix inversion.

Computing self-influence. One important application of
the influence function in ML is identifying outliers via self-
influence (Barshan et al., 2020; Koh & Liang, 2017). The
conventional definition of Z trivially admits computing self-
influence simply by replacing zs in Eq. (1) with z;. While
the same approach applies to DETAIL, there are two short-
comings: (i) As the embedding is sensitive to the position,
placing the same demonstration at the end of the prompt (as

a query) or in the middle (as a demonstration) results in dif-
ferent embeddings, leading to unreasonable influence score.
(i1) For each demonstration, it needs one forward pass of the
model to compute the self-influence, which can be costly
when the ICL dataset size is large. Instead, we implement
self-influence for DETAIL by reusing the demonstration’s
embedding. This way, we keep the two sides of Eq. (1)
consistent and only require one forward pass of the model
to compute the self-influence for all demonstrations.

Further speedup via random matrix projection. While
the current formulation in Eq. (6) is already computationally
cheap, a relatively large embedding size (e.g. d = 4096
for Llama-2-7b) can become a bottleneck as inverting the
matrix can be relatively slow. We apply an insight that for
ICL, much of the information in the embedding m is re-
dundant (we do not need a 4096-dimensional 3 to fit 20
demonstrations). Hence, we project m to a much lower
dimensional space via a random matrix projection while pre-
serving the necessary information, following the Johnson-
Lindenstrauss lemma (Dasgupta & Gupta, 2003; Johnson &
Lindenstrauss, 1984), precisely represented as a projection
matrix P € R**?" with each entry i.i.d. from N(0,1/d’).
We provide a more detailed discussion in App. D. Empiri-
cally, we show that we can compress m to a much smaller
dimension d’ < 1000, resulting in a 10x computation
speedup on a typical 7B LLM on an NVIDIA L40 GPU
(see Sec. 4.2).

A visualization of our proposed method is in Fig. 1 and a
pseudo-code implementation is in App. B.

4. Empirical Evaluation

We evaluate the effectiveness of DETAIL (i.e., Eq. (6)) on
two metrics: computational time (via logged system time
required) and effectiveness in attribution (via performance
metrics for tasks). We start by visualizing how the DETATIL
scores, particularly Z (2, 2;) (test influence, abbreviated
as Zest) and Z(z;, z;) (self influence, abbreviated as Zgr)
following (Koh & Liang, 2017, Sections 5.1 & 5.4), attribute
demonstrations to a query first on a custom transformer and
then on LLMs. Note that the hyper-parameter A\ varies
under different scenarios and we discuss some heuristics for
setting A in App. D.

Enforcing ICL behavior. We consider tasks where trans-
formers learn from the demonstrations and form an internal
optimizer. To evaluate the effectiveness of our method,
we enforce the ICL behavior by mapping the labels of the
demonstrations to a token that carries no semantic meaning,
This way, pre-trained transformers cannot leverage memo-
rized knowledge to produce answers but have to learn the
correct answer from the supplied demonstrations. Specifi-
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Figure 1: Illustration of computing DETATL score for transformer-based ICL. Note that we use the same notation ]
before and after the random projection since the projection is optional.

cally, we map all labels to one of {A, B, C, D, E'} depend-
ing on the number of classes. More details about the specific
mapping are in each section.

4.1. Evaluation on a Custom Transformer

We use the MNIST dataset (Deng, 2012) to visualize how
Tiest can be applied to attribute model prediction to each
demonstration. We design a task where the transformer
needs to learn a mapping of the digit image to a label letter
in context. Specifically, for each image of 28 x 28 pixels,
we flatten the pixels and concatenate them with a mapped
label to form a 785-dimensional token vector. For simplicity
of illustration, we only use images of digits in {0, 1}. For
each ICL dataset, we assign to each distinct digit a letter
in {A, B,C, D, E'} randomly. We build a recurrent trans-
former based on the design in (Von Oswald et al., 2023) with
10 recurrent layers each consisting of 15 attention heads.
We pre-train the transformer with random label mappings
from randomly selected digits so that the transformer cannot
memorize the mapping but has to infer from the demonstra-
tions. We use the hidden state after the 1st layer as m to
compute Zi. A qualitative visualization of Z.’s attribu-
tion and a quantitative plot showing how the test prediction
varies by removing demonstrations with the highest (lowest)
Tiest are in Fig. 2 and Fig. 3 respectively. Fig. 2 shows that
removing tokens (represented by the image pixels and the
corresponding label) with the largest 7. makes the model
make wrong predictions, whereas removing tokens with the
lowest Z.s can retain the correct model predictions. Fig. 3
shows that removing tokens with the lowest Z. results
in a slower decrease in prediction accuracy than removing
the highest 7.y, demonstrating that tokens with the highest
Tiest’s are more helpful and vice versa.

4.2. Evaluation on Large Language Models

With the insight obtained in Sec. 4.1, we now apply DETAIL
to full-fledged LLMs. We start with demonstration perturba-
tion and noisy demonstration detection to demonstrate that
DETAIL can be used to interpret the quality of a demon-
stration. Then, leveraging these results, we further show
how we can apply the DETAIL scores to tasks more closely
related to real-world scenarios.

A distinction between LLMs and the custom transformer
used above is that demonstrations in LLMs are usually a
sequence of tokens, whereas demonstrations in the custom
transformer are single tokens representing the actual numer-
ical values of the problems (see Fig. 3). This distinction
makes it difficult to find an appropriate internal represen-
tation for each demonstration (i.e., m). To overcome this
challenge, we draw inspiration from prior works (Wang
et al., 2023; Xie et al., 2022) which suggest that information
flows from input words to output labels in ICL. As an imple-
mentation detail, we take the embedding of the last roken
before the label token (hereafter referred to as the target
position) in the middle layer where most of the information
has flown to the target token positions. We include ablation
studies on using different layers’ embeddings in App. E.6
and using different target positions in App. E.7.

Setup. We consider (for white-box models) mainly a
Vicuna-7b v1.3 (Zheng et al., 2023) and also a Llama-2-
13b (Touvron et al., 2023) on some tasks using greedy de-
coding to show that DETAIL works on models with dif-
ferent training data and of varying sizes. While our the-
oretical backing stands for transformer-based models, we
experiment DETAIL on Mamba-2.8b (Gu & Dao, 2023), a
state-space model architecture that has received increased
attention recently in App. E.8. We primarily evaluate our
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Figure 2: Visualization of learning label mapping of MNIST digits in context. The left 9 images in each row are
demonstrations while the right-most one is a query image. Below each image shows its mapped label (“A” to “E”). Above
each ICL image is its Z.i W.I.t. the query image with high values highlighted in green and low values highlighted in red.
Above the query image is the prediction (pred) made by the pre-trained transformer which is in green if consistent with the
ground truth (GT) and red otherwise. Top row shows that using all 9 demonstrations allows the transformer to learn the
mapping in context as GT=pred="“E”. Middle shows removing 5 demonstrations with the highest Z. results in most digit
0’s removed, leading to a wrong prediction. Bottom shows removing 5 demonstrations with the lowest Z. results in 3 digit
0’s remaining for the transformer to learn in context, leading to correct prediction.
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Figure 3: Average accuracy on 1013 ICL datasets repeated
over 10 trials; A = 0.01; Lines and shades represent mean
and standard error over 10 independent trials.

method on AG News (4 classes) (Zhang et al., 2015), SST-
2 (2 classes) (Socher et al., 2013), Rotten Tomatoes (2
classes) (Pang & Lee, 2005), and Subj (2 classes) (Con-
neau & Kiela, 2018) datasets which all admit classification
tasks. Due to space limits, some results are deferred to
App. E.

Demonstration perturbation. We show that DETAIL
can explain LLM predictions by showing how perturba-
tion (i.e., corrupting the labels of some demonstrations to
an incorrect class or removing some demonstrations) with

the high/low Zg affects the model’s predictive power. We
randomly pick 20 ICL datasets each comprising 20 demon-
strations and 1 query from AG News and find the average
and standard error of the accuracy of predicting the query
after perturbation using Vicuna-7b and Llama-2-13b, shown
in Fig. 4 (results for other datasets deferred to App. E.1). It
can be observed that perturbing demonstrations with low
Tiest results in a slower drop (or even improvement) in accu-
racy and vice versa, similar to the trend observed in Fig. 3,
showcasing the applicability of DETAIL to LLMs. We
also experiment on Falcon-7b (Almazrouei et al., 2023) and
Llama-2-7b (Touvron et al., 2023) in App. E.1 where we
perturb 10 demonstrations and observe a similar accuracy

gap.

Noisy demonstration detection. We utilize the DETATL
score to detect noisy demonstrations with corrupted labels.
The experiment setup largely follows (Koh & Liang, 2017,
Section 5.4). We randomly draw 100 ICL datasets each
consisting of 20 demonstrations and 1 query. For each ICL
dataset, we randomly corrupt the labels of 4 demonstrations
(i.e., flipping the label to an incorrect class). The demonstra-
tions are then ranked in descending order of their Zgs. The
fraction of noisy demonstrations detected is plotted in the
first 3 figures of Fig. 5 (result for other datasets deferred to
App. E.2). We compare our method with the leave-one-out
(LOO) score (Cook, 1977) where the difference in cross-
entropy loss of the model output is used as the utility. It can
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Figure 4: (Top) Corrupting labels of demonstrations and
(bottom) removing demonstrations with high/low DETATL
scores (Zist) on AG News. Perturbing demonstrations ran-
domly result in an accuracy in the middle as expected. All
experiments are repeated 10 trials. A = 1.0. Lines and
shades represent the mean and standard error respectively.

be observed that LOO performs close to random selection,
whereas our method has a much higher identification rate
w.r.t. the number of demonstrations checked. We also note
that our method not only outperforms LOO in effectiveness
but is also around 10x faster than LOO which requires mul-
tiple calls to LLM inference for each demonstration in the
ICL dataset.

Dimension reduction via random projection. We an-
alyze the impact of random projection on the effective-
ness of DETAIL. Intuitively, dimension reduction trades
off the effectiveness of DETAIL with computational effi-
ciency, specifically the O(d?) cost for inverting K7. To
understand the trade-off, we follow the same setup as the
noisy demonstration detection experiment and compare the
change in AUC ROC of detection and system wall time
as the dimension d’ of the projection matrix P decreases.
The result for Subj is in the last figure of Fig. 5 (results for
other datasets deferred to App. E.3), showing that wall time
stays minimal (= 0.3s) for project dimensions up to 1000
generally before it exponentially increases. Effectiveness
measured in terms of AUC reaches optimal with d’ > 1000.
The results suggest a “sweet spot” —d’ & 1000 — for a low
running time and high performance.

4.3. Applications of DETAIL

With the two experiments above verifying the effective-
ness of DETAIL (Zyr and Zes) and the experiment on ran-
dom projection which ensures computational efficiency, we
demonstrate next how DETATIL, with Zg¢ for noisy demon-
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Figure 5: (Top) Fraction of noisy labels identified vs. num-
ber of demonstrations ranked by DETATL (with d’ = 1000)
and LOO checked on Subj using Vicuna-7b and Llama-
2-13b respectively. (Bottom-left) Wall time comparison
between DETAIL and LOO on all datasets. (Bottom-right)
Wall time in seconds (left y-axis) and AUCROC (right y-
axis) vs. projection dimension on Subj using Vicuna-7b. All
experiments are repeated 10 trials. A\ = 10~°. Lines and
shades represent the mean and std. error.

stration detection and Z.y for demonstration perturbation,
can be applied to real-world scenarios, achieving superior
performance and speed.

ICL order optimization. One distinctive trait of ICL com-
pared to conventional ML is that the order of demonstrations
affects the model’s predictive performance (Liu et al., 2023b;
Lu et al., 2022). We show that Zg¢ helps reorder the demon-
strations with improved model predictive performance. We
first show, using a Vicuna-7b model, that moving demonstra-
tions with lower quality to the front (or back) of the prompt
tends to improve the test accuracy of the model. To see this,
we corrupt the label of a random demonstration and allocate
this corrupted demonstration to different positions of the
ICL dataset (each with 20 demonstrations with permuta-
tions drawn from a Sobol sequence (Mitchell et al., 2022)
to capture the average performance better). A general trend
with decreasing-then-increasing accuracy can be observed
in Fig. 6: Allocating noisy demonstrations to the front (or
the back) results in much higher test accuracy. Leveraging
this insight, we utilize Zs to reorder a random permuta-
tion of ICL demonstrations and show the reordered prompt
improves the test accuracy. For each randomly ordered
prompt, Z¢ for each demonstration is computed (note that
this computation only requires 1 pass of the LLM). Then,
based on the trend observed in Fig. 6, for Subj and Rot-
ten Tomatoes datasets, the demonstrations are reordered
by placing the two demonstrations with the largest Zs in
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front followed by the rest in ascending order. For SST-2,
the demonstrations are reordered in descending order of
Ter. To simulate situations where demonstrations have
varying quality, we additionally consider randomly perturb-
ing 3 demonstrations (and 6 demonstrations in App. E.4)
in each ICL dataset. We note a clear improvement in test
accuracy of 1.4% ~ 3.0% via reordering demonstrations
only, as shown in Table 1. The improvement demonstrates
that Zr can identify demonstrations that are low-quality or
inconsistent with other demonstrations in the ICL dataset.

0.7
o .=o= Rotten Tomatoes
E 0.6 Subj
= o SST-2
Q o
g 0.5 \ ‘e
- ®
o
F 0.4,

0 4 8 12 16 19
Pos. of perturbed demo

Figure 6: Test accuracy (mean and std. error) vs. position
of the demonstration with the corrupted label over 50 trials.
Table 1: Predictive accuracy of demonstrations permuted
randomly and based on Zs, respectively. The mean and
standard error (in bracket) with 80 repeated trials is shown.

Subj SST-2 Rotten Tomatoes

No corrupted demo
Baseline (random)
Reorder (DETAIL)
Difference 1

0.722 (7.22e-03)
0.743 (7.10e-03)
0.0206 (7.40e-03)

0.665 (5.24e-03)
0.679 (5.42¢-03)
0.0139 (6.08e-03)

0.660 (1.08e-02)
0.684 (1.15e-02)
0.0244 (1.11e-02)

Corrupt 3 demos

Baseline (random) 0.655 (8.54e-03)  0.607 (7.61e-03)  0.553 (1.10e-02)
Reorder (DETATL)  0.685(9.39¢-03)  0.630 (7.04e-03)  0.582 (1.42¢-02)
Difference 1 0.0300 (9.10e-03)  0.0230 (7.22e-03)  0.0291 (1.06e-02)

ICL demonstration curation. In the demonstration per-
turbation experiment, we have verified that our Z.s can
correctly attribute helpful demonstrations w.r.t. a query. A
direct application is demonstration curation where a sub-
set of most helpful demonstrations are selected to prompt
the LLM while maintaining accuracy on a test dataset.’
This application is useful, especially for saving the cost
of querying LLMs.* For proprietary LLMs, reducing the
prompt length can also significantly save inference time
which scales quadratically in the prompt length. As a setup,
we fix a randomly selected set of 120 demonstrations as the

3Note that a key difference between demonstration curation
task and demonstration perturbation task is that for curation, the
test dataset is unknown when computing the DETAIL scores.

4At the time of this writing, GPT-4 API costs $10/1mIn tokens.

See https://openai.com/pricing.

test set. In each trial, we randomly pick 20 demonstrations
to form an ICL dataset and another 20 demonstrations as
the validation set. The individual Z’s on each validation
demonstration are summed as the final score. Then, demon-
strations with the lowest scores are removed (in position).
We randomly corrupt 5 demonstrations in each ICL dataset
to simulate prompts with varying qualities. The results
are shown in Fig. 7 (results on other datasets deferred to
App. E.5). A clear gap between the test accuracy after re-
moving demonstrations with high/low Z. can be observed
for both Vicuna-7b and Llama-2-13 on both binary (Rotten
Tomatoes) and 4-way classification (AG News). Remov-
ing demonstrations with lower Z.’s maintains (or even
improves) the test accuracy. Moreover, the gap for the 13B
model is wider and more certain (shorter error bars), sig-
naling better curation. We attribute this phenomenon to the
better capability of larger models to formulate an “internal
optimizer”, which enhances the attributive power of Z.

vicuna-7b Llama-2-13b
0.40 0.5 %
> .'}‘ e, > ~.‘.
S0.35 L 5 g .
© . €04 L 9
= - x 5 0. %
8 0.30 =4= remove high 8 =4= remove high
< remove low < remove low ]
025 -4 remove random ﬁ 0.31], 4 remove random ~
’ 0 4 7 10 13 16 0 4 7 10 13 16
No. removed No. removed
vicuna-7b Llama-2-13b
> 0.6
3 o4
< <
0.2
0 4 7 10 13 16 o 4 7 10 13 16

No. removed No. removed

Figure 7: Test accuracy vs. number of demonstrations re-
moved using Zs on (top) AG news and (bottom) Rotten
Tomatoes using Vicuna-7b and Llama-2-13b. All experi-
ments are repeated with 80 trials. Lines and bars represent
the mean and standard error.

4.4. Comparison with Other Attribution Methods

We compare our DETAIL score with other metrics proposed
for demonstration attribution/selection or can be directly ex-
tended to attributing demonstrations. We analyze both the
attributability via a demonstration curation experiment and
the computational cost via recording the system wall time
for performing the attribution. We select representative con-
ventional approaches from different paradigms, including
integrated gradients (IG) (Sundararajan et al., 2017) and
LIME (Ribeiro et al., 2016) (Attention (Bahdanau et al.,
2016) in App. E.5). As these methods are originally de-
signed for token-level attribution, we use the sum of the
scores of all tokens in each demonstration as the attribution
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score. We also compare recent efforts on demonstration
selection (Chang & Jia, 2023; Nguyen & Wong, 2023; S.
et al., 2024). We select an ICL dataset of 20 demonstra-
tions, compute the attribution scores on a validation set of
20 demonstrations, and record the accuracy after removing
10 demonstrations in place on 120 test queries. The results
are tabulated in Table 2. For hyper-parameter, we choose
M =100 and k = 1 for (Nguyen & Wong, 2023), 5 itera-
tions of LiSSA update (Agarwal et al., 2017) for (S. et al.,
2024), and M = 10, K = 4 for datamodel (Chang & Jia,
2023). We do not perform batch inference for a fair compari-
son of computational time as some approaches do not admit
batch inference. We also use a projection of d’ = 1000
to compute Z.g. It can be observed that DETAIL outper-
forms all other attribution methods in test accuracy. Our
computation is efficient (with wall time of 4 ~ 10s), achiev-
ing over 5x speedup compared to other methods except (S.
et al., 2024) which achieves a comparable computational
time to ours but a lower accuracy. Notably, IG and LIME
perform close to random removal, which is likely because
these methods are designed for token-level attribution and
generalize poorly to demonstration-level attribution.

Table 2: Test accuracy after curating the ICL dataset and the
incurred wall time (in seconds on one L40 GPU). The mean
and std. error (in bracket) is shown with 20 repeated trials.

Accuracy
Subj SST-2 RT. AG News

DETATL (d = 1000) | 0747 2.60e-02) 522 (1.17e-01)  0.607 (2.12-02) 4.8 (1.35¢-01)
IG (Sundararajan et al., 2017) | 0.658 (2.22¢-02) 0458 (2.06e-02) 0442 (2.13e-02) 0.351 (1.65¢-02)
LIME (Ribeiro ctal, 2016) | 0.665 (2.41e-02) 0476 (1.87¢-02) 0.435 (1.39¢-02) 0368 (1.73¢-02)
(Nguyen & Wong, 2023) | 0.583 (2.75¢02) 0513 (1.88¢-02) 0520 (2.17e-02) 0.392 (1.42¢-02)

Method ‘

rating on the demonstration curation task (Table 4). We also
note an over 2% improvement in accuracy for reordering
task if we corrupt 3 demonstrations (Table 3). With no cor-
rupted demonstration, reordering with our approach does
not improve performance on GPT-3.5, which we attribute
to the stronger inference power of GPT-3.5, resulting in
less variance w.r.t. demonstration orders, consistent with the
findings in (Lu et al., 2022).

Table 3: Accuracy (on GPT-3.5) of demonstrations (demos)
permuted randomly and based on Zyr. Mean and std. error
(in bracket) with 80 trials is shown.

Subj SST-2 Rotten Tomatoes

No corrupted demo
Baseline (random)
Reorder (DETAIL)
Difference 1

Corrupt 3 demos

Baseline (random)

Reorder (DETAIL)
Difference 1

Table 4: Accuracy (on GPT-3.5) on a test dataset of size 20
after curating 10 demonstrations from the ICL dataset. The
mean and std. error (in bracket) of accuracy after removal
is shown with 20 repeated trials.

0.708(7.79¢-04)
0.711(7.51e-04)
0.002(7.52¢-04)

0.799(7.52e-04)
0.792(9.01e-04)
-0.007(6.49¢-04)

0.901(6.01e-04)
0.909(4.84¢-04)
0.008(6.14e-04)

0.628(8.21e-04)
0.660(9.57e-04)
0.032(8.61e-04)

0.720(1.11e-03)
0.742(1.20e-03)
0.022(8.92¢-04)

0.788(1.44¢-03)
0.816(1.60e-03)
0.028(1.10e-03)

Dataset DETAIL (d' = 1000) Random

Subj 0.842 (2.16e-02) 0.660 (3.47e-02)
SST-2 0.812 (1.96e-02) 0.618 (5.51e-02)
Rotten Tomatoes 0.690 (4.66e-02) 0.420 (5.14e-02)
AG News 0.515 (3.08¢-02) 0.447 (2.73e-02)

(S. etal., 2024) | 0556 (138¢-02) 0.493 (1.34¢-02) 0498 (1.72¢-02) 0.361 (1.83¢-02)
Datamodel (Chang & Jia, 2023) | 0.658 (2.62¢-02) 0460 (2.36e-02) 0484 (1.87e-02) 0373 (1.31e-02)
| 0.654 (2.54c-02) 0.469 (2.15¢-02) 0457 (2.19¢-02) 0.379 (1.70¢-02)

Random

Wall time
Subj SST-2 AG News

‘ 5.22 (1.17e-01)  4.88 (1.35e-01) 5.11 (1.06e-01)  10.4 (1.07e-01)
‘ 593 (1.20e+01) 458 (7.99e+00) 525 (1.23e+01) 1208 (2.16e+01)
‘ 393 (2.44e+01) 337 (1.69e+01) 245 (6.32e+01) 599 (1.03e+01)
(Nguyen & Wong, 2023) ‘ 54.3 (3.78e-01) 121 (4.79e+00) 122 (4.68e+00)  81.3 (6.05e-01)
(S. etal., 2024) ‘ 9.37 (4.19e-01)  10.6 (7.80e-01)  9.74 (5.57e-01)  6.94 (4.78e-02)
Datamodel (Chang & Jia, 2023) ‘ 746 (3.42e+00) 713 (1.96e+00) 732 (2.10e+00) 997 (7.55e+00)
Random | NA.

Method

DETAIL (d’ = 1000)
IG (Sundararajan et al., 2017)
LIME (Ribeiro et al., 2016)

4.5. Transferability to Black-box Models

We evaluate the transferability of DETAIL on GPT-3.5,
a popular black-box model. We experiment with both the
demonstration reordering and demonstration curation tasks
where we compute the DETAIL scores on a Vicuna-7b
model (white-box) and then test the performance on GPT.
Our method produces promising results on both tasks as
shown in Table 3 and Table 4 respectively. Notably, cu-
rating demonstrations with our method achieves a 17.9%
average improvement in accuracy compared to random cu-

SWe use gpt-3.5-turbo-1106. See https://platform.
openai.com/docs/models/gpt 5-turbo.

5. Conclusion, Limitation, and Future Work

We tackle the problem of attributing demonstrations in ICL
for transformers. Based on the well-known influence func-
tion commonly used for attributing conventional ML, we
propose DETAIL, an innovative adoption of the influence
function to ICL through the lens of treating the transformer
as implementing an internal kernelized ridge regression.
Combined with a dimension reduction technique using ran-
dom projection, DETAIL can be computed in real-time
with an impressive performance on various real-world re-
lated tasks such as demonstration order optimization and
demonstration curation. One limitation of our approach
is the need to access the internal state of the transformer,
which we mitigate by additionally showing that DETATIL
scores are transferable to black-box models. As a first step
toward attributing demonstrations w.r.t. a transformer’s in-
ternal optimizer, we hope this work serves as a building
block for future research to develop attribution techniques
for more generalized in-context learning settings such as
chain-of-thought (Wei et al., 2023).
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A. Computational Resources

Hardware. All our experiments about 7B white-box models are conducted on a single L40 GPU. All experiments
involving 13B white-box models are conducted on a single H100 GPU. Total budget for GPT-3.5 API calls to conduct the
transferability experiments in Sec. 4.5 is estimated to be around US$500 (at the rate of US$0.5/1mln tokens for input and
US$1.50/1mln tokens for output).

Software. All our experiments are conducted using Python3.10 on a Ubuntu 22.04.4 LTS distribution. We use Jax (Brad-
bury et al., 2018) for the experiments in Sec. 4.1 and use PyTorch 2.1.0 (Ansel et al., 2024) for the experiments in Sec. 4.2
and Sec. 4.3. We adopt the implementations of the LLMs (transformer-based and SSM-based) provided in the Huggingface’s
“transformers” (Wolf et al., 2020) system throughout this work. The NLP datasets are also obtained from Huggingface’s
“datasets” API (Lhoest et al., 2021). The precise repository references and other dependencies can be found in the code
provided in the supplemental materials.

B. Algorithmic Implementation

We provide an implementation of computing our DETAIL score for LLM in Alg. 1. Line 6 shows the (optional) random
projection where a random matrix P is multiplied by the embeddings. In line 8, 8 has a closed-form expression as the
solution to a regularized ridge regression. In line 10 and line 14, we select the embeddings of the target positions. Then,
depending on whether we use self-influence, we use different embeddings for computing VgL as shown in lines 15-19.
Line 20 computes the inverse hessian H ; ! = (K7 4+ \I)~ " before finally calculating Z; in line 21.

Algorithm 1 DETAIL
1: Input: model M, prompt tokens ., label tokens y;.4, target positions py; .4}, total number of transformer layers L,

transformer layer to compute DETATIL score [, regularization constant A, projection matrix P € R4*d" (default I)
DTy 0forie{1,2,--- ,t—1}
: hl, hg, cee ,hL — M(:Z?[ln])
© Pdemo < P[1:¢—1] {Remove the last target which is the test query}
Ydemo < one_hot(y1..—1]) {Remove the last label and convert to one-hot}
¢ Mdemo < Pi[Pdemo] P {Optional dimensionality reduction }
Kp < MaemoMgere 1K € RETVXED) for speed-up as t < d'}
RS [(K,B + )‘I)ilmdemo]—rydemo
9: Drest < Plt—1:1]
10: Myest +— Ay Lptest]
11: Yiest <= one_hot(yp_1.4)
12: K7+ m;zmomdemo {KI S Rd/Xd/}
13: fori € {1,2,--- ,t—1} do
14: my < h[ppisiey] P
15:  if self influence then

I I

16: VgL + m;'— (mif — Yaemolt]) + \B
17:  else if test influence then

18: V@’L — mt—erst(mtestﬁ - ytest) + A3
19:  endif

200 Irey ¢ (K7 + M) 7/ (miB — yYaemoli]) + AB] {Eq. (5) with the constant dropped}
21:  Z; + Z; + (VL) " Tee {Eq. (6)}

22: end for

23: ReturnZ

C. Related Work

Understanding in-context learning. Prior works have attempted to understand the ICL capability of transformer-based
language models (Ahn et al., 2023; Akyiirek et al., 2023; Bai et al., 2023; Bhattamishra et al., 2024; Brown et al., 2020;
Dai et al., 2023; Garg et al., 2023; Li et al., 2023; Olsson et al., 2022; Panwar et al., 2024; Von Oswald et al., 2023; Xie
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et al., 2022; Zhang et al., 2024a). (Brown et al., 2020) empirically demonstrated that language models can act as few-shot
learners for unseen NLP tasks. (Olsson et al., 2022) explained ICL by viewing attention heads as implementing simple
algorithms for token sequence completion. (Panwar et al., 2024; Xie et al., 2022) studied the ICL capability of transformers
by casting it as an implicit Bayesian inference. (Akyiirek et al., 2023; Bhattamishra et al., 2024; Garg et al., 2023) further
showed that transformers can learn (regularized) linear and discrete functions in context. (Bai et al., 2023) showed that
transformers can adaptively implement appropriate algorithms for ICL. (Li et al., 2023) provided a statistical generalization
bound for ICL. (Dai et al., 2023; Von Oswald et al., 2023; von Oswald et al., 2023; Zhang et al., 2024a) mathematically
showed that transformers with specific parameters can perform gradient descent on parameters of an internal optimizer given
the demonstrations. (Ahn et al., 2023; Zhang et al., 2024a) further proved that the parameters (of the internal optimizer)
can converge during forward passing. Inspired by the theoretical grounding, which is the focus of these works, we design
our novel attribution technique for task demonstrations by adopting a similar view (i.e. transformers learn in context by
implementing an optimization algorithm internally).

Data attribution. Past works have focused on explaining and attributing model performance to training data of conven-
tional ML (Barshan et al., 2020; Cook, 1977; Ghorbani & Zou, 2019; Grosse et al., 2023; Koh & Liang, 2017; Ribeiro
et al., 2016). The rise of LLMs has inspired research efforts on attribution w.r.t. prompts with a focus on task demonstra-
tions (Bohnet et al., 2022; Liu et al., 2023c; Machiraju et al., 2024; Sarti et al., 2023; Yue et al., 2023), which is distinct
from training data attribution since demonstrations are provided in context. Specifically, (Liu et al., 2023c) used human
annotators to evaluate the verifiability of attributing model answers to a prompt. (Bohnet et al., 2022; Yue et al., 2023)
relied on LLMs to evaluate attribution errors. These prior works are either computationally heavy (requiring additional
queries of LLMs) or time-consuming (requiring human annotators). (Sarti et al., 2023) proposed an interpretability toolkit
for sequence generation models using gradient- and perturbation-based methods. (Machiraju et al., 2024), a contemporary
work, proposed to use a decoder module on the token embeddings for per-token attribution but requires costly training
to learn the decoder weights. Moreover, these methods do not specifically target demonstration attribution. Some prior
techniques (Cook, 1977; Ghorbani & Zou, 2019) can be adapted for attributing ICL in LLMs but may be costly or ineffective.
We empirically compare our method with those and the attribution methods consolidated in (Sarti et al., 2023).

Using influence in LLMs. Past works have attempted to apply the notion of influence in language models (Grosse et al.,
2023; Kwon et al., 2024; Nguyen & Wong, 2023; S. et al., 2024; Xia et al., 2024; Zhang et al., 2024b). (Nguyen & Wong,
2023) considered a simplification of the influence function for task demonstration curation. (Grosse et al., 2023; Kwon et al.,
2024; Xia et al., 2024) applied influence to pre-training and fine-tuning data of LLMs. (Zhang et al., 2024b) used influence
to select demonstration inputs for annotation. (S. et al., 2024) builds a classifier on the embeddings of demonstrations using
a small LLM and computes influence w.r.t. the classifier for demonstration selection. In contrast, we demonstrate various
use cases of our method including on-the-fly demonstration curation, reordering, and noisy demonstration detection. A
contemporary work that shares technical similarity (S. et al., 2024) focuses on demonstration selection whereas we focus on
attribution and (S. et al., 2024) is shown to be less effective than our method in Sec. 4.3. Additionally, compared to prior
works leveraging influence to address specific problems, we apply influence function to provide a general attribution for
demonstrations, with many applications that we empirically show.

D. Additional Discussion

Potential societal impact. We propose an attribution technique for improving the interpretability of in-context learning. We
believe our research has potential positive societal impacts in improving the safety of LLMs via filtering out corrupted/harmful
demonstrations as demonstrated by our experiments as well as saving energy by curating the demonstration, hence reducing
the cost of querying LLMs. We do not find any direct negative societal impact posed by our research contribution.

Setting \. Generally, there is no golden rule for the most appropriate \ that regularizes the ridge parameters (3. Intuitively,
a larger ) likely works better when the dimension of 5 is large since the model tends to be over-parameterized (i.e., in a
LLM). Therefore, we set a relatively large A = 1.0 for LLMs and a relatively small A = 0.01 for our custom transformer.
When detecting noisy demonstrations, we may not want to regularize /3 too much because we wish to retain the information
captured by the eigenvalues of the hessian H which can be eroded with a larger A. As such, for the noisy demonstration
detection task, we set a very small A = 10~ to retain most of the information captured by H while ensuring that it is
invertible.
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Random projection matrix. We recall the Johnson-Lindenstrauss (JL) lemma (Dasgupta & Gupta, 2003; Johnson &
Lindenstrauss, 1984).

Theorem D.1 (Johnson-Lindenstrauss Lemma). For any 0 < € < 1 and any integer n, let d’ be a positive integer such that

24
!
4z o5 —5alogn,

then for any set A of n points € R?, there exists a mapping f : R — R such that for all z;, xz; € A,

(1 = O)llzi = 24l|* < 1 (i) = flap)|® < A+ e)llwi — 5]

1
Vd
as x and the projected embedding m P as f(z). The specific construction follows the abovementioned constructive proof

defining

A specific constructive proof is by setting A = R where R; ; N (0,1).% In our work, we treat each embedding m

1

P =
V'

1

Empirically, our threshold ¢’ = 1000 corresponds to € < 0.164, ensuring a good preservation of (Euclidean) distance
between points.

ICL prompt example. We include a visualization of a prompt for ICL below. Each input-output pair consists of a task
demonstration. The query is appended at the end of the prompt with only the input and the output header.

Example Prompt 1: Subj

Input: tsai may be ploughing the same furrow once too often .
Output: B

Input: equilibrium the movie , as opposed to the manifesto , is really , really stupid .
Output: B

(More demonstrations...)

Input: a friendly vacation for four old friends - two couples from college - turns ugly . . . then
Output: A

Input: he meets god and is given all the powers of god .
Output:

E. Additional Experiments
E.1. Additional Results for Demonstration Perturbation Task

We include the full results for the demonstration perturbation task using a Vicuna-7b v1.3 model in Fig. 8 and using a
Llama-2-13b model in Fig. 9. A consistent trend can be observed across different datasets using both models.

6 Lecture notes.
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Figure 8: Corrupting and removing demonstration on datasets affects the model predictive power differently on AG News
and SST-2, Rotten Tomatoes, and Subj from left to right using Vicuna-7b. Corrupting/removing demonstrations with high
DETAIL scores results in lower model accuracy and vice versa. Corrupting/removing demonstrations randomly results in
an accuracy in the middle as expected. All experiments are repeated with 10 independent trials. A = 1.0. Lines and shades
represent the mean and standard error respectively.
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Figure 9: Results of model prediction accuracy vs. number of demonstrations removed/corrupted on Llama-2-13b model.
A = 1.0. Lines and shades represent the mean and standard error respectively.

We compare (in addition to Vicuna-7b) a total of 3 LLMs: Llama-2-7b (Touvron et al., 2023), Llama-2-13b (Touvron
et al., 2023) and Falcon-7b (Almazrouei et al., 2023). We reuse the same experimental setup as the demonstration label
perturbation task and compare the accuracy by removing and corrupting 10 among 20 ICL data with high/low DETAIL
scores computed in different models. The results are tabulated in Table 5. A similar trend can be observed across these
models where removing/corrupting demonstrations with high Z. results in lower accuracy and vice versa. The results
demonstrate that our method is robust against model pre-training/fine-tuning data as well as model size.
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Table 5: Performance on demonstration perturbation task across different models. The mean and standard error (in bracket)
of predictive accuracy after removal or corruption 10 out of 20 demonstrations of 20 randomly drawn ICL datasets is shown.
All experiments are independently repeated 20 times.

| remove high | remove low T remove random | corrupt high |

corrupt low 1

corrupt random

Subj

Llama-2-7b 0.380 (0.034) 0.675(0.025)  0.535 (0.035) 0.250 (0.036) 0.690 (0.031)  0.445 (0.019)
Llama-2-13b 0.570 (0.029) 0.700 (0.032)  0.575 (0.038) 0.380 (0.030) 0.635(0.031)  0.500 (0.021)
Falcon-7b 0.450 (0.026) 0.690 (0.028)  0.580 (0.042) 0.280 (0.026) 0.630 (0.023)  0.445 (0.043)
SST-2

Llama-2-7b 0.480 (0.031) 0.670(0.030)  0.540 (0.042) 0.145(0.018)  0.445 (0.042)  0.275(0.039)
Llama-2-13b 0.655 (0.034) 0.830(0.031)  0.740 (0.031) 0.220 (0.025) 0.410(0.031)  0.345 (0.022)
Falcon-7b 0.560 (0.043) 0.775(0.028)  0.680 (0.032) 0.225(0.031) 0.545 (0.030)  0.340 (0.023)
Rotten toamtoes

Llama-2-7b 0.435 (0.034) 0.670 (0.060)  0.540 (0.045) 0.120 (0.025) 0.420 (0.039)  0.235 (0.026)
Llama-2-13b 0.635(0.032) 0.795(0.032)  0.690 (0.033) 0.205 (0.028)  0.420 (0.040)  0.315(0.035)
Falcon-7b 0.475 (0.037) 0.780 (0.024)  0.620 (0.024) 0.225 (0.023)  0.590 (0.031)  0.445 (0.025)
AG News

Llama-2-7b 0.145 (0.018)  0.525(0.036)  0.360 (0.026) 0.150 (0.016)  0.520 (0.030)  0.325(0.037)
Llama-2-13b 0.260 (0.018)  0.600 (0.041)  0.500 (0.032) 0.175 (0.026) 0.565 (0.049)  0.385(0.031)
Falcon-7b 0.155(0.019) 0.460 (0.021)  0.335 (0.025) 0.085 (0.020) 0.465 (0.017)  0.265 (0.027)

E.2. Additional Results for Noisy Demonstration Detection

We include the results on AG News, SST-2, Rotten Tomatoes, and Subj datasets using a Vicuna-7b model in Fig. 10. Similar
trends as in the main text is observed. A counterpart experiment using Llama-2-13b is in Fig. 11, where a similar trend is

observed.
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Figure 10: (Left to right) Fraction of all noisy labels identified vs. the number of demonstrations ranked by our method
(with projection down to 1000 dimension) and LOO checked respectively on AG News, SST-2, Rotten Tomatoes, and Subj
datasets. A = 10~°. All experiments are repeated with 10 independent trials. Lines and shades represent the mean and
standard error respectively.
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Figure 11: (a-d) Fraction of all noisy labels identified vs. the number of demonstrations ranked by our method (with
projection down to 1000 dimension) and LOO checked respectively. (e) Wall time comparison across all datasets. A = 1079,
All experiments are repeated with 10 independent trials using a Llama-2-13b model. Lines and shades represent the mean
and standard error respectively.

E.3. Additional Results for Dimension Reduction

The experiments using Vicuna-7b on AG News, SST-2, Rotten Tomatoes, and Subj can be found in Fig. 12. It can be
observed that the trend is consistent across different datasets.
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Figure 12: (Left to right) wall time in seconds (left y-axis) and AUCROC (right y-axis) vs. projection dimension d’ on AG
news, SST-2, Rotten Tomatoes, and Subj datasets. Experiments are repeated with 10 trials. Lines and shades represent the
mean and standard error respectively.

E.4. Additional Results for Demonstration Reordering Task

We conduct additional experiments on the demonstration reordering task by perturbing 6 demonstrations in each ICL dataset
of 20 demonstrations. The results are shown in Table 6. It can be observed that reordering with Zs still achieves an
improvement in test accuracy, demonstrating the robustness of our method.

Table 6: Predictive accuracy of demonstrations permuted randomly and based on Z¢ respectively. The mean and standard
error (in bracket) with 80 repeated trials is shown.

Subj SST-2 Rotten Tomatoes
Corrupt 6 demonstrations
Baseline (random) 0.588 (7.96e-03) 0.487 (9.45e-03) 0.398 (1.12e-02)
Reorder (DETAIL) 0.604 (7.39¢-03) 0.520 (1.01e-02) 0.425 (1.37-02)
Difference 1 0.0164 (7.05e-03)  0.0323 (8.13e-03)  0.0267 (1.01e-02)

E.5. Additional Results for Demonstration Curation Task

We include the full results for all datasets on both Vicuna-7b and Llama-2-13b in Fig. 13. It can be observed that the gap
between removing demonstrations with high/low Z.y is wider with Llama-2-13b. We believe this is because Llama-2-13b
being a larger model possesses better capability of formulating the internal optimizer as compared to Vicuna-7b which is

smaller.
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Figure 13: (Left to right) test accuracy vs. number of demonstrations removed using Zy on AG news, SST-2, Rotten
Tomatoes, and Subj datasets using (top) Vicuna-7b and (bottom) Llama-2-13b. All experiments are repeated with 80
independent trials. Lines and bars represent the mean and standard error respectively.

We additionally provide the result for the demonstration curation task with Attention (Bahdanau et al., 2016) and (S. et al.,
2024) using 10 iterations of LiSSA update for computing the hessian vector product (Agarwal et al., 2017) and compare it
with the case with 5 iterations. The result is shown in Table 7. With 10 iterations, the wall time is much higher (over 20x)
but accuracy is comparable to the case with 5 iterations. For Attention, the performance is comparable to random removal as
shown in Table 2.

Table 7: Test accuracy after curating the ICL dataset and the incurred wall time (in seconds on one L.40 GPU). The mean
and std. error (in bracket) is shown with 20 repeated trials.

Metric Attention (Bahdanau et al., 2016) (S. et al., 2024) (#5) (S. et al., 2024) (#10)
Subj (curate 10 demonstrations)

Accuracy 1 0.627 (2.01e-02) 0.556 (1.38e-02) 0.597 (3.23e-02)
Wall time | 37.6 (1.09e+00) 9.37 (4.19¢-01) 245 (8.80e-01)
SST-2 (curate 10 demonstrations)

Accuracy T 0.460 (2.60e-02) 0.493 (1.34e-02) 0.499 (1.64e-02)
Wall time | 24.9 (7.26e-01) 10.6 (7.80e-01) 241 (9.63e-01)
Rotten Tomatoes (curate 10 demonstrations)

Accuracy T 0.488 (2.05e-02) 0.498 (1.72e-02) 0.494 (1.74e-02)
Wall time | 36.8 (1.09e+00) 9.74 (5.57e-01) 240 (4.61e-01)
AG News (curate 10 demonstrations)

Accuracy 1 0.350 (1.35e-02) 0.416 (2.10e-02) 0.346 (2.07e-02)
Wall time | 138 (3.28e+00) 11.9 (5.78e-01) 441 (4.0e-01)

E.6. Ablation of Different Transformer Layers for Computing DETAIL scores.

We experiment with the difference in the effectiveness DETAIL using the embeddings of different layers. We conduct
experiments on demonstration removal, demonstration perturbation, and noisy label detection tasks. The results are shown
in Fig. 14. It can be observed that obtaining the DETAIL scores from the later layers of the model consistently produces
desirable results.
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Figure 14: Results of different task performance vs. the layer number in a Vicuna-7b model which consists of 31 layers.
Experiments are repeated with 10 trials. A = 1.0 for (a,b,d,e) and A = 1079 for (c,f). Lines and shades represent the mean

and standard error respectively.

E.7. Ablation of Target Position for Computing DETAIL.

As arule of thumb, for each demonstration, we generally want to take the embedding of its last few tokens because of the
causal nature of inference and because information generally flows toward the end of the sequence (Wang et al., 2023).
We compare two possible choices of target position: the column position (immediately before the label) and the label
position. We experiment on the demonstration removal task with these two choices of embeddings. The results are shown
in Fig. 15. Using embeddings of both positions achieves decent task performance as reflected by the clear distinction in
accuracy between removing demonstrations with high/low DETAIL scores, demonstrating that our method is robust against
the choice of token embeddings. In our experiments, we adopt the column position to isolate information about the label
from the embedding.
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Figure 15: Results of model prediction accuracy vs. number of demonstrations removed using different positions for taking
embeddings. A = 1.0. Lines and shades represent the mean and standard error respectively.

20



Task DEmonsTration Attribution for Interpretable In-context Learning

E.8. Experiment on State-Space Model Architecture

We consider experiments on a popular state-space model (SSM) architecture, a Mamba-2.8b model (Gu & Dao, 2023),
which consists of 64 layers with d = 2560. The tasks are described in the main text in detail. While we find that DETAIL
can still successfully attribute Mamba on certain tasks and datasets, the performance is inconsistent. One hypothesis is that
the largest currently available Mamba model (2.8B) is still significantly smaller than the 7B LLMs we conduct experiments
on in the main text. A smaller model size reduces the inductive power of the model to formulate the “internal optimizer”,
leading to less interpretive DETAIL scores. We would also like to note that DETAIL is not designed to work on SSMs.

Demonstration removal. The demonstration removal experiment follows the same setup as Sec. 4.2 but uses a Mamba-
2.8b model instead, which is the largest model officially open-sourced. The results are shown in Fig. 16. Interestingly,
removing demonstrations according to DETATIL scores still can influence predictive performance in the desirable manner
where removing demonstrations with high Z. leads to lower accuracy and vice versa.
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Figure 16: Results of model prediction accuracy vs. number of demonstrations removed on Mamba. A = 1.0. Lines and
shades represent the mean and standard error respectively.

Noisy demonstration detection. We further consider the noisy demonstration detection task as described in Sec. 4.2 on
Mamba. Unfortunately, the performance is not consistent across datasets, as shown in Fig. 17: detecting demonstrations
with high Zr performs close to random selection on SST-2 and Rotten Tomatoes datasets, although the inference speedup
is still significant. We leave the analysis of these failure cases to future work.

mamba mamba mamba mamba

- 1.00 - 1.00 - 1.00 - 1.00 - 4
5] 5] 5] 5]
b= =] b= =] =
2 0.75 E] 0.75 = 0.75 E] 0.75 L3
< 3 < g 3 ]
= 0.50 P = 0.50 = 0.50 7 = 0.50 L od §
g = DETAIL g = DETAIL g = DETAIL ] /¢ == DETAIL s2
© 0.25 LOO © 0.25 LOO © 0.25 LOO © 0.25 LOO T
< © © © =1
= A = random = = random = = random = = random
= 0.00 = 0.00 ™ 0.00 = 0.00

1] 10 20 [\] 10 20 (1] 10 20 [\] 10 20 0

No. demos. checked No. demos. checked No. demos. checked No. demos. checked

(a) Detecting noisy label (b) Detecting noisy label (c) Detecting noisy label (d) Detecting noisy label (e) Wall time comparison
on AG News on SST-2 on Rotten Tomatoes on Subj

Figure 17: (a-d) Fraction of all noisy labels identified vs. the number of demonstrations ranked by our method (with
projection down to 1000 dimension) and LOO checked respectively. (e) Wall time comparison across all datasets. A = 1077,
All experiments are repeated with 10 independent trials. Lines and shades represent the mean and standard error respectively.

Demonstration curation. As DETAIL performs well using Mamba on the demonstration removal task, it is reasonable
to hope that it works well on the demonstration curation task as well. As it turns out, DETAIL performs well on binary
classification tasks as shown in Fig. 18 but performs poorly on AG News which is 4-way classification. We hypothesize that
this is due to Mamba’s worse inductive power to formulate an internal algorithm successfully.
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Figure 18: (Left to right) test accuracy vs. number of demonstrations removed using Z.s on AG news, SST-2, Rotten
Tomatoes, and Subj datasets using Mamba-2.8b. All experiments are repeated with 80 independent trials. Lines and bars

represent the mean and standard error respectively.
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