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Abstract
Graph Transformer, due to its global attention
mechanism, has emerged as a new tool in dealing
with graph-structured data. It is well recognized
that the global attention mechanism considers a
wider receptive field in a fully connected graph,
leading many to believe that useful information
can be extracted from all the nodes. In this pa-
per, we challenge this belief: does the global-
izing property always benefit Graph Transform-
ers? We reveal the over-globalizing problem in
Graph Transformer by presenting both empirical
evidence and theoretical analysis, i.e., the cur-
rent attention mechanism overly focuses on those
distant nodes, while the near nodes, which actu-
ally contain most of the useful information, are
relatively weakened. Then we propose a novel
Bi-Level Global Graph Transformer with Collab-
orative Training (CoBFormer), including the inter-
cluster and intra-cluster Transformers, to prevent
the over-globalizing problem while keeping the
ability to extract valuable information from dis-
tant nodes. Moreover, the collaborative training is
proposed to improve the model’s generalization
ability with a theoretical guarantee. Extensive
experiments on various graphs well validate the
effectiveness of our proposed CoBFormer. The
source code is available for reproducibility at:
https://github.com/null-xyj/CoBFormer.

1. Introduction
Graph-structured data, an essential and prevalent form in the
real world, plays a vital role in modeling object interactions,
such as social networks (Yang et al., 2017), transportation
networks (Chen et al., 2023), and protein-protein interac-
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tion networks. Graph Neural Networks (GNNs) (Kipf &
Welling, 2017; Veličković et al., 2018; Hamilton et al., 2017;
Yu et al., 2023), as representative graph machine learning
methods, effectively utilize their message-passing mecha-
nism to extract useful information and learn high-quality
representations from graph data. However, GNNs face chal-
lenges with layer stacking due to over-smoothing (Li et al.,
2018; Nt & Maehara, 2019; Oono & Suzuki, 2020) and over-
squashing (Topping et al., 2021; Deac et al., 2022) problems,
which limit their receptive fields to near neighbors. In con-
trast, Transformers (Vaswani et al., 2017), with their global
attention mechanism, have shown exceptional expressive
capability, which makes significant strides in various fields,
including natural language processing (Devlin et al., 2018)
and computer vision (Dosovitskiy et al., 2021). Incorpo-
rating Transformers into graph data presents an excellent
solution to these challenges since they naturally construct
a fully connected graph and adaptively learn interaction
relationships with the powerful global attention mechanism.

In graph-level tasks like molecular property prediction,
numerous Graph Transformers leveraging global atten-
tion have achieved remarkable success (Ying et al., 2021;
Kreuzer et al., 2021; Wu et al., 2021; Rampášek et al., 2022).
This success is largely attributed to their global perception
capability. Inspired by the successful applications in graph-
level tasks, researchers have attempted to solve the scalabil-
ity challenge posed by the O(N2) complexity of the global
attention mechanism and make efforts to adapt this mecha-
nism for node-level task, aiming at expanding the receptive
field and enhancing the model’s expressive ability (Kuang
et al., 2022; Zhang et al., 2022; Zhu et al., 2023; Liu et al.,
2023a; Wu et al., 2022; Kong et al., 2023; Wu et al., 2023).

Although the global attention module has been recognized
as the fundamental unit of Graph Transformer, the following
question remains largely unknown:

Does the globalizing property always benefit
Graph Transformers?

Understanding the attention mechanism in Graph Trans-
formers, particularly its globalizing property, can provide
valuable guidelines and insights for the development of ad-
vanced Graph Transformers. In this study, we reveal the
over-globalizing problem in Graph Transformers by pre-
senting both empirical evidence and theoretical analysis.
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In particular, we empirically find that there is an inconsis-
tency between the distribution of learned attention scores
across all node pairs and the distribution of nodes that are
actually informative, i.e., the global attention mechanism
tends to focus on higher-order nodes, while the useful in-
formation often appears in lower-order nodes. Despite that
higher-order nodes may provide additional information, the
current attention mechanism overly focuses on those nodes.
Theoretically, we demonstrate that an excessively expanded
receptive field can diminish the effectiveness of the global
attention mechanism, further implying the existence of the
over-globalizing problem.

Once the weakness of the global attention mechanism in
Graph Transformers is identified, another question natu-
rally emerges: how to improve the current global atten-
tion mechanism to prevent the over-globalizing problem in
Graph Transformers, while still keeping the ability to extract
valuable information from high-order nodes? Usually, one
can alleviate this problem by implicitly or explicitly inte-
grating a local module (e.g., GNNs) to complement Graph
Transformers (Zhao et al., 2021; Zhang et al., 2022; Kuang
et al., 2022; Kong et al., 2023; Liu et al., 2023a; Wu et al.,
2023). However, the different properties of local smoothing
in GNNs and over-globalizing in Graph Transformers raise a
fundamental question about which information will predom-
inantly influence the node representation. Moreover, the
prevalent approach of fusing local and global information
through linear combination is inadequate and potentially
leads to incorrect predictions, even in situations where using
either local or global information alone could have achieved
accurate predictions.

In this paper, we propose a novel Bi-Level Global Graph
Transformer with Collaborative Training (CoBFormer).
Specifically, we first partition the graph into distinct clus-
ters with the METIS algorithm. Subsequently, we propose
the bi-level global attention (BGA) module, which con-
sists of an intra-cluster Transformer and an inter-cluster
Transformer. This module effectively mitigates the over-
globalizing problem while keeping a global receptive abil-
ity by decoupling the information within intra-clusters and
between inter-clusters. To capture the graph structure infor-
mation neglected by the BGA module, a Graph Convolution
Network (GCN) is adopted as the local module. Finally,
we propose collaborative training to integrate the informa-
tion learned by the GCN and BGA modules and boost their
performance. We summarize our contributions as follows:

• We demonstrate a crucial phenomenon: Graph Trans-
formers typically yield the over-globalizing problem
of attention mechanism for node classification. Both
the theoretical analysis and empirical evidence are pro-
vided to show that this problem will fundamentally
affect Graph Transformers. Our discoveries provide

a perspective that offers valuable insights into the im-
provement of Graph Transformers.

• We propose CoBFormer, a Bi-Level Global Graph
Transformer with Collaborative Training, which effec-
tively addresses the over-globalizing problem. Theo-
retical analysis implies that our proposed collaborative
training will improve the model’s generalization abil-
ity.

• Extensive experiments demonstrate that CoBFormer
outperforms the state-of-the-art Graph Transformers
and effectively solves the over-globalizing problem.

2. Preliminaries
We denote a graph as G = (V, E), where the node set V
contains N nodes and the edge set E contains E edges.
All edges formulate an adjacency matrix A = [auv] ∈
{0, 1}N×N , where auv = 1 if there exists an edge from
node u to v, and 0 otherwise. Graph G is often associated
with a node feature matrix X = [xu] ∈ RN×d, where xu

is a d dimensional feature vector of node u. The label set
is denoted as Y . Labels of nodes are represented with a
label matrix Y = [yu] ∈ RN×|Y|, where yu is the one-hot
label of node u. We use bold uppercase letters to represent
matrices and bold lowercase letters to represent vectors.

Graph Transformers. Graph Transformers allow each
node in a graph to attend to any other nodes by its powerful
global attention mechanism as follows:

Attn(H) = Softmax
(
QKT

√
h

)
V,

Q = HWQ,K = HWK ,V = HWV ,

(1)

where H ∈ RN×h denotes the hidden representation
matix and h is the hidden representation dimension.
WQ,WK ,WV ∈ Rh×h are trainable weights of linear
projection layers. The attention score matrix is Â =

Softmax
(

QKT

√
h

)
∈ RN×N , containing the attention scores

of any node pairs. αuv is the element of Â, representing the
attention score between node u and v. It can be seen that
Graph Transformers globally update the node representa-
tions by multiplying the attention score matrix Â with the
node representation matrix V.

3. Over-Globalizing Problem
Empirical observations. In this section, we closely exam-
ine the distribution of the attention scores αuv to investigate
what information the attention mechanism captures. Specif-
ically, we define the proportion of the k-th hop neighbors
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Figure 1. (a) The average Ck
u with different k-hop on five real-world datasets. (b) The Attn-k of Vanilla Transformer. (c) The Attn-k of

NodeFormer.

sharing the same label with node u as follows:

Ck
u =

|v ∈ N k(u) : yu = yv|
|N k(u)|

, (2)

where N k(u) denotes the k-th hop neighbors of node u.
Larger Ck

u indicates a higher proportion of useful nodes
in the k-th hop neighbors. Then we denote the average
attention scores allocated to the k-th hop neighbors as Attn-
k, which is formulated as:

Attn-k = Eu∈V
∑

v∈Nk(u)

αuv. (3)

Larger Attn-k implies that the model pays more attention to
the k-th hop information.

We present the changes of the average Ck
u across three ho-

mophilic graphs (Cora, CiteSeer and PubMed) and two het-
erophilic graphs (Actor and Deezer) in Figure 1(a). We can
observe that: (1) For homophilic graphs, Ck

u will gradually
decrease as the k increases. (2) For heterophilic graphs, Ck

u

will rapidly decrease when k = 1 and then remains nearly
unchanged. This demonstrates that homophilic graphs ben-
efit more from the local structure for node classification,
while heterophilic graphs gain more information from the
global receptive field. Then we visualize the Attn-k of
Vanilla Transformer (VT) and NodeFormer (Wu et al., 2022)
to check whether the trend of Attn-k is consistent with Fig-
ure 1(a). To achieve this visualization, we take the average
attention score across each head and plot the results for
the first layer. It is worth noting that the subsequent layers
will exhibit a similar trend. As can be seen in Figures 1(b)
and 1(c), surprisingly, we find that the majority of the at-
tention scores are actually allocated to distant higher-order
neighbors, regardless of whether the graphs are homophilic
or heterophilic. We identify this phenomenon as the over-
globalizing problem in Graph Transformers, underscoring
the limitations of the global attention mechanism.

Theoretical analysis. Here we further theoretically ex-
plore the impact of the over-globalizing problem in Graph
Transformers. Ideally, Graph Transformers would allocate

higher attention scores to nodes with similar embeddings,
thereby implicitly learning a graph structure that ensures
the smoothness of embeddings among adjacent nodes. Con-
sequently, ∥Z− ÂZ∥F would be relatively small (Shuman
et al., 2013; Kalofolias, 2016). Here Z symbolizes the
node embeddings. So we employ ∥Z− ÂZ∥F to evaluate
the smoothness of the embeddings among adjacent nodes
learned by Graph Transformers. A smaller ∥Z−ÂZ∥F indi-
cates a better smoothness, suggesting that Graph Transform-
ers can effectively recognize useful nodes and aggregate
information from them, achieving better node classification
performance.

Then we investigate the factors influencing ∥Z − ÂZ∥F .
Before that, we denote Cu as the proportion of nodes be-
longing to the same class in the reachable set of node u. If
the reachable set of node u is the K-hop neighbors, then Cu
can be formulated as follows:

Cu =

∑K
k=0 Ck

u|N k(u)|∑K
k=0 |N k(u)|

. (4)

Now we can establish the connection between ∥Z− ÂZ∥F ,
αuv and Cu as follows:
Theorem 3.1. For a given node u and a well-trained
Graph Transformer, let ηu = Ev∈V,yu=yv exp(

quk
T
v√
d
),

γu = Ev∈V,yu ̸=yv exp(
quk

T
v√
d
). Then, we have:

∥Z− ÂZ∥F ≤
√
2L
∑
u∈V

∑
v∈V,yu ̸=yv

αuv

=
√
2L
∑
u∈V

1

1 + Cu

1−Cu

ηu

γu

.
(5)

where L is a Lipschitz constant.

The proofs are given in Appendix A.1. Theorem 3.1 indi-
cates that ∥Z−ÂZ∥F is bounded by the sum of the attention
scores of node pairs with different labels and negatively cor-
related with Cu, since ηu and γu are constants for a given
Graph Transformer. Then we further study the variations of
Cu in Theorem 3.2.
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Theorem 3.2. To analyze the impact of k on Ck
u , we as-

sume that each node has an equal probability 1
|Y| of be-

longing to any given class. Given the edge homophily
ρ = |(u,v)∈E:yu=yv|

|E| , Ck
u can be recursively defined as:

Ck
u =


1, if k = 0

ρ, if k = 1
1+|Y|ρCk−1

u −ρ−Ck−1
u

|Y|−1 . if k = 2, 3, · · ·
(6)

And Ck
u possesses the following properties:
C∞
u = 1

|Y|
Ck
u ≥ Ck+1

u , if ρ ≥ 1
|Y| , k = 0, 1 · · ·

C2k
u > C2(k+1)

u , if ρ < 1
|Y| , k = 0, 1 · · ·

C2k+1
u < C2(k+1)+1

u , if ρ < 1
|Y| . k = 0, 1 · · ·

(7)

We provide the proof in Appendix A.2. Theorem 3.2 indi-
cates that in homophilic graphs, where ρ is relatively large,
Ck
u will gradually decrease and converge to 1

|Y| , as the k

increases. However, in heterophilic graphs, where ρ is rel-
atively small, it will fluctuate around 1

|Y| and eventually
converge to 1

|Y| . Combining with Theorem 3.1, we find
that in homophilic graphs, as the receptive field expands,
the gradually decreased Ck

u will lead to a reduced Cu and a
larger ∥Z− ÂZ∥F , implying that an over-expanded recep-
tive field adversely affects the global attention. Conversely,
in heterophilic graphs, global attention brings in additional
information that cannot be captured within the local neigh-
borhood. Based on Theorem 3.2, we visualize the theoretical
variations of Ck

u in Figure 2. Compared with Figure 1(a), we
can find that our theories align well with real-world scenar-
ios. More visualization results of theoretical scenarios are
provided in Appendix D.1.
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Figure 2. The variations of Ck
u under various ρ settings for a sce-

nario involving only two classes with uniformly distributed labels.

Experimental analysis. Inspired by Theorem 3.1, we define
the Attention Signal/Noise Ratio (Attn-SNR) as the metric
to quantify the ability of Graph Transformers to distinguish
useful nodes as follows:

Definition 3.3. The Attention Signal/Noise Ratio (Attn-
SNR) is:

Attn-SNR = 10 lg

(∑
yu=yv

αuv∑
yu ̸=yv

αuv

)
. (8)

For a given Graph Transformer, a smaller Attn-SNR usually
implies that the attention mechanism pays more attention
to nodes with different labels, which may be caused by the
over-globalizing problem. We evaluate Vanilla Transformer
and NodeFormer utilizing Attn-SNR and accuracy on Cora
and Citeseer. Furthermore, we deliberately improve the
Attn-SNR of Vanilla Transformer by doubling the attention
scores between nodes sharing the same label, and report
its performance. The results are presented in Table 1, indi-
cating that: (1) Vanilla Transformer (VT) typically shows
the least Attn-SNR, resulting in the poorest performance.
NodeFormer (NF) exhibits a higher Attn-SNR and achieves
superior performance. (2) Remarkably, the Denoised Vanilla
Transformer (VT-D), artificially directed to achieve higher
Attn-SNR, demonstrates better performance than Vanilla
Transformer. This is because the over-globalizing problem
can be alleviated by doubling the attention scores between
nodes with the same label, which are more likely to appear
in the local neighborhood, thereby enhancing the model’s
classification capability.

Table 1. The Attn-SNR and testing accuracy of different models.

Dataset Metric VT NF VT-D

Cora Attn-SNR -6.97 0.43 12.05
Accuracy 55.18 80.20 82.12

CiteSeer Attn-SNR -7.19 -5.09 8.72
Accuracy 50.72 71.50 61.80

4. The Proposed Method
In this section, we introduce the Bi-Level Global Graph
Transformer with Collaborative Training (CoBFormer). An
overview of CoBFormer is shown in Figure 3. Specifically,
we first use the METIS algorithm (Karypis & Kumar, 1998)
to partition the graph into different clusters. Then we pro-
pose a novel bi-level global attention (BGA) module, which
can decouple the information within intra-clusters and be-
tween inter-clusters by an intra-cluster Transformer and an
inter-cluster Transformer. Additionally, we incorporate a
GCN as the local module to learn the graph structural in-
formation. Finally, we propose collaborative training to
integrate the information obtained by the GCN and BGA
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Figure 3. The overall framework of our proposed CoBFormer.

modules and theoretically prove that the generalization abil-
ity can be improved with our proposed collaborative train-
ing.

4.1. Bi-Level Global Attention Module

Traditional Graph Transformers utilize the global attention
mechanism to capture information between any node pairs,
causing the over-globalizing problem. Therefore, we need
to guarantee that local information can be captured, so as to
alleviate the problem. To achieve this goal, we first partition
the graph into P non-overlapping clusters using METIS
(Karypis & Kumar, 1998). We denote the set of clusters as
P = {Gi}, where Gi = {Vi, Ei} represents a subgraph of G,
satisfying

⋃
Gi = G,

⋂
Gi = ∅.

The local information is usually within each cluster, so we
employ an intra-cluster Transformer. The node features in
cluster p are represented as Xp ∈ RN

P ×d. We apply an MLP
to project the original node features into a latent space as
H1

p = MLP(Xp). Subsequently, the hidden representations
H1

p ∈ RN
P ×h are fed into the intra-cluster Transformer to

learn the updated hidden representations Ĥk
p:

Ĥk
p = FFN

(
Softmax

(
QpK

T
p√

h

)
Vp

)
,

Qp = Hk
pW

k
Q,Kp = Hk

pW
k
K ,Vp = Hk

pW
k
V ,

(9)

where Wk
Q,W

k
K and Wk

V ∈ Rh×h are trainable weights
of the linear projection layers in the k-th intra-cluster Trans-
former, and FFN represents a Feed-Forward Neural Net-
work. In each attention block and FFN block, a residual
connection (He et al., 2016) and a layer normalization (Ba
et al., 2016) are applied.

Subsequently, we apply mean pooling to Ĥk
p to obtain the

cluster representations Pk ∈ RP×h. The p-th row of Pk,

represented as pk
p , is calculated by pk

p = MEAN(Ĥk
p) ∈

R1×h. Following this, the cluster representations Pk are
fed into the inter-cluster Transformer:

P̂k = FFN

(
Softmax

(
Q′K′T
√
h

)
V′

)
,

Q′ = PkWk
Q′ ,K′ = PkWk

K′ ,V′ = PkWk
V ′ ,

(10)

where Wk
Q′ ,Wk

K′ and Wk
V ′ ∈ Rh×h are trainable weights

of the linear projection layers in the k-th inter-cluster Trans-
former. Although the inter-cluster Transformer learns the
attentions between different clusters, it can approximate the
global attention mechanism in Equation (1) and effectively
learn the global information as in Proposition 4.1.

Proposition 4.1. Given u ∈ Vp, v ∈ Vq , along with a well-
trained inter-cluster attention score matrix Ȧ ∈ RP×P . Let
α̇pq represent the attention score between clusters p and q.
Then the approximate attention score between node u and v
can be expressed as α̂uv =

α̇pq

|Vq| .

The proof can be found in Appendix A.4. It can be seen that
the attention score αuv of the global attention mechanism
can be approximately represented as α̇pq

|Vq| , which can be
calculated by our inter-cluster Transformer.

Now with both Ĥk
p and P̂k, we concatenate the node rep-

resentation with its corresponding cluster representation
and calculate the output node representations Hk+1

p with a
fusion linear layer parameterized by Wf :

Hk+1
p =

(
Ĥk

p∥1
N
P p̂T

p

)
Wf , (11)

here ∥ indicates the concatenation operation, 1
N
P is an all-

one column vector with a dimensional of N
P and p̂p is the

hidden representation of cluster p. By decoupling the in-
formation within intra-clusters and between inter-clusters,
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our BGA module can alleviate the over-globalizing prob-
lem while preserving the expressive ability of global atten-
tion. Concurrently, our method achieves significant compu-
tational and memory efficiency by focusing on intra-cluster
and inter-cluster attention. The time and space complexity
of our BGA module are O(N

2

P + P 2), reaching O(N
4
3 )

under the optimal condition. Note that the efficiency of our
BGA module can be further improved by linear attention
techniques (Choromanski et al., 2020; Wang et al., 2020;
Wu et al., 2023).

4.2. Collaborative Training

With the proposed BGA module capturing intra-cluster and
inter-cluser information, we further introduce a GCN as the
local module to supplement the graph structure information
ignored by the BGA module. Instead of directly employing
a linear combination of information from the local module
and the global attention module for node classification, we
propose a collaborative training approach for the GCN and
BGA modules. We denote the labeled node set as VL and
the unlabeled node set as VU , with L and U representing
their respective label matrix. In previous works, a model
is trained by predicting the label distribution of the labeled
nodes with a cross-entropy loss. However, this method does
not guarantee satisfactory performance on unlabeled nodes.

Here, we employ two linear layers, Lin-G and Lin-T, to map
the outputs of the GCN and BGA modules onto the label
space:

ẐG = Lin-G(GCN(A,X)),

ẐT = Lin-T(BGA(X,P)).
(12)

Then we use the SoftMax function to calculate the predicted
labels and soft labels (Hinton et al., 2015):

ŶG = SoftMax(ẐG), ŶT = SoftMax(ẐT ),

ŜG = SoftMax(ẐG ∗ τ), ŜT = SoftMax(ẐT ∗ τ),
(13)

where τ is a temperature coefficient used to control the
smoothness of the soft labels. The objective function can be
formulated as:

Lce = −
(
Eyu,u∈VL log(ŷG

u ) + Eyu,u∈VL log(ŷT
u )
)
,

Lco = −
(
EŝGu ,u∈VU log(̂sTu ) + EŝTu ,u∈VU log(̂sGu )

)
,

L = α ∗ Lce + (1− α) ∗ Lco.
(14)

where yu represents the true label of node u. ŷG
u and ŷT

u

are the predicted labels of node u by the GCN and BGA
modules, respectively. ŝGu and ŝTu denote the soft labels
generated by each. Lce is the cross-entropy loss, a standard
choice for classification tasks. Lco is designed to encourage
mutual supervision between the GCN and BGA modules.
The parameter α is used to balance the contributions of Lce

and Lco.

Now we prove that our proposed collaborative training can
improve the generalization ability of our GCN module and
BGA module, thereby achieving better classification perfor-
mance.

Theorem 4.2. Consider P (L,U) as the true label distri-
bution, PG(L,U) as the predicted label distribution by the
GCN, and PT (L,U) as the predicted label distribution by
the BGA module. The following relations hold:

EP (L,U) logPG(L,U) =EP (L) logPG(L)+

EPT (U|L) logPG(U|L)−
KL(PT (U|L)∥P (U|L)),

EP (L,U) logPT (L,U) =EP (L) logPT (L)+

EPG(U|L) logPT (U|L)−
KL(PG(U|L)∥P (U|L)),

(15)

where KL(·∥·) is the Kullback-Leibler divergence.

The proof is given in Appendix A.3. Taking the
training process of the GCN module as an exam-
ple, EP (L,U) logPG(L,U) is the cross entropy between
P (L,U) and PG(L,U). We aim to maximize it so that our
model can achieve the best performance on labeled nodes
and unlabeled nodes. However, it cannot be maximized
directly since the label distribution of unlabeled nodes is un-
known. Theorem 4.2 suggests that EP (L,U) logPG(L,U)
can be decomposed into three terms. The first term is the
cross entropy between P (L) and PG(L), which can be max-
imized by optimizing the Lce. It will ensure a good per-
formance on labeled nodes. The second term is the cross
entropy between PT (U|L) and PG(U|L), which can be
maximized by optimizing the Lco. This term indicates that
we can further improve the performance of the GCN module
on unlabeled nodes by collaboratively training with the BGA
module. Note that the third term is the Kullback-Leibler
divergence between PT (U|L) and P (U|L), which is a con-
stant when we optimize the GCN module and this value will
gradually decrease during the optimization process of the
BGA module. Therefore, the performance of the GCN mod-
ule can be improved by the loss in Equation (14). Similarly,
the performance of the BGA module can be improved.

5. Experiments
Datasets. We select seven datasets to evaluate, including ho-
mophilic graphs, i.e., Cora, CiteSeer, Pubmed (Yang et al.,
2016), Ogbn-Arxiv, Ogbn-Products (Hu et al., 2020) and
heterophilic graphs, i.e., Actor, Deezer (Lim et al., 2021b).
For Cora, CiteSeer, PubMed, we adopt the public split of-
fered by PyG (Fey & Lenssen, 2019). For Ogbn-Arxiv
and Ogbn-Products, we use the public splits in OGB (Hu
et al., 2020). For Actor and Deezer, we perform five random
splits of the nodes into train/valid/test sets, with the ratio of
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Table 2. Quantitative results (%± σ) on node classification.

Dataset Metric GCN GAT NodeFormer NAGphormer SGFormer CoB-G CoB-T

Cora Mi-F1 81.44 ± 0.78 81.88 ± 0.99 80.30 ± 0.66 79.62 ± 0.25 81.48 ± 0.94 84.96 ± 0.34 85.28 ± 0.16
Ma-F1 80.65 ± 0.91 80.56 ± 0.55 79.12 ± 0.66 78.78 ± 0.57 79.28 ± 0.49 83.52 ± 0.15 84.10 ± 0.28

CiteSeer Mi-F1 71.84 ± 0.22 72.26 ± 0.97 71.58 ± 1.74 67.46 ± 1.33 71.96 ± 0.13 74.68 ± 0.33 74.52 ± 0.48
Ma-F1 68.69 ± 0.38 65.67 ± 2.28 67.28 ± 1.87 64.47 ± 1.58 68.49 ± 0.65 69.73 ± 0.45 69.82 ± 0.55

PubMed Mi-F1 79.26 ± 0.23 78.46 ± 0.22 78.96 ± 2.71 77.36 ± 0.96 78.04 ± 0.41 80.52 ± 0.25 81.42 ± 0.53
Ma-F1 79.02 ± 0.19 77.82 ± 0.22 78.14 ± 2.51 76.76 ± 0.91 77.86 ± 0.32 80.02 ± 0.28 81.04 ± 0.49

Actor Mi-F1 30.97 ± 1.21 30.63 ± 0.68 35.42 ± 1.37 34.83 ± 0.95 37.72 ± 1.00 31.05 ± 1.02 37.41 ± 0.36
Ma-F1 26.66 ± 0.82 20.73 ± 1.58 32.37 ± 1.38 32.20 ± 1.11 34.11 ± 2.78 27.01 ± 1.77 34.96 ± 0.68

Deezer Mi-F1 63.10 ± 0.40 62.20 ± 0.41 63.59 ± 2.24 63.71 ± 0.58 66.68 ± 0.47 63.76 ± 0.62 66.96 ± 0.37
Ma-F1 62.07 ± 0.31 60.99 ± 0.56 62.70 ± 2.20 62.06 ± 1.28 65.22 ± 0.68 62.32 ± 0.94 65.63 ± 0.36

Arxiv Mi-F1 71.99 ± 0.14 71.30 ± 0.11 67.98 ± 0.60 71.38 ± 0.20 72.50 ± 0.28 73.17 ± 0.18 72.76 ± 0.11
Ma-F1 51.89 ± 0.19 48.84 ± 0.31 46.24 ± 0.20 51.38 ± 0.47 52.83 ± 0.31 52.31 ± 0.40 51.64 ± 0.09

Products Mi-F1 75.49 ± 0.24 76.19 ± 0.40 70.71 ± 0.27 76.41 ± 0.53 72.54 ± 0.80 78.09 ± 0.16 78.15 ± 0.07
Ma-F1 37.02 ± 0.92 35.15 ± 0.20 30.09 ± 0.02 37.48 ± 0.38 33.72 ± 0.42 38.21 ± 0.22 37.91 ± 0.44

50%:25%:25% (Lim et al., 2021b). The detailed statistics
of the datasets can be found in Appendix B.

Baselines. We compare our method with five baselines,
including two classic GNNs: GCN (Kipf & Welling, 2017)
and GAT (Veličković et al., 2018), and three state-of-the-
art Graph Transformers: NodeFormer (Wu et al., 2022),
NAGphormer (Chen et al., 2022), and SGFormer (Wu et al.,
2023). Note that in our proposed CoBFormer, the GCN
module (CoB-G) and BGA module (CoB-T) each predict
the node label independently, so we report their performance
simultaneously. Experimental implementation details are
given in Appendix C.

Node Classification Results. Table 2 reports the experi-
mental results on node classification. We select Micro-F1
and Macro-F1 as metrics to conduct a comprehensive perfor-
mance comparison. We can observe that: (1) Both GCN and
BGA modules of CoBFormer outperform all baselines in ho-
mophilic graphs by a substantial margin, demonstrating the
effectiveness of CoBFormer. (2) In heterophilic graphs, the
performance of our BGA module is comparable to, even sur-
passes, the best baseline, SGFormer. This indicates that our
BGA module can successfully capture global information.
(3) Traditional Graph Transformers exhibit superior perfor-
mance on heterophilic graphs when compared with GCN
and GAT. However, their advantage in homophilic graphs is
relatively limited. This suggests that local information plays
a more crucial role in homophilic graphs, whereas global
information significantly enhances model performance in
heterophilic graphs. These results are consistent with our
analysis in Section 3. We further conduct a significance test
between our method and SGFormer, the best Transformer-
based baseline. The results are provided in Appendix D.2
and they indicate that our method not only significantly out-
performs SGFormer in homophilic graphs but also achieves
substantial improvements in heterophilic graphs.

Table 3. Test accuracy and GPU memory of various CoBFormer
variants. ‘V-A’ denotes the vanilla global attention. ‘B-A’ rep-
resents the BGA module. ‘C-T’ indicates whether collaborative
training is applied.

Dataset V-A B-A C-T CoB-G CoB-T MEM

Cora

√
× × 81.44 54.86 0.85G√
×

√
83.78 83.82 0.85G

×
√

× 81.44 68.72 0.38G
×

√ √
84.96 85.28 0.38G

PubMed

√
× × 79.26 71.22 8.42G√
×

√
80.38 80.36 8.42G

×
√

× 79.26 74.52 0.50G
×

√ √
80.52 81.42 0.50G

Deezer

√
× × 62.07 66.49 20.23G√
×

√
63.67 66.86 20.23G

×
√

× 62.07 66.56 3.97G
×

√ √
63.76 66.96 3.97G

6. Ablation Studies & Analysis
Ablation Study. We carry out ablation studies on Cora,
PubMed, and Deezer to evaluate the two fundamental com-
ponents of our CoBFormer: the BGA module and the col-
laborative training approach, where the results are shown
in Table 3. Key observations include: (1) The accuracy of
our BGA module consistently outperforms vanilla global
attention on all datasets, irrespective of the use of collabora-
tive training, demonstrating the effectiveness of our BGA
module. (2) Collaborative training leads to significant ac-
curacy improvement in both the GCN and BGA modules,
indicating that it enhances the model’s generalization abil-
ity by encouraging mutual learning. (3) The BGA module
significantly reduces GPU memory, addressing scalability
concerns. Specifically, GPU memory usage is largely re-
duced by 94% for PubMed and 80% for Deezer.
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Figure 4. The Attn-k of CoBFormer.

Over-Globalizing Problem. To demonstrate our CoB-
Former’s ability to alleviate the over-globalizing problem,
we visualize the Attn-k of our CoBFormer in Figure 4. Com-
pared with Figures 1(b) and 1(c), CoBFormer allocates more
attention scores in the local region than Vanilla Transformer
and NodeFormer, indicating that our BGA module can effec-
tively alleviate the over-globalizing problem by decoupling
the intra-cluster information and inter-cluster information.

We further calculate the Attn-SNR and test accuracy to show
our model’s capabilities to distinguish useful nodes and ex-
tract valuable information, where the results are shown in
Figure 5. Obviously, the CoB-T significantly improves the
Attn-SNR and substantially boosts performance on the Cora,
CiteSeer, and PubMed. It underscores that our CoBFormer
can effectively mitigate the over-globalizing problem. For
Actor and Deezer, our CoB-T achieves performance com-
parable to that of VT, implying that our CoBFormer can
effectively capture global information.
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Figure 5. The Attn-SNR and Accuracy of VT and our CoBFormer.

Parameter Study. We analyze the key parameters: the col-
laborative learning strength coefficient α, the temperature
coefficient τ , and the number of clusters P. First, we vary
α in {1.0, 0.9, 0.8, 0.7} and report the best performance in
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Figure 6. Our results show that our model achieves no-
table performance improvements for all values except when
α = 1, in which case the collaborative training method is not
employed. Furthermore, it exhibits consistent performance
across the other α values, underscoring the effectiveness
and robustness of our collaborative training approach. Next,
we fix the optimal α and report the best performance for
various τ values in {0.9, 0.7, 0.5, 0.3}. Figure 7 suggests
that the choice of τ significantly impacts performance, em-
phasizing the importance of selecting an appropriate τ for
optimal results. Finally, we fix the best α and τ values
and select different numbers of clusters to report the clas-
sification accuracy in Figure 8. The results indicate that
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on Deezer, performance changes minimally with different
cluster counts, whereas for other datasets, optimal cluster
selection is vital for peak performance. Nevertheless, the
model typically surpasses others even without ideal clus-
ter configurations, showcasing its robustness across various
cluster counts.

7. Related Work
Graph Neural Networks. Representative GNNs, such as
GCN (Kipf & Welling, 2017) and GAT (Veličković et al.,
2018), leverage a message-passing mechanism to recur-
sively aggregate neighbor information. However, due to
over-smoothing (Li et al., 2018; Nt & Maehara, 2019; Oono
& Suzuki, 2020) and over-squashing (Topping et al., 2021;
Deac et al., 2022) problems, GNNs typically cannot stack
multiple layers to capture information from distant nodes.
Moreover, early designs of GNNs largely rely on the ho-
mophily assumption (McPherson et al., 2001) that nodes of
the same type are more likely to be connected. Although
some GNNs are designed for heterophilic graphs (Pei et al.,
2020; Lim et al., 2021a; Chien et al., 2021; Bo et al., 2021),
they still suffer from the same issues of over-smoothing and
over-squashing, resulting in a limited receptive field.

Graph Transformers. Transformers (Vaswani et al., 2017),
benefiting from their global attention, naturally construct
a fully connected graph with learnable edge weights, of-
fering a novel approach to address the issues of over-
smoothing and over-squashing in GNNs. Extensive works
have achieved remarkable success in graph-level tasks (Ying
et al., 2021; Kreuzer et al., 2021; Wu et al., 2021; Rampášek
et al., 2022). This success is primarily attributed to their
global perception capability, which is vital for graph-level
tasks. Influenced by the success in graph-level tasks, re-
searchers are now exploring the integration of the global
attention mechanism into node-level tasks (Kuang et al.,
2022; Zhang et al., 2022; Zhu et al., 2023; Liu et al., 2023a;
Wu et al., 2022; Kong et al., 2023; Wu et al., 2023). These
approaches aim to broaden the receptive field in large-scale
graphs and amplify the expressive potential of the models.

8. Conclusion
In this paper, we discover the over-globalizing problem in
Graph Transformers by presenting the theoretical insights
and empirical results. We then propose CoBFormer, a bi-
level global graph transformer with collaborative training,
aiming at alleviating the over-globalizing problem and im-
proving the generalization ability. Extensive experiments
verify the effectiveness of CoBFormer.
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A. Proofs
A.1. Proof of Theorem 3.1

Proof: To prove Theorem 3.1, we assume the existence of a linear classifier, parameterized by WC , which satisfies the
condition ZWC = Y. Consequently, this leads to Z = YW−1

C .

∥Z− ÂZ∥F ≤
∑
u∈V

∥zu −
∑
v∈V

αuvzv∥2 · · ·
√
a+ b+ c ≤

√
a+

√
b+

√
c

=
∑
u∈V

∥
∑
v∈V

αuv(zu − zv)∥2 · · ·
∑
v∈V

αuv = 1

≤
∑

u,v∈V
αu,v∥zu − zv∥2 · · ·The Triangle Inequality

≤ L
∑

u,v∈V
αu,v∥yu − yv∥2 · · ·Lipschitz Continuous

= L
∑
u∈V

∑
v∈V,yv=yu

αu,v∥yu − yv∥2 + L
∑
u∈V

∑
v∈V,yv ̸=yu

αu,v∥yu − yv∥2

=
√
2L
∑
u∈V

∑
v∈V,yv ̸=yu

αu,v.

(16)
L is a Lipschitz constant. For a given node u and a well trained Graph Transformer, let ηu = Ev∈V,yu=yv exp(

quk
T
v√
d
),

γu = Ev∈V,yu ̸=yv exp(
quk

T
v√
d
). Let Cu represent the proportion of nodes that are reachable by node u and belong to the

same class. Then the theory can be rewritten as:

∥Z− ÂZ∥F ≤
√
2L
∑
u∈V

∑
v∈V,yv ̸=yu

αuv

=
√
2L
∑
u∈V

∑
v∈V,yv ̸=yu

γu∑
v∈V,yv=yu

ηu +
∑

v∈V,yv ̸=yu
γu

=
√
2L
∑
u∈V

N(1− Cu)γu
NCuηu +N(1− Cu)γu

=
√
2L
∑
u∈V

1

1 + Cu

1−Cu

ηu

γu

.

(17)

A.2. Proof of Theorem 3.2

Proof: We outline the proof of Theorem 3.2 through the following several steps:

• When k = 0 or k = 1, the equation is obviously true.

• When k > 1, the derivation is as follows:

Ck
u = Ck−1

u ρ+
(1− Ck−1

u )(1− ρ)

|Y| − 1

=
Ck−1
u ρ(|Y| − 1) + (1− Ck−1

u )(1− ρ)

|Y| − 1

=
1 + |Y|ρCk−1

u − ρ− Ck−1
u

|Y| − 1
.

(18)
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• Then, we have:

Ck+1
u − Ck

u =
1 + |Y|ρCk

u − ρ− Ck
u

|Y| − 1
− Ck

u

=
1 + |Y|ρCk

u − ρ− Ck
u|Y|

|Y| − 1

=
(1− ρ)(1− Ck

u|Y|)
|Y| − 1

.

(19)

Notice that when Ck
u ≥ 1

|Y| , the right side of the equation becomes less than 0, leading to Ck
u ≥ Ck+1

u . Conversely,
when Ck

u < 1
|Y| , the right side is greater than 0, resulting in Ck

u < Ck+1
u .

• Now, let us study the relation between Ck
u and 1

|Y| .

Ck
u − 1

|Y|
=

1 + |Y|ρCk−1
u − ρ− Ck−1

u

|Y| − 1
− 1

|Y|

=
(|Y|ρ− 1)(|Y|Ck−1

u − 1)

|Y − 1| · |Y|
.

(20)

When ρ ≥ 1
|Y| and Ck−1

u ≥ 1
|Y| , C

k
u will also be greater than 1

|Y| . This is always true when ρ ≥ 1
|Y| . However, if

ρ < 1
|Y| , then Ck

u will be greater than 1
|Y| if Ck−1

u < 1
|Y| , and less than 1

|Y| if Ck−1
u > 1

|Y| .

• Moreover, when we take into account both Ck
u and Ck+2

u , we observe the following:

Ck+2
u − Ck

u = Ck+2
u − Ck+1

u + Ck+1
u − Ck

u

=
(1− ρ)(1− Ck+1

u |Y|)
|Y| − 1

+
(1− ρ)(1− Ck

u|Y|)
|Y| − 1

=
(1− ρ)(2− (Ck

u + Ck+2
u )|Y|)

|Y| − 1
.

(21)

Note that both Ck
u and Ck+2

u are either greater than 1
|Y| or less than 1

|Y| . When they are greater than 1
|Y| , C

k+2
u will be

less than Ck
u . Conversely, when they are less than 1

|Y| , C
k+2
u will be greater than Ck

u .

In summary, Theorem 3.2 is proven through the aforementioned derivations.

A.3. Proof of Theorem 4.2

Proof: We prove Theorem 4.2 using a technique of variational inference.

EP (L,U) logPG(L,U) =

∫
L,U

P (L)P (U|L) logPG(L,U) dLdU

=

∫
L,U

P (L)P (U|L) log PG(L,U)PT (U|L)
PT (U|L)

dLdU

≈
∫
L,U

P (L)PT (U|L) log PG(L,U)P (U|L)
PT (U|L))

dLdU

= EP (L)PT (U|L) log
PG(L)PG(U|L)P (U|L)

PT (U|L)

= EP (L) logPG(L) + EPT (U|L) logPG(U|L) + EPT (U|L) log
P (U|L)
PT (U|L)

= EP (L) logPG(L) + EPT (U|L) logPG(U|L)− KL(PT (U|L)∥P (U|L)).

(22)

The proof of the latter follows by the same reasoning.
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A.4. Proof of Proposition 4.1

Proof: Through the inter-cluster Transformer and the concatenation operation, a node u in cluster p is enabled to access
information from cluster q by computing α̇pqv

′
q. Here, v′

q is defined as pk
pW

k
V ′ , where pk

p is derived through a mean

pooling operation, specifically pk
p =

∑
v∈Vq

hv

|Vq| . Consequently, we can express the process as follows:

α̇pqv
′
q

=α̇pqp
k
pW

k
V ′

=α̇pq

∑
v∈Vq

hv

|Vq|
Wk

V ′

=
∑
v∈Vq

α̇pq

|Vq|
hvW

k
V ′

(23)

Equation (23) elucidates that node u can retrieve information from node v in cluster p by calculating α̇pq

|Vq|hvW
k
V ′ , where the

α̇pq

|Vq| represents the approximate attention score between nodes u and v.

B. Dataset Statistics
The detailed dataset statistics are listed in Table 4.

Table 4. The detailed dataset statistics.

Dataset #Nodes #Edges #Feats Edge hom #Classes

Cora 2,708 5,429 1,433 0.83 7
CiteSeer 3,327 4,732 3,703 0.72 6
PubMed 19,717 44,338 500 0.79 3
Actor 7,600 26,752 931 0.22 5
Deezer 28,281 92,752 31,241 0.52 2
Ogbn-Arxiv 169,343 1,166,343 128 0.63 40
Ogbn-Products 2,449,029 61,859,140 100 0.81 47

C. Experiments Details
In this section, we provide a detailed description of the experimental setup for the empirical results in Section 5.

C.1. Training Manner

We train NAGphormer on all datasets using a mini-batch manner as in the official implementation. For the other baselines
and our CoBFormer, we employ a full-batch training method on all datasets except Ogbn-Products, which is too large for all
models. Instead, we partition Ogbn-Products into clusters and randomly select several clusters to form a subgraph for each
training/evaluation step, ensuring that the size of the combined subgraph remains smaller than our predetermined batch size.
We set the batch size to 100,000 for NodeFormer and 150,000 for the other models.

C.2. CoBFormer

We implement our CoBFormer using only one BGA module, as SGFormer has demonstrated that a single global attention
layer suffices to achieve optimal expressive capability (Wu et al., 2023). The hyperparameters are selected through grid
search within the following search space:

• learning rate within {5e− 4, 1e− 3, 5e− 3, 1e− 2, 5e− 2}.

• GCN layers within {2, 3}.

14



Less is More: on the Over-Globalizing Problem in Graph Transformers

• weight decay of GCN within {1e− 4, 5e− 4, 1e− 3, 5e− 3, 1e− 2}.

• weight decay of BGA within {1e− 5, 5e− 5, 1e− 4, 5e− 4, 1e− 3}.

• number of clusters:

– For Cora, CiteSeer and Actor: {80, 96, 112, 144}.
– For PubMed and Deezer: {160, 192, 224, 256}.
– For Ogbn-Arxiv: {1536, 2048, 2560, 3072}.
– For Ogbn-Products: {8192, 16384}.

• α within: {0.9, 0.8, 0.7}

• τ within: {0.9, 0.7, 0.5, 0.3}

We fix the dropout ratio of the GCN module at 0.5 and the dropout ratio of the BGA module at 0.1. Layer Normalization is
applied to each attention block and FFN block.

We employ a full-batch training method on all datasets except Ogbn-Products. We partition Ogbn-Products into clusters and
randomly select several clusters to form a subgraph for each training/evaluation step, ensuring that the size of the combined
subgraph remains smaller than our predetermined batch size.

The Attn-SNR is computed using the intra-cluster attention scores.

C.3. Baselines

We implement GCN and GAT by PyG (Fey & Lenssen, 2019) and refer to GammaGL (Liu et al., 2023b). For the other
baselines, we utilize the official repositories. The URLs of these repositories are listed below:

• NAGPhormer: https://github.com/JHL-HUST/NAGphormer

• NodeFormer: https://github.com/qitianwu/NodeFormer

• SGFormer: https://github.com/qitianwu/SGFormer

The key hyper-parameters of these baselines are selected from the searching space as follows:

• GAT: number of heads within {1, 2, 4, 8, 16}.

• NAGPhormer: number of heads within {1, 2, 4, 8} and hops within {3, 5, 7, 10, 15}.

• NodeFormer: rb order within {1, 2, 3}, edge regularization weight within {0, 1}, number of heads within {1, 2, 4} and
dropout ratio within {0, 0.2, 0.3, 0.5}.

• SGFormer: α within {0.5, 0.8} and dropout ratio within {0, 0.2, 0.3, 0.5}.
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D. More Empirical Results
D.1. More Visualization Results

In this section, we will provide additional visualization results for the theoretical variations of Ck
u when |Y| = 3 and |Y| = 4,

as shown in Figures 9(a) and 9(b).
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Figure 9. Visualization results for Equation (6) when |Y| = 3 and |Y| = 4.

D.2. Results of Significance Test

We conduct a significance test between our method and SGFormer (the best Transformer-based baseline) on four datasets.
Specifically, for each dataset, we run each method 50 times and record the accuracy of each run. We then calculate the
p-value to assess the statistical significance of the improvements observed with our method. The results for three homophilic
graphs are presented in the table below:

Table 5. Results of significance test on three homophilic graphs.

Dataset p-value(CoB-G vs SGFormer) p-value(CoB-T vs SGFormer)

Cora 1.39e-41 3.67e-38
CiteSeer 5.52e-43 1.23e-43
PubMed 2.95e-47 1.49e-52

The extremely low p-value indicates that our method significantly outperforms the baseline SGFormer in homophilic graphs.
Additionally, we have calculated the p-value comparing the accuracies of CoB-T and SGFormer on the Deezer dataset,
which is 2.7e-3. This result also suggests a significant improvement of our method in heterophilic graphs.

E. About Local Module
The over-globalizing problem demonstrated in Figures 1(b) and 1(c) suggests that a single global attention mechanism tends
to allocate most attention scores to distant nodes, resulting in an excessive focus on distant information while neglecting
local details. Consequently, integrating a local module to enhance the capture of local information is necessary. Specifically,
Gophormer (Zhao et al., 2021), ANS-GT (Zhang et al., 2022), NodeFormer (Wu et al., 2022), and Gapformer (Liu et al.,
2023a) modify the global attention matrix by incorporating the adjacency matrix, thus preserving message passing within the
original topological structure. These methods implicitly employ a GNN to capture local information. Coarformer (Kuang
et al., 2022) and SGFormer (Wu et al., 2023) explicitly use a GCN as their local module. GOAT (Kong et al., 2023) and
HSGT (Zhu et al., 2023) learn local information through neighbor sampling, a technique also utilized by Gophormer and
ANS-GT. NAGphormer (Chen et al., 2022), another neighbor sampling-based method, employs the aggregated features of
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the k-hop neighborhood as tokens.

F. A case of Fusion Issue
In this section, we will provide a simple example to illustrate the issue we mentioned in Section 4.2. As is shown in
Figure 10, in this illustrative example, the GCN accurately predicts the node as belonging to the true class 2, whereas the
Transformer fails, assigning a high probability to class 3 instead. As a result of the linear combination, the node is incorrectly
predicted to be in class 3.
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Figure 10. A graphic depiction highlighting the limitations of linear combination is presented.
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