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VisualQuality-R1

Q-Instruct

Clear, and the composition is centered. The 
main subject, a bird in the middle, is clearly 
defined. Therefore, the quality is good.

Please describe the 
visual quality of 
this image.

The image is of high quality, featuring a 
clear and sharp depiction of a bird 
standing in water with its reflection visible 
below. The details of the bird's feathers, 
beak, and legs are well-defined, indicating 
good focus and lighting. The water's 
surface is smooth, creating a clean and 
symmetrical reflection that enhances the 
overall composition. The background 
appears to be a natural setting, possibly a 
wetland or marsh, which adds context to 
the scene without distracting from the 
main subject. The colors are vibrant, with 
the bird's brown and white plumage 
contrasting nicely against the blue tones 
of the water. Overall, the image is well-
composed and captures the essence of the 
bird in its natural habitat.

VisualQuality-R1

Q-Instruct

Are rich, and the lighting is sufficient. The texture 
details are not clear. The composition is centered, and 
the main subject is clearly the man in the middle. 
Therefore, the quality is poor.

Please describe the 
visual quality of 
this image.

The image appears to be of low quality, with several 
noticeable issues:
1. Blurriness: The subject and background are not in 
sharp focus, making it difficult to discern fine details.
2. Lighting: The lighting seems uneven, with some 
areas overexposed and others underexposed, 
particularly around the subject's face and the 
microphone.
3. Color Balance: The colors appear somewhat muted 
or distorted, possibly due to the lighting conditions or 
the camera settings.
4. Noise: There is visible noise or graininess in the 
image, which can be seen as small specks or dots, 
especially in darker areas.
Overall, the image lacks clarity and detail, which 
affects its quality. Improvements could include better 
focus, more consistent lighting, and potentially 
adjusting the color balance and reducing noise.

Figure 1: VisualQuality-R1 excels at image quality scoring, while generating contextually rich,
human-aligned quality descriptions.

Abstract

DeepSeek-R1 has demonstrated remarkable effectiveness in incentivizing rea-
soning and generalization capabilities of large language models (LLMs) through
reinforcement learning. Nevertheless, the potential of reasoning-induced computa-
tion has not been thoroughly explored in the context of image quality assessment
(IQA), a task depending critically on visual reasoning. In this paper, we introduce
VisualQuality-R1, a reasoning-induced no-reference IQA (NR-IQA) model, and
we train it with reinforcement learning to rank, a learning algorithm tailored to
the intrinsically relative nature of visual quality. Specifically, for a pair of images,
we employ group relative policy optimization to generate multiple quality scores
for each image. These estimates are used to compute comparative probabilities
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of one image having higher quality than the other under the Thurstone model.
Rewards for each quality estimate are defined using continuous fidelity measures
rather than discretized binary labels. Extensive experiments show that the proposed
VisualQuality-R1 consistently outperforms discriminative deep learning-based
NR-IQA models as well as a recent reasoning-induced quality regression method.
Moreover, VisualQuality-R1 is capable of generating contextually rich, human-
aligned quality descriptions, and supports multi-dataset training without requiring
perceptual scale realignment. These features make VisualQuality-R1 especially
well-suited for reliably measuring progress in a wide range of image processing
tasks like super-resolution and image generation.

1 Introduction

Image quality assessment (IQA) aims to quantify the visual quality of digital images consistent with
human perceptual judgments. Commonly, IQA models are classified into full-reference (FR) and no-
reference (NR) approaches [47], depending on the availability of pristine-quality reference images. In
this paper, we focus on NR-IQA due to its practical relevance in real-world scenarios where reference
images are unavailable. Over the decades, NR-IQA has evolved from knowledge-driven [33, 12]
to data-driven approaches [30, 19, 54], and shifted from regression-based to ranking-based [58, 59]
techniques. Nevertheless, achieving strong model generalization (e.g., generalization to unseen image
distortions) remains a significant, unresolved challenge, driving recent research toward multi-dataset
training [6], active fine-tuning [44], and continual model adaptation [57].

The rapid advancement of vision-language models (VLMs) offers promising avenues for enhancing
NR-IQA generalization by contextualizing it into broader vision tasks [51]. VLMs can effectively
integrate multi-modal information, enabling understanding of both low-level image distortions (e.g.,
noise and blur) and high-level perceptual attributes (e.g., aesthetics and content semantics). This
multi-modal semantic contextualization allows VLMs to articulate nuanced quality descriptions with
stronger generalization.

However, current NR-IQA methods mainly leverage VLMs through supervised fine-tuning (SFT),
which face several critical limitations [49, 56]. First, constructing informative quality descriptions
demands extensive human effort, rendering the annotation process labor-intensive and expensive2.
Second, models trained via SFT often overfit to the biases and idiosyncrasies present in training data,
and may unintentionally encounter catastrophic forgetting of acquired knowledge during pre-training.
Third, SFT typically yields overly rigid and templated outputs (see Fig. 1) that may be less useful.

Reinforcement learning (RL) has recently emerged as a powerful alternative, enhancing the reasoning
capabilities of LLMs, while aligning their responses with human preferences [35, 13]. In particular,
DeepSeek-R1 [13] demonstrates the effectiveness of RL in promoting generalization by encouraging
automated exploration of plausible reasoning paths and employing rule-based rewards to prevent
reward hacking [37]. However, a direct adaptation of RL techniques to NR-IQA, as exemplified by
the recent Q-Insight model [21], has been limited by its reliance on dataset-specific reward design and
additional distortion-type classification. These constraints stem from its treatment of visual quality as
an absolute perceptual quantity, thereby framing NR-IQA naïvely as a regression task.

In this paper, we introduce VisualQuality-R1, a reasoning-induced NR-IQA model, and we train it
via reinforcement learning to rank (RL2R), a learning algorithm explicitly designed to capture the
inherently relative nature of visual quality. Specifically, we employ group relative policy optimization
(GRPO) [36] to derive multiple quality scores for each image in a pair. We then compute comparative
probabilities between images using the Thurstone model [41] by assessing the difference between
the mean quality score of one image and individual quality scores of another, normalized by their
sample variances. Unlike previous methods, we define the reward function using the continuous
fidelity measure [42], which provides precise guidance to facilitate quality ranking. Extensive
experiments confirm that VisualQuality-R1 effectively assesses visual quality across a diverse range
of distortion scenarios, outperforming discriminative deep learning-based NR-IQA models as well as
a recent reasoning-induced quality regression method [21]. Moreover, VisualQuality-R1 generates

2Utilizing state-of-the-art proprietary VLMs such as GPT-4o [16] for automated annotation suffers from
similar scalability challenges due to high computational costs and financial burdens.
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contextually rich, human-aligned quality descriptions (see Fig. 1), which can be leveraged to provide
targeted feedback for downstream image processing algorithms, and support fine-grained quality
control in digital photography pipelines. Additionally, we demonstrate that VisualQuality-R1 remains
effective across multi-dataset training scenarios without requiring perceptual scale realignment.

2 Related Work

This section provides a structured review of related NR-IQA models, emphasizing recent advance-
ments, particularly those leveraging VLMs.

Regression-based Models NR-IQA models primarily employed regression-based approaches,
wherein image quality was treated as an absolute perceptual quantity directly estimated from extracted
“quality-aware” features. Initially, features were handcrafted based on natural scene statistics [33, 34],
degradation-specific characteristics [46, 48, 24], and perceptual models inspired by the human visual
system [45]. Nonetheless, these methods were limited by the representational capacity of handcrafted
features. Later, deep learning-based regression models emerged as the dominant paradigm, using
end-to-end trainable neural networks to directly predict quality scores (or, in some cases, quality
distributions) [18, 30, 3, 39, 54, 52]. These models typically utilize standard regression losses such
as the mean squared error and mean absolute error, or statistical distances such as the earth mover’s
distance [39] and Kullback–Leibler (KL) divergence [55]. Regression-based models often struggle
with generalization issues, and require labor-intensive perceptual scale realignment [31] when training
on multiple IQA datasets.

Ranking-based Models To address these shortcomings, ranking-based NR-IQA models were
introduced, modeling visual quality as an intrinsically relative perceptual quantity. Gao et al. [10]
pioneered the concept of quality ranking in NR-IQA, although their initial implementation relied on
predefined anchor images and was not end-to-end optimized. Ma et al. [29] adapted RankNet [4]
to NR-IQA by training (though not fully end-to-end) on quality-discriminable image pairs. Their
subsequent work established the first end-to-end ranking-based NR-IQA method grounded in the
Thurstone model [41]. Nevertheless, their approach suffers from scaling ambiguity during variance
estimation. Zhang et al. [58] incorporated a hinge loss to regularize variance estimation, yet the
scaling ambiguity persisted. Their study also demonstrated the superiority of the fidelity loss [42]
over the conventional cross-entropy loss in ranking-based NR-IQA. Subsequent research has adopted
a simpler approach by fixing the variance parameter to one (corresponding to the Thurstone Case
V model), facilitating active fine-tuning of NR-IQA models on challenging examples [44, 43] and
allowing for continual adaptation to novel distortion scenarios [57]. Other losses that enable quality
ranking include the margin ranking loss [25], differentiable approximations of Spearman’s rank
correlation coefficient (SRCC) [2], Pearson linear correlation coefficient (PLCC) [53], and statistical
distances between permutation probabilities [5, 38, 17].

VLM-based Models The integration of VLMs into NR-IQA has recently gained traction, particu-
larly due to their proficiency in capturing contextual semantics through multi-modal representation
learning. Early attempts include multitask adaptation of CLIP [59], as well as SFT-based meth-
ods like Q-Align [50], Compare2Score [60], DepictQA [56], and DeQA-Score [55], which trained
VLMs to generate either quality scores, distributions, or descriptions. Closest to ours, Q-Insight [21]
explored reasoning-induced quality regression through RL. However, Q-Insight struggles with the
dataset-specific reward calibration, added complexity of auxiliary distortion-type classification, and
generalization to novel distortion scenarios. In contrast, our VisualQuality-R1 redefines the use of
VLMs in NR-IQA by shifting from absolute regression to relative ranking, leading to enhanced
generalization across distortion scenarios with better quality justifications.

3 Reasoning-Induced NR-IQA

To harness both the powerful reasoning-inducing capabilities of RL and the intrinsically relative
nature of visual quality, we propose an NR-IQA model—VisualQuality-R1—and an RL2R method
of training it that seamlessly integrates the Thurstone model within GRPO. Fig. 2 shows the system
diagram of VisualQuality-R1.
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VisualQuality-R1Image

Text
Prompt <think>The image appears to be blurry, 

which significantly reduces its clarity and 
detail. The colors are somewhat muted 
[…] </think><answer>1.20</answer>

Response 1

…

<think>The image appears to be blurry 
and lacks sharpness, which affects the 
clarity and detail that can be discerned 
[…] </think><answer>1.22</answer>

Response K

Predicted 
Scores

…

Image

<think>The image appears to be a close-
up of an animal's eye, likely a fox or 
similar creature, […] 
</think><answer>3.50</answer>

Response 1

…

<think>The image appears to be a close-
up of an animal's face, likely a fox, given 
the fur pattern and eye color […] 
</think><answer>4.20</answer>

Response K

Predicted 
Scores

…

Thurstone 
Model

Fidelity
Reward

Human 
Preference

Reinforcement 
Learning to Rank (RL2R)

Text
Prompt

VisualQuality-R1

𝒌-th Estimate 
and Variance

Mean Estimate
and Variance

Figure 2: System diagram of the proposed VisualQuality-R1 trained via RL2R. Given an image pair
(xi, xj) with a shared text prompt c, VisualQuality-R1 generates K responses. Following GRPO [36],
each response includes a detailed reasoning process and a predicted quality score. To assess relative
visual quality, we calculate the asymmetric comparative probability that image xi is perceived better
than xj under the Thurstone model [41]. This involves subtracting the mean predicted score of xj

from the k-th score of xi, standardized by their sample variances. A fidelity reward is derived from
human preference, providing continuous supervisory signals for policy optimization.

3.1 VisualQuality-R1 via RL2R

Given a text prompt c and an image x, our goal is to fine-tune a pre-trained VLM, with policy
πθ(·|c, x), to produce a scalar quality score in the range of [1, 5], following a step-by-step reason-
ing process, encapsulated within specially designated tags for explicit instruction and enhanced
interpretability. The complete structured text prompt is provided in Table 1.

More specifically, for a training batch of images {x1, x2, . . . , xB}, where B is the minibatch size, we
apply GRPO to generate K quality predictions for xi, q(xi) = [q1(xi), q2(xi), . . . , qK(xi)]

⊺. This
output naturally encodes predictive uncertainty, which is crucial for making reliable relative quality
ranking. Under the Thurstone model [41], the visual quality of an image is assumed to follow a
Gaussian distribution. Thus, we compute the asymmetric comparative probability for each of the
B × (B − 1) ordered image pairs by subtracting the mean quality score of xj from the k-th quality
score of xi, standardized by their sample variances:

pk(xi, xj) = Φ

(
qk(xi)− µ(q(xj))√

σ2(q(xi)) + σ2(q(xj)) + γ

)
, for i ̸= j, (1)

where Φ(·) is the standard Gaussian cumulative distribution function. µ(q(xj)) and σ2(q(xj))
represent the mean and variance of the quality predictions for xj , respectively. γ is a small positive
constant to avoid any potential division by zero. Compared to previous ranking-based NR-IQA
models that fix the variance parameter in Eq. (1) to one, we explicitly leverage sample variances
derived from GRPO. This gives us an opportunity to dynamically accommodate predictive uncertainty
for different images. Meanwhile, using the sample mean for quality comparison stabilizes the
asymmetric probability estimate and the subsequent reward calculation by appropriately penalizing
outlier predictions.

The true preference p(xi, xj) is derived from human mean opinion scores (MOSs):

p(x, y) =


1 if MOS(x) > MOS(y)

0.5 if MOS(x) = MOS(y)

0 otherwise
. (2)

An important aspect of our RL2R algorithm is that we define the reward function rk(xi) for each
quality estimate qk(xi) as the fidelity measure [42]—a continuous analogue of the discretized binary
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Table 1: Structured text prompt used in VisualQuality-R1.
You are doing the image quality assessment task. Here is the question:
What is your overall rating on the quality of this picture? The rating should be a float between 1 and
5, rounded to two decimal places, with 1 representing very poor quality and 5 representing excellent
quality. First output the thinking process in <think> </think> tags and then output the final answer
with only one score in <answer> </answer> tags.

reward [13, 21], averaged across all B − 1 image pairs:

rk(xi) =
1

B − 1

∑
j ̸=i

(√
p(xi, xj)pk(xi, xj) +

√
(1− p(xi, xj))(1− pk(xi, xj))

)
. (3)

This continuous reward feedback provides precise guidance during RL2R by capturing subtle varia-
tions in quality ranking, thus improving generalization across diverse distortion scenarios. We collect
K fidelity rewards for xi into the vector r(xi) = [r1(xi), r2(xi), . . . , rK(xi)]

⊺, and compute the
relative advantage ak(xi) by standardizing rewards within group:

ak(xi) =
rk(xi)− µ(r(xi))

σ(r(xi))
. (4)

The final policy update of πθ(·|c, xi) is guided by the regularized objective in GRPO:

ℓ(θ) =
1

BK

B∑
i=1

K∑
k=1

(
min

(
πθ(ok|c, xi)

πθold(ok|c, xi)
ak(xi), clip

(
πθ(ok|c, xi)

πθold(ok|c, xi)
, 1− ϵ, 1 + ϵ

)
ak(xi)

)

− β DKL (πθ(ok|c, xi)∥πref(ok|c, xi))

)
.

(5)
Here, πθref(·|c, xi) denotes the stable reference policy obtained after VLM pre-training, and
πθold(·|c, xi) is the policy from the previous RL2R training epoch, from which we sample K reasoning
trajectories o = {ok}Kk=1. The second KL divergence term is approximated by

DKL (πθ(ok|c, xi)∥πref(ok|c, xi)) =
πref(ok|c, xi)

πθ(ok|c, xi)
− log

πref(ok|c, xi)

πθ(ok|c, xi)
− 1, (6)

incorporated to ensure that the updated policy πθ(·|c, xi) does not deviate excessively from
πref(·|c, xi). ϵ is the clipping threshold to prevent large and potentially destabilizing updates to
the policy. The coefficient β serves as a balancing factor between the reward-weighted likelihood
term and the KL regularization term.

We conclude this section by highlighting the key strengths of our VisualQuality-R1. First,
VisualQuality-R1 inherits all the advantages of ranking-based NR-IQA models, enabling effec-
tive multi-dataset training, active fine-tuning, and continual model adaptation without requiring
perceptual scale realignment [31], a feature notably absent in regression-based NR-IQA approaches.
Second, trained via RL2R, VisualQuality-R1 mitigates the scalability and overfitting issues inherent
in SFT-based models. Third, VisualQuality-R1 promises to both improve model generalizability and
furnish contextually rich textual justifications alongside numerical quality scores, thereby boosting
its practical relevance in real-world IQA applications.

4 Experiments

To validate VisualQuality-R1, we conduct comprehensive experiments across diverse distortion
scenarios, ablation studies on key design components, and in-depth analysis of model behaviors.

4.1 Experimental Setups

Competing Models and Training Details Competing methods encompass three categories: 1)
handcrafted models: NIQE [34] and BRISQUE [33]; 2) discriminative deep-learning-based models:
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Table 2: SRCC and PLCC results of NR-IQA models trained on KADID-10K. Exceptions include
Q-Insight† and VisualQuality-R1†, which use a combined training set (KADID-10K and SPAQ). Top
two results are highlighted in bold and underline, respectively.

Method
Imaging-Related Distortion Processing-Related Distortion

AvgBID CLIVE KonIQ SPAQ De-
blurring

Super-
Res.

De-
hazing

Image
Gen.

SRCC
Handcrafted
NIQE [34] 0.515 0.450 0.421 0.676 0.360 0.557 0.343 0.533 0.482
BRISQUE [33] 0.522 0.314 0.385 0.614 0.389 0.482 0.242 0.497 0.431
Discriminative Deep-Learning-based
UNIQUE [58] 0.412 0.470 0.649 0.751 0.669 0.649 0.577 0.608 0.598
MUSIQ [19] 0.327 0.284 0.473 0.720 0.656 0.404 0.458 0.494 0.477
MANIQA [54] 0.420 0.487 0.213 0.745 0.726 0.263 0.608 0.422 0.486
VLM-based
LIQE [59] 0.677 0.719 0.684 0.815 0.797 0.743 0.646 0.653 0.717
Q-Align [50] 0.576 0.554 0.573 0.767 0.761 0.684 0.455 0.682 0.632
DeQA-Score [55] 0.702 0.743 0.677 0.852 0.785 0.710 0.643 0.738 0.731
Qwen2.5-VL-7B [1] 0.711 0.733 0.754 0.848 0.820 0.603 0.458 0.735 0.708
Q-Insight [21] 0.784 0.761 0.806 0.872 0.831 0.724 0.601 0.749 0.766
Q-Insight† 0.806 0.804 0.812 0.907 0.846 0.700 0.539 0.657 0.759
VisualQuality-R1 0.790 0.750 0.830 0.875 0.838 0.756 0.598 0.775 0.777
VisualQuality-R1† 0.811 0.811 0.855 0.913 0.845 0.752 0.588 0.754 0.791
PLCC
Handcrafted
NIQE [34] 0.527 0.494 0.439 0.683 0.376 0.587 0.482 0.560 0.519
BRISQUE [33] 0.528 0.362 0.400 0.624 0.380 0.556 0.468 0.541 0.482
Discriminative Deep-Learning-based
UNIQUE [58] 0.385 0.472 0.590 0.708 0.654 0.668 0.578 0.581 0.580
MUSIQ [19] 0.280 0.325 0.435 0.666 0.563 0.441 0.455 0.434 0.450
MANIQA [54] 0.512 0.571 0.257 0.753 0.728 0.243 0.663 0.448 0.522
VLM-based
LIQE [59] 0.680 0.726 0.652 0.814 0.712 0.775 0.661 0.653 0.709
Q-Align [50] 0.651 0.643 0.612 0.779 0.802 0.713 0.525 0.705 0.679
DeQA-Score [55] 0.743 0.795 0.703 0.858 0.838 0.763 0.688 0.790 0.772
Qwen2.5-VL-7B [1] 0.725 0.760 0.810 0.854 0.852 0.653 0.553 0.810 0.752
Q-Insight [21] 0.796 0.795 0.829 0.872 0.857 0.798 0.669 0.810 0.803
Q-Insight† 0.818 0.837 0.809 0.912 0.861 0.779 0.626 0.705 0.793
VisualQuality-R1 0.806 0.794 0.840 0.878 0.872 0.825 0.651 0.843 0.814
VisualQuality-R1† 0.820 0.844 0.870 0.917 0.879 0.824 0.674 0.820 0.831

UNIQUE [58], MUSIQ [19], and MANIQA [54]; 3) VLM-based models: LIQE [59], Q-Align [50],
DeQA-Score [55], Q-Insight [21], as well as the pre-trained Qwen2.5-VL-7B [1] baseline.

We fine-tune Qwen2.5-VL-7B [1] as the backbone for VisualQuality-R1 using GRPO [36]. The
AdamW optimizer [27] is employed with an initial learning rate of 1 × 10−6 and a linear decay
schedule. For GRPO, we generate six candidate responses per prompt (i.e., K = 6) and set the
balance coefficient β to 0.04. Training runs on 16 NVIDIA A100 GPUs with a minibatch size of
eight per GPU, taking approximately five hours for a total of 10 epochs.

4.2 Main Results

Single-Dataset Training We first train NR-IQA models on the synthetic KADID-10K [23] train-
ing set (6 : 2 : 2 split while ensuring content independence) and test in a zero-shot setting
across eight datasets with distortions arising from digital imaging and (post-)processing stages:
BID [7], CLIVE [11], KonIQ-10k [15], SPAQ [8], Liu13 (deblurring) [26], SRIQA-Bench (super-
resolution) [6], Min19 (dehazing) [32], and AGIQA-3K (image generation) [20].

The SRCC and PLCC results presented in Table 2 reveal several key observations. First, all VLM-
based models outperform traditional and discriminative deep-learning-based ones, with the base
Qwen2.5-VL-7B achieving an SRCC of 0.708 despite no IQA-specific training. This underscores
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Table 3: PLCC results of VisualQuality-R1 with varying K in GRPO. The default setting is high-
lighted in bold.

#Generated
Responses

Imaging-Related Distortion Processing-Related Distortion
AvgBID CLIVE KonIQ SPAQ De-

blurring
Super-
Res.

De-
hazing

Image
Gen.

K = 4 0.805 0.795 0.839 0.875 0.875 0.815 0.643 0.844 0.811
K = 5 0.806 0.804 0.840 0.879 0.867 0.826 0.639 0.840 0.813
K = 6 0.806 0.794 0.840 0.878 0.872 0.825 0.651 0.843 0.814

Table 4: Comparison of different Thurstone model variants [41] in GRPO of VisualQuality-R1.

Method
Imaging-Related Distortion Processing-Related Distortion

AvgBID CLIVE KonIQ SPAQ De-
blurring

Super-
Res.

De-
hazing

Image
Gen.

SRCC
Q-Insight [21] 0.784 0.761 0.806 0.872 0.831 0.724 0.601 0.749 0.766
Binary Reward 0.780 0.756 0.821 0.877 0.834 0.748 0.587 0.771 0.772
Probability Average (Eq. (7)) 0.785 0.761 0.836 0.875 0.835 0.747 0.574 0.775 0.774
Fixed Variance of One 0.778 0.750 0.818 0.871 0.830 0.744 0.606 0.760 0.770
VisualQuality-R1 0.790 0.750 0.830 0.875 0.838 0.756 0.598 0.775 0.777
PLCC
Q-Insight [21] 0.796 0.795 0.829 0.872 0.857 0.798 0.669 0.810 0.803
Binary Reward 0.790 0.792 0.833 0.876 0.867 0.825 0.646 0.840 0.809
Probability Average (Eq. (7)) 0.796 0.797 0.844 0.875 0.861 0.817 0.621 0.831 0.805
Fixed Variance of One 0.791 0.785 0.817 0.873 0.852 0.802 0.655 0.818 0.799
VisualQuality-R1 0.806 0.794 0.840 0.878 0.872 0.825 0.651 0.843 0.814

the power of current VLMs in capturing generalizable quality cues. Second, reasoning-induced
models such as Q-Insight and VisualQuality-R1 surpass SFT-based counterparts like Q-Align and
DeQA-Score. Third, the proposed VisualQuality-R1 achieves the best results on average, validating
that RL2R aligns better with human perception of image quality than regression-based approaches.

Multi-Dataset Training Our RL2R approach enables multi-dataset training without the need
for perceptual scale realignment. To exploit this, we train VisualQuality-R1† on a combination of
KADID-10K [23] and SPAQ [8] (again 6 : 2 : 2 split while ensuring content independence). As
shown in Table 2, VisualQuality-R1† yields consistent performance gains. Despite a minor dip in
the image generation scenario, the average SRCC/PLCC rises from 0.777/0.814 to 0.791/0.831. In
stark contrast, Q-Insight† [21] fails to benefit from multi-dataset training due to its inability to address
perceptual scale variations3: KADID-10K uses ratings from 1 to 5, while SPAQ spans 0 to 100.

4.3 Ablation Studies

Effect of K in GRPO We vary the number of generated responses, K, while keeping all other
settings fixed during GRPO. Table 3 shows that reducing K from six (default) to four or five has only
a marginal effect, offering a favorable trade-off between computational cost and accuracy.

Binary Reward vs. Continuous Fidelity Reward Table 4 shows that, within the same RL2R frame-
work, our continuous fidelity reward generalizes better than the binary reward adopted in GRPO [36].
Moreover, both reward variants consistently outperform the regression-based Q-Insight [21], under-
scoring the effectiveness of our RL2R optimization.

Thurstone Model Variants To evaluate the effectiveness of mean quality computation in Eq. (1),
we compare it with an alternative that averages probabilities across individual quality comparisons:

pk(xi, xj) =
1

K

K∑
k′=1

pk,k′(xi, xj) =
1

K

K∑
k′=1

Φ

(
qk(xi)− qk′(xj)√

σ2(q(xi)) + σ2(q(xj)) + γ

)
. (7)

3To enable multi-dataset training of Q-Insight, we linearly rescale MOSs from different IQA datasets to
[1, 5], and apply a dataset-agnostic threshold to compute binary rewards.
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Figure 3: Prediction variability decreases
during GRPO. We randomly select 20 im-
ages from each of CLIVE [11], KonIQ-
10k [15], SRIQA-Bench [6], and AGIQA-
3K [20]. At successive training steps,
we generate multiple responses per image,
compute the std of the predicted quality
scores, and plot the average std across
images. The uniformly downward trend
confirms that VisualQuality-R1 becomes
steadily more stable in assessing image
quality as training progresses.

As reported in Table 4, averaging quality scores rather than probabilities yields higher performance
across distortion scenarios, indicating more reliable comparative probability estimates and reward
assignments. Taking a step further, we fix the variances in Eq. (7) to one—reducing the model
to Thurstone Case V [41]. The constant-variance simplification degrades performance on nearly
all datasets. This provides a strong indication that sample variances are capable of capturing the
perceptual difficulty of image pairs, thus improving comparison reliability and stabilizing fidelity
reward computation. Together, these findings verify that RL2R effectively embeds the Thurstone
model within GRPO.

4.4 Further Analysis

Predicted Score Variability over Iterations We randomly sample 20 images from each of
CLIVE [11], KonIQ-10k [15], SRIQA-Bench (super-resolution) [6], and AGIQA-3K (image gen-
eration) [20], respectively. At successive training checkpoints, we generate multiple responses per
image and compute the standard deviation (std) of the resulting K quality scores. As illustrated
in Fig. 3, the std falls steadily across all datasets, indicating that predictions of VisualQuality-R1
become progressively more stable and confident.

Visual Reasoning Evolution over Iterations Fig. 4 tracks how the visual reasoning capabilities of
VisualQuality-R1 mature over the course of training. The test image is super-resolved by SwinIR [22],
which contains subtle, processing-related artifacts, making it an informative probe. Q-Insight notices
that the image is “blurry” and “overexposed,” but assigns an extremely low score (i.e., 2.00), indicating
limited sensitivity to super-resolution artifacts. The base model Qwen2.5-VL-7B [1] swings to the
opposite extreme: it praises the “clear details” and “vibrant colors,” declares the absence of blur or
noise, and outputs an inflated score (i.e., 4.80). The model clearly over-trusts superficial sharpness
cues and misses hidden processing traces. In contrast, the proposed VisualQuality-R1 progressively
refines its visual reasoning over iterations. At the 50-th step, it starts to suspect artificial stylization
and questions the image’s realism, yet it still values the apparent clarity. By the 200-th step, the
description becomes more balanced. It acknowledges the level of detail and clarity, yielding a
slightly higher but still cautious rating. At the last step, the explanation is now decidedly nuanced.
VisualQuality-R1 attributes the remaining softness to possible filtering or to the object’s inherent
structure, labels the appearance “surreal,” and reduces the score to 3.00, reflecting a judicious penalty
for unnatural post-processing. In summary, RL2R guides VisualQuality-R1 from naïve, superficial
remarks to sophisticated, human-aligned reasoning that correctly identifies subtle super-resolution
artifacts and calibrates quality scores accordingly.

5 Conclusion and Discussion

We have introduced VisualQuality-R1, a reasoning-induced NR-IQA model optimized via RL2R. Our
approach is grounded in the intrinsic relativity of visual quality, seamlessly integrating the Thurstone
model within GRPO to capture predictive uncertainty. By introducing the continuous fidelity reward,
VisualQuality-R1 delivers more precise policy-gradient signals.
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Qwen2.5-VL-7B (0-th Step)
<think>The image appears to be of high quality with clear details and vibrant colors. The texture and patterns on the 
objects are well-defined, suggesting good resolution and lighting. There are no visible distortions or blurriness that 
would typically indicate lower quality. The contrast and saturation levels seem appropriate, enhancing the visual appeal 
without overwhelming the viewer.</think><answer>4.80</answer>

Q-Insight

<think>The image appears to be somewhat blurry, which affects the clarity and detail that can 
be discerned. The colors are vibrant, but the lack of sharpness reduces the overall quality. 
There's also a slight overexposure in some areas, which might be due to lighting conditions or 
camera settings.</think>
<answer>2.00</answer>

VisualQuality-R1 (Last Step)
<think>The image appears to be a close-up of some kind of fruit or vegetable with a patterned surface. The colors are 
vibrant, but the image seems to have a filter applied that gives it a somewhat surreal appearance. The details are not 
very sharp, which might be due to the nature of the subject or the processing of the image. However, the saturation 
and contrast are high, making the image visually striking.</think><answer>3.00</answer>

VisualQuality-R1 (50-th Step)
<think>The image appears to be somewhat abstract or stylized, which might not be ideal for a realistic quality 
assessment. However, it is clear and the details are well-defined, suggesting good resolution. The colors are vibrant 
and the contrast is high, which can be visually appealing but may not reflect naturalistic quality. The image does not 
contain any discernible text or identifiable objects that could provide further context.</think><answer>3.50</answer>

VisualQuality-R1 (200-th Step)
<think>The image appears to have a high level of detail and clarity, with distinct patterns and colors that are well-
defined. However, there is a slight lack of sharpness around the edges, which might be due to the texture or the way 
the image was captured. The lighting seems even, and the colors are vibrant, contributing positively to the overall 
quality.</think><answer>3.80</answer>

Figure 4: Evolution of the reasoning capabilities of VisualQuality-R1 on an image super-resolved by
SwinIR [22]. Initially, VisualQuality-R1 overlooks artifacts and overestimates quality; at later stages,
it progressively detects stylization, blur, and filtering effects, yielding more accurate quality scores
and human-aligned textual justifications. Zoom in for improved visibility.

Extensive experiments validate that VisualQuality-R1 consistently surpasses strong discriminative
deep learning-based methods and a reasoning-induced baseline. Notably, it bridges the performance
gap between synthetic and realistic distortions, demonstrating robustness to dataset inductive biases
and noise. In addition to quantitative improvements, VisualQuality-R1 generates contextually rich,
human-aligned quality descriptions, which not only enhance transparency and interpretability but
also facilitate user trust and post-hoc diagnosis in downstream tasks, such as content filtering, local
enhancement prioritization, and quality-aware image retrieval.

Limitations and Future Directions Despite the generalization capabilities demonstrated by
VisualQuality-R1, several limitations and promising research directions merit further discussion. First,
as a specific case of test-time scaling, VisualQuality-R1 is slow, expensive, and memory-hungry; it
may also compound early errors into confidently wrong predictions. It is thus desirable to incorporate
sample-adaptive reasoning, rationale compression or distillation, and self-consistency sampling to
make VisualQuality-R1 faster, cheaper, and more robust. Second, VisualQuality-R1 relies on a
single, fixed text prompt for all images, regardless of the underlying distortion scenario or application
context. Incorporating application-aware prompt adaptation, for example via learned prompt-tuning
or dynamic template selection, could tailor VisualQuality-R1’s reasoning and scoring to specific
image processing tasks, therefore improving its flexibility and accuracy. Third, VisualQuality-R1
is currently formulated as an NR-IQA model, focusing solely on distorted inputs without access
to pristine-quality counterparts. It is interesting to extend VisualQuality-R1 to a reference-based
setting, which allows a (possibly corrupted) reference image [51]—potentially differing in resolution,
color gamut, dynamic range, or bit depth—to serve as a flexible anchor for content fidelity. Last,
we foresee adapting the proposed RL2R learning algorithm to other perceptual assessment tasks,
including image aesthetics assessment [40], human age estimation [14], and perceptual similarity
ranking [9]. Collectively, these promising directions aspire to foster more intelligent, transparent, and
adaptable perceptual systems.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: In the final two sentences of the abstract and the concluding paragraph of the
introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: As presented in the section titled Conclusion and Discussion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: This paper does not include any theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In the Experiments section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [No]
Justification: The code will be made publicly available after obtaining the company’s
approval.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: In the Experimental Setups section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Repeating this process multiple times would incur significant computational
overhead, making it impractical for large-scale vision-language models due to their high
resource demands.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In the Experimental Setups section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that this paper complies with all principles set forth in the NeurIPS
Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work primarily contributes to methodological advancements and future
research directions in technical domains. It does not directly address or entail any societal
impacts, either positive or negative.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No ethical, safety, or societal risks are posed by this study.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external assets used in the paper, including code, datasets, and pre-trained
models, are properly credited. We have carefully followed their respective licenses and
terms of use.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We will release the code and model together with comprehensive documenta-
tion.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: LLMs are an integral part of our proposed methodology and are used as
baseline models in the Experiments section. Their usage is central to the design and
evaluation of our approach, and has been clearly stated in the paper.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Generalization Probing via gMAD Competition

The group maximum differentiation (gMAD) competition [28] is a model comparison framework
designed to evaluate the generalization capability of computational models, particularly in scenarios
where exhaustive ground-truth labeling is impractical. In this framework, models take turns serving
as the defender, while the remaining models act as attackers. The attackers aim to identify image pairs
that the defender assigns similar quality scores to, but which they themselves rate very differently.
These “adversarial” pairs are subsequently assessed by human observers, allowing for an efficient
and targeted examination of model strengths and weaknesses.

Applying gMAD to compare KADID-10K-trained VisualQuality-R1 and Q-Insight on KonIQ-
10k [15] reveals a clear performance distinction. VisualQuality-R1 consistently uncovers perceptual
inconsistencies in Q-Insight’s predictions. Conversely, when subjected to attacks, VisualQuality-R1
demonstrates strong robustness, aligning closely with human perception of image quality. This dual
capability—high aggressiveness in exposing flaws and strong resistance to adversarial challenges—
underscores VisualQuality-R1’s superior generalization, affirming its reliability for real-world IQA.

B Model Complexity Comparison

We present a quantitative comparison of model complexity across representative NR-IQA methods.
As shown in Table 5, VisualQuality-R1 incurs higher inference costs than discriminative models such
as MUSIQ [19] and MANIQA [54], as well as small-scale VLMs like LIQE [59]. This increased
computational demand, however, reflects a deliberate design choice to support fine-grained quality
reasoning and robust quality rating across diverse distortion scenarios.

C Additional Visual Reasoning Examples

We provide additional visual reasoning examples to illustrate the perceptual alignment of
VisualQuality-R1 under both synthetic and realistic distortion scenarios. It should be noted that
VisualQuality-R1 occasionally assigns quality scores outside the prescribed range of [1, 5] (e.g.,

Worst Q-Insight

Best Q-Insight

Fixed
VisualQuality-R1

Worst Q-Insight

Best Q-Insight

Fixed
VisualQuality-R1

Worst VisualQuality-R1

Best VisualQuality-R1

Fixed
Q-Insight

Worst VisualQuality-R1

Best VisualQuality-R1

Fixed
Q-Insight

(a) (b) (c) (d)

Figure 5: gMAD competition results between VisualQuality-R1 and Q-Insight [21]. (a) Fixed Q-
Insight at the low-quality level. (b) Fixed Q-Insight at the high-quality level. (c) Fixed VisualQuality-
R1 at the low-quality level. (d) Fixed VisualQuality-R1 at the high-quality level.
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Table 5: Model complexity comparison using a 512× 384× 3 image as input.

Method #Parameters
Inference

Time
Inference
Memory #TFLOPs

UNIQUE [58] 22.32 M 0.02 s 1.62 G 0.029
MUSIQ [19] 27.13 M 0.05 s 1.69 G 0.026
MANIQA [54] 135.75 M 0.03 s 2.13 G 0.217
LIQE [59] 151.28 M 0.03 s 2.15 G 0.131
Q-Align [50] 8.20 B 0.14 s 17.1 G 1.98
DeQA-Score [55] 8.20 B 0.11 s 17.1 G 1.98
Q-Insight [21] 8.29 B 2.72 s 17.6 G 8.71
VisualQuality-R1 8.29 B 2.34 s 17.6 G 7.74

a score of 0.2 for the second example in Fig. 6), which reflects a common limitation in LLMs.
Nevertheless, these deviations have negligible impact on the overall quality prediction performance.
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<think>
The image appears to be out of focus, which significantly reduces its clarity and detail. The edges of the rocks 
and trees are not sharp, and the water lacks definition. This lack of focus affects the overall perception of the 
scene, making it difficult to discern finer details. The lighting seems adequate, but the blurriness overshadows 
any positive aspects.
</think>
<answer>1.00</answer>

<think>
The image appears to be a close-up shot of an animal's eye, likely a deer or similar species. The focus is sharp 
on the eye, which is the main subject, but the background is blurred, indicating a shallow depth of field, 
which is often used to emphasize the subject. The lighting seems natural, and there are no visible distortions 
or artifacts that would degrade the image quality. However, the image does not provide much context or 
additional details about the environment or the animal itself.
</think>
<answer>3.50</answer>

Synthetic Distortion Scenario

<think>
The image appears to be slightly out of focus, which affects the sharpness and detail that can be seen. The 
colors are vibrant, but the lack of clarity reduces the overall quality. The composition is interesting with the 
bird perched on the cactus, but the blurriness detracts from the visual impact.
</think>
<answer>2.50</answer>

<think>
The image captures a beautiful sunset with a gradient of colors from dark blue at the top to warm oranges 
and yellows near the horizon. The silhouette of the landscape adds depth and contrast. However, the lower 
part of the image is quite dark, which might obscure some details. The sky's texture and the subtle gradation 
of colors suggest good exposure for the upper part of the image. Overall, the image has a pleasing aesthetic 
but lacks detail in the darker areas.
</think>
<answer>3.80</answer>

<think>
The image appears to be somewhat blurry and lacks sharpness, which affects its clarity. The lighting seems 
adequate but not very bright, and there's a noticeable graininess or noise that reduces the overall quality. The 
composition is interesting with an architectural subject, but the technical aspects of the photo do not meet 
high standards.
</think>
<answer>2.80</answer>

<think>
The image appears to be a digital illustration or a graphic design rather than a photograph. It has clear lines 
and vibrant colors, which are typical for digital art. The details are sharp, and there's a good contrast 
between the elements, making it visually appealing. However, the lack of depth and realistic textures might 
suggest that it's not a high-resolution photograph but rather a stylized graphic. The overall impression is that 
it's a well-crafted image.
</think>
<answer>4.00</answer>

<think>
The image is clear and well-lit, with good focus on the rabbit's face and fur details. The background is slightly 
blurred, which helps to emphasize the subject. The colors are natural, and there are no visible distortions or 
artifacts. Overall, the image quality appears to be high.
</think>
<answer>4.95</answer>

<think>
The image appears to be a digital artwork or a heavily edited photograph. It features a silhouette of a person 
seemingly jumping off a cliff into a misty or foggy environment. The lighting is soft and diffused, which gives it 
a dreamlike quality. The focus is on the silhouette, making the background somewhat blurry, which is a 
common technique used in photography to emphasize the subject. The colors are muted, and there's a lack of 
sharpness, which might be intentional for artistic effect.
</think>
<answer>2.80</answer>

Figure 6: Visual reasoning samples from VisualQuality-R1 under the synthetic distortion scenario.
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<think>
The image appears to be taken at night, which can naturally reduce the overall quality due to lower light 
conditions. However, the building is well-lit, and the details of the architecture are visible. The exposure seems 
balanced, and there's no significant noise or blurriness that would degrade the image further. The composition 
is clear, and the subject (the building) is the focal point.
</think>
<answer>3.00</answer>

<think>
The image appears to be overexposed, which means it is too bright and lacks detail. This makes it difficult to 
discern specific features or objects within the image. The lack of detail suggests that the image may not have 
been taken under ideal lighting conditions or that the camera settings were not adjusted properly for the 
scene.
</think>
<answer>0.20</answer>

Realistic Distortion Scenario

<think>
The image appears to be somewhat blurry, which affects the sharpness and detail that could otherwise be 
present. The lighting seems adequate but not particularly bright or well-distributed, which might have 
contributed to some of the blurriness. The focus is not entirely clear, as the edges of the dog's features are not 
sharply defined. There is also a noticeable amount of noise or graininess in the image, which further reduces 
its quality.
</think>
<answer>1.80</answer>

<think>
The image is clear and well-lit, showing the pizza in good detail. The colors are vibrant, and the texture of the 
pizza toppings is visible. There are no apparent distortions or blurs that would affect the overall quality. The 
composition is centered, which helps focus attention on the subject.
</think>
<answer>4.87</answer>

<think>
The image appears to be clear and well-lit, with good focus on the KFC logo and the hand in the foreground. 
The colors are vibrant, and there is no noticeable noise or blurriness. However, the composition could be 
improved by centering the KFC logo more prominently in the frame. Despite this minor issue, the overall quality 
of the image is quite good.
</think>
<answer>4.20</answer>

<think>
The image appears to be clear and well-lit, with good focus on the subject. The background is slightly out of 
focus but still recognizable as a natural setting with trees and a path. The colors are natural and there are no 
visible distortions or artifacts. The composition is straightforward, with the subject centered and prominent.
</think>
<answer>4.38</answer>

<think>
The image is clear and well-lit, capturing the action of two individuals kayaking. The details of their clothing 
and the kayak are visible, indicating good resolution. The background is slightly out of focus, which helps to 
emphasize the subjects, but it does not detract significantly from the overall quality. There are no apparent 
distortions or blurs that would lower the quality.
</think>
<answer>4.70</answer>

<think>
The image appears to be taken at night or in low-light conditions, which is evident from the dark background 
and the presence of bright red lights. The red lights seem to be part of fireworks or some other form of 
illumination, but the details are not clear due to the low light and the lack of focus. There is also a significant 
amount of noise or graininess visible in the image, which further reduces its clarity. The composition is 
somewhat abstract, making it difficult to discern specific objects or events.
</think>
<answer>2.00</answer>

Figure 7: Visual reasoning samples from VisualQuality-R1 under the realistic distortion scenario.
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