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Abstract

Super-resolution (SR) is an ill-posed inverse problem,
where the size of the set of feasible solutions that are consis-
tent with a given low-resolution image is very large. Many
algorithms have been proposed to find a “good” solution
among the feasible solutions that strike a balance between
fidelity and perceptual quality. Unfortunately, all known
methods generate artifacts and hallucinations while trying
to reconstruct high-frequency (HF) image details. A fun-
damental question is: Can a model learn to distinguish
genuine image details from artifacts? Although some re-
cent works focused on the differentiation of details and ar-
tifacts, this is a very challenging problem and a satisfac-
tory solution is yet to be found. This paper shows that the
characterization of genuine HF details versus artifacts can
be better learned by training GAN-based SR models using
wavelet-domain loss functions compared to RGB-domain
or Fourier-space losses. Although wavelet-domain losses
have been used in the literature before, they have not been
used in the context of the SR task. More specifically, we
train the discriminator only on the HF wavelet sub-bands
instead of on RGB images and the generator is trained by
a fidelity loss over wavelet subbands to make it sensitive to
the scale and orientation of structures. Extensive experi-
mental results demonstrate that our model achieves better
perception-distortion trade-off according to multiple objec-
tive measures and visual evaluations.

1. Introduction

Single image super-resolution (SR) aims to reconstruct
high-frequency (HF) details missing in low-resolution (LR)
images. Early deep-learning based SR works employed
simple convolutional neural networks (CNN), trained by
pixel-wise [; and [, fidelity losses [11, 26]. They were fol-
lowed by better models, which adopted residual [29, 32, 69]
and dense connections [58, 70]. Later, the spatial attention,
channel attention [7, 43, 46, 64, 69] and transformer net-
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Figure 1. Perception-distortion trade-off performance of our
model WGSR vs. state-of-the-art methods on the PSNR-NRQM
plane. Dashed curve shows the theoretical limit explained in [3].
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Figure 2. Visual performance of recent x4 SR methods on a crop
from Urban100 dataset (img-6) [20]. SOTA methods reconstruct
“5” as “6”, whereas the opening in the lower part of “5” is visible
in our result confirming that our model strikes a better balance
between fidelity and visual quality. Note PSNR, DISTS and other
quantitative scores are not good indicators of such artifacts.
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works [30, 68] have demonstrated impressive performance
in terms of peak-signal-to-noise ratio (PSNR) and struc-
tural similarity measure (SSIM). However, minimization of
mean-square error favors a probability-weighted average of
all feasible SR outputs; hence, models that are optimized
based only on fidelity losses produce overly smoothed im-
ages that lack HF details.

In order to generate visually more appealing results,
generative SR models such as generative adversarial net-
works (GANS) [29, 40, 52, 60, 67][10, 24, 29, 39, 65], flow
models [27, 35], and diffusion models [15, 49, 51, 53] have
been proposed. Generative SR models aim to sample pre-
dicted SR images from a distribution that is similar to that
of ground-truth (GT) images. However, they are known
to hallucinate HF details and produce structural artifacts.
Flow and diffusion models perform stochastic sampling in
the sense that a single model can generate many samples.
Hence, they allow less control per sample on learning de-
tails vs. artifacts. In this paper, we focus on conditional
GAN-SR models, where a single trained model generates
a single SR image sample. GAN models are trained by
a weighted sum of pixel-wise fidelity and adversarial (dis-
criminator) losses [16]. Additional perceptual losses, such
as the VGG loss [29], the texture matching loss [57], and
the content loss [42] have been suggested to enforce feature-
level similarity between SR and GT images to alleviate hal-
lucinations and artifacts. However, perceptual losses are not
sufficiently effective to control hallucinations and artifacts.

The perception-distortion (PD) trade-off hypothesis [3]
states there is a bound beyond which any perceptual quality
improvement (measured by a no-reference metric) comes
at the expense of increased distortion (measured by a full-
reference metric). Finding the best trade-off between fi-
delity and perceptual quality is not a well-defined opti-
mization problem mainly because no quantitative percep-
tual image quality measure correlates well with human pref-
erences. Recognizing this, recent SR challenges require
consistency of SR reconstructions with the LR observations
under the forward degradation model (also called feasible
solutions) and conduct human evaluations for visual quality
[17, 36, 37]. Yet, the size of the set of feasible solutions is
very large, and determining which feasible solutions con-
tain genuine image details and which contain artifacts or
hallucinations is extremely challenging even for humans.

In this paper, we propose a novel GAN-SR framework
that uses wavelet-domain losses to suppress hallucinations
and artifacts for a better PD trade-off. We define fidelity
and adversarial losses over the subbands of the stationary
wavelet transform (SWT), where the scale and orientation
of decomposed image features are well represented. Since
the SWT decomposes an image without sub-sampling, it
is able to provide the distinctive local features of low-
frequency (LF) and HF subbands. Enforcing the recon-

structed SR images to preserve local statistics within differ-

ent subbands of HR images as an optimization goal enables

the model to learn image details with different scales and
orientations for a better PD trade-off.

Our wavelet-guided super-resolution (WGSR) model
provides a better PD trade-off in the NRQM vs. PSNR
plane compared to other state-of-the-art (SOTA) methods as
shown in Fig. 1, where our NRQM score is the best among
other methods with similar PSNR and our PSNR score is
higher than RankSRGAN, which has similar NRQM score.
Also, Fig. 2 demonstrates a visual comparison of our
method and other SOTA methods. WGSR, shows remark-
able performance by regulating easily visible artifacts, e.g.,
the opening in the lower part of “5” is visible in our result,
while other SOTA methods reconstruct “5” as “6.” Note
that quantitative scores, such as PSNR, DISTS and others,
are not good indicators of such artifacts. To the best of
our knowledge, our method is the first adversarial training
scheme that employs wavelet guidance for artifact control,
which can be applied to any GAN-SR model. To summa-
rize, our primary contributions are:

* We propose a wavelet-domain fidelity loss (a weighted
combination of [; losses on different wavelet sub-bands
instead of the conventional RGB-domain [/; loss), which
is sensitive to the scale and orientation of local structures
in images better observed in the SWT subbands.

* We propose utilizing an SWT-domain discriminator for
adversarial training in order to control HF artifacts. We
show that training the discriminator over HF wavelet sub-
bands allows better control of the optimization landscape
to segregate artifacts from genuine image details com-
pared to the traditional RGB-domain discriminator.

* We show that combining our proposed wavelet-guided
training scheme with the RGB-domain DISTS perceptual
loss (instead of the conventional VGG-based LPIPS loss)
significantly improves fidelity (up to 0.5 dB in PSNR)
with minimal (less than 1%) loss in perceptual quality.

2. Related Work

GAN-based SR. GANSs [16] offer a principled approach
to achieve PD trade-off by controlling the weights of per-
ceptual and fidelity losses in order to generate realistic im-
ages. To improve perceptual quality, Johnson et al. [24]
proposed a perceptual loss. Ledig et al. [29] proposed SR-
GAN with adversarial training along with the SRResNet
generator. Wang ef al. [60] proposed the ESRGAN with
the Residual-in-Residual Dense Block (RRDB) architecture
which has been employed as a standard backbone in many
SOTA GAN-SR methods. Later, Rakotonirina et al. [50]
improved ESRGAN by additional noise injection and pro-
posed ESRGAN+. Zhang et al. [67] presented a Ranker
that learns the behavior of perceptual metrics in RankSR-
GAN. Ma et al. [40] proposed SPSR attenuate geometric

5927



LL Subband
SWTonY
Generator Channel
Detail
Subbands
LL Subband
SWTonY
Channel
Detail
Subbands

adversarial

loss weight
H tuning
parameters

perceptual

loss weight
Perceptual O
Loss b

Figure 3. Overview of the proposed GAN-SR framework guided by wavelet-domain losses, where the strength of the adversarial loss is
tuned for each subband to control artifacts and the discriminator learns to decide whether the generated detail subbands are real or fake.

distortions by preserving structure. Liang et al. [31] sug-
gested a locally discriminative learning framework LDL by
externally computing a probability map of each pixel being
artifacts based on patch-level residual variances. Park et
al. [47] introduced Flexible Style Image Super-Resolution
(FxSR), which optimizes SR network with image-specific
objectives without considering the regional characteristics.
Later, in SROOE, Park et al. [48] proposed optimal objec-
tive estimation depending on perceptual and objective im-
age maps. These methods [31, 47, 48] coexist with the com-
putational burden of a large number of image maps. On the
contrary, our wavelet-loss guided model does not require
explicit calculation of an artifact map and inherently learns
to suppress artifacts while retaining genuine details.

Training GANs by Frequency Domain Losses. Many
studies have proposed frequency-related losses that better
control the PD trade-off and ease the training of GANs [6,
12-14, 55, 72]. Fritsche et al. [12] proposed ESRGAN-
FS, and the adversarial loss computed solely on the high-
pass filtered images. Zhou et al. [72] introduced CARB
GAN-FS with two discriminator models that treat LF and
HF components separately. In [22], Jiang ef al. proposed
a focal frequency loss to alleviate the generation of fre-
quency components that are hard to synthesize by means
of a weighted Fourier space distance. Fuoli et al. [13] sug-
gested Fourier domain discriminator to eliminate spectral
discrepancies. Recently, Luo et al. [38] introduced Dual-
Former, which utilizes spatial and spectral discriminators
simultaneously. However, DFT domain (spectral) losses
cannot localize HF image features according to scale and
orientation, unlike wavelet decompositions, to characterize
genuine details vs. artifacts.

Modeling SR in the Wavelet Domain. Wavelet decom-
position based approaches played crucial role in various
computer vision tasks including GAN-inversion [33, 45],
generative modeling [14, 49, 56], face-aging [5, 34], video

compression [59], medical and thermal imaging [61, 66].
Wavelet-domain learning methods have also been applied to
SR tasks [18, 19, 54, 62, 71]; but existing methods directly
predict wavelet coefficients of SR images. Specifically,
Deng et al. [8] proposed fusing images generated by objec-
tive and perceptual quality criteria via style transfer in the
pixel domain. Later, Deng et al. [9] employed Wavelet Do-
main Style Transfer (WDST), which performs style transfer
on wavelet subbands. Zhang et al. [71] proposed PDASR to
achieve PD trade-off by a two-stage SR framework that em-
ploys a low-frequency content constraint. PDASR recon-
structs different frequency subbands independently, which
causes inconsistency between subbands and results in un-
natural artifacts. In contrast, we are the first to train pixel-
domain ESRGAN [60] model using weighted wavelet sub-
band losses departing from conventional RGB /1 loss. Our
method, WGSR, is superior to others because predicting
RGB pixels is easier than predicting sparse wavelet coef-
ficients of detail bands, while unequal weighting of losses
in different wavelet subbands enables learning structures
with different scales and orientations. To the best of our
knowledge, WGSR is the first GAN-based RGB-domain SR
model guided by wavelet-domain losses.

3. WGSR: Wavelet-Guided SR Framework

We propose a novel adversarial training framework pre-
sented in Fig. 3 for GAN-SR models that suppresses HF
hallucinations and artifacts to achieve better PD trade-off
by (i) training the discriminator only on the HF subbands,
(ii) introducing a wavelet domain distortion loss to guide
the generator, and (iii) selecting more suitable perceptual
loss that couples better with our optimization objective.

3.1. Rationale for using Wavelet-Domain Losses

The Stationary Wavelet Transform (SWT) allows multi-
scale decomposition of images [21] into one LF subband
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referred as LL and several HF (e.g., LH, HL, HH) sub-
bands. The decomposition level of LL subband determines
the number of HF subbands that convey the detailed infor-
mation in horizontal, vertical, and diagonal directions, re-
spectively. It is important to note that since the resolution is
highly critical in SR tasks, we utilize the SWT rather than
classical Discrete Wavelet Transform (DWT). The main dif-
ference of SWT is the removal of the decimation part in
the DWT, hence, the SWT method inherently couples the
scale/frequency information with spatial location.

The LL subband of the SWT decomposition has a signif-
icant effect on the fidelity of the reconstructed images [9].
Hence, it is crucial not to alter the existing frequencies or
introduce new ones into the LL subband to attain low dis-
tortion. At the same time, the HF contents of an image
that are aligned with the LL spatial contents need to be
reconstructed to achieve photo-realistic images. To better
demonstrate the key advantages of SWT-guided adversarial
training, we apply 1-level SWT decomposition to HR im-
age, to the result of ESRGAN+ [50] and to the result of our
WGSR method and present these decompositions in Fig. 4.
While training ESRGAN+ [50], there is no guidance pro-
vided by wavelet domain losses, hence it represents classi-
cal adversarial training approach, and the image generated
by ESRGAN+ [50] contains exaggerated artifacts. When
we closely examine the HF subbands, due to the orientation
of structures in the image, the HL subband contains more
hallucination with higher distortion, resulting to have the
lowest PSNR score among other subbands. So, this specific
patch of the ESRGAN+ [50] actually requires enhancement
in the HL subband. However, extracting this information
from the RGB image itself is much harder than doing it on
the HL subband for the discriminator network and it fails to
recognize this unnatural artifact in the vicinity of the win-
dow in the image. On the other hand, we optimize our dis-
criminator network to separate the details from artifacts by
only feeding the HF subbands as opposed to RGB images.
As a result, our wavelet-guided optimization result shows
significant improvement in all subbands, as well as in the
final SR image; hence, it obtains remarkable photo-realistic
result that contains genuine image details rather than hallu-
cinated artifacts.

3.2. Architecture

The proposed framework shown in Figure 3 consists of an
RGB-domain generator and a SWT-domain discriminator,
which are jointly trained using SWT-guided fidelity and ad-
versarial, and pixel-domain perceptual losses. The frame-
work is generic in the sense that any generator and any dis-
criminator model can be easily plugged into this framework.
SWT-domain Discriminator We employ a discriminator
network that is tasked to learn how “real” are the generated
HF details (LH, HL, and HH subbands) compared to the

HH subband

33.033 dB
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J

Ours - 31.239dB  34.491 dB 26.367 dB
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Figure 4. Illustration of our main premise that imposing different
losses to different SWT subbands results in remarkable quantita-
tive and qualitative performance improvements in GAN-based SR
models. Specifically, enforcing fidelity loss on wavelet sub-bands
instead of on RGB channels and running the discriminator only on
detail (LH, HL, and HH) subbands helps eliminate visible artifacts
caused by ESRGAN+ [50] and leads to better preservation of de-
tails. Overall scores of our method WGSR (PSNR: 26.33/DISTS:
0.115) outperform ESRGAN+ [50] (PSNR: 22.78/DISTS: 0.225).

ones that appear in the SWT decomposition of HR images.
Our discriminator only evaluates the horizontal, vertical
and diagonal details as opposed to evaluating RGB images,
since they are crucial to control details vs. hallucinated ar-
tifacts. As shown in the last 3 columns of Fig. 4, LH, HL,
and HH subbands convey sparse information, which simpli-
fies the task of the discriminator and enables stable training.
The training pipeline of the discriminator starts with YCbCr
conversion of the generated image. The SWT decomposi-
tion is applied on the Y channel (Cb and Cr are discarded)
to obtain LL, LH, HL and HH subbands. Only the details
(LH,HL, HH) subbands are used to train the discriminator.
The architecture of the discriminator consists of 9 convolu-
tion layers, whose kernel size alternates between 3x3 and
4x4, followed by 2D batch norms, and ReLU activation ap-
plied in between as in [25]. The number of output features
of each convolutional layer increases from 64 to 512 and
at the end, there are 2 linear layers with LeakyReLU acti-
vation which returns a 2D array to determine whether the
HF subbands of the generated image resemble the ones of
the GT image. Since this approach allows the discriminator
to focus more on the relevant HF details of the generated
images, which is where the artifacts are clearly separated
from genuine details, it prevents hallucinations and elimi-
nates distortions.

RGB-domain Generator The RRDB [60] architecture is
selected as a backbone generator network, which consists
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of 23 residual-in-residual dense blocks without batch norm.
Except for the output layer, all convolutional layers use 3x3
kernels with 64 features, and Leaky ReL.U is selected as the
activation function. Since the generator network takes ran-
domly cropped RGB patches during training we refer to it
as RGB-domain generator. It is worth mentioning that our
proposed training scheme with wavelet domain losses and
SWT-domain discriminator can be coupled with any gener-
ator network architecture.

3.3. Training by SWT-Domain Losses

Instead of using the regular RGB-domain fidelity loss as
in conventional GAN-SR methods, we define the SWT-
domain fidelity loss, L gy 7, with corresponding tuning pa-
rameters. The flexibility of weighting the contribution of
each subband individually enables adjusting the balance of
fidelity and perceptual quality of the generated SR image.
We sum the /; fidelity loss between SWT subbands of gen-
erated images = and the GT image y and average over a
minibatch size denoted as E[.], given by

Lswr = E[Q_N[SWT(G(@), — SWT(),|,] M

where G denotes the generator model and \; are appro-
priate scaling factors to control the generated HF details
to avoid hallucinations and disturbing visual artifacts ap-
pearing around fine-scale regular structures such as sharp
lines/edges on windows, buildings, letters, or tree branches.
When the lowest frequency (LL) subband contains flat re-
gions or large-scale structures, it is important to preserve
the shapes of objects to maintain the objective quality. So,
we compute the adversarial loss term, given by equation 2,
over the detail subbands (LH, HL, and HH) in order not to
alter the existing frequencies or introduce new ones.

Laav,c = —E[log(1 — D(SWT(y),))]
—E[logD(SWT(G(x)),)] ()

where D is the discriminator model, and * indicates con-
catenation of details subbands.
Then, the overall loss for the generator is given by

LG = LSWT + Aad'u ' Ladv,G + Aperc : Lperc (3)

where L,.,. denotes the perceptual loss, measuring errors
in the feature space provided by image quality assessment
DISTS [10].

The loss term for the discriminator, which only takes the HF
details subbands as input, is given by

Lp = —E[logD(SWT(y),)]
~E[log(1 - DSWT(G(x)),))] @)
Since determination of the optimal values A for each sub-
band is not straightforward, we find the best PD trade-off

point by searching empirically to be at Ap; = 0.1, Apg =
AL =0.01, Ag g =0.05, Aggp = 0.005 and Apere = 1.

4. Experiments
4.1. Experimental Setup

Training Details. As a training set, we used 800 LR im-
ages from DIV2K [ 1] that are generated using the MATLAB
bicubic downsampling kernel with a scaling factor of 4x.
Randomly cropped 32x32 pixels of RGB LR patches on
a minibatch of 16 are given to the generator. Then the loss
terms are calculated after applying SWT to the Y-channel of
generated images. The ADAM optimizer [28] with default
settings 1 = 0.9 B = 0.999, and ¢ = 1078 is selected
for the optimization. We initialize training parameters of
the generator with the pre-trained RRDB [60] weights and
then perform 60k iterations with an initial learning rate of
10~* which is halved after 50k iterations. Since wavelet
loss is calculated during the training, it does not affect the
runtime, hence the inference time of WGSR is the same as
the inference time of RRDB [60].

Benchmarks and Metrics. To assess the generalization
performance of our model, we report results on Set5 [2],
Set14 [63], BSD100 [41], Urban100 [20] and DIV2K [1]
validation dataset. We report PSNR and SSIM scores on the
Y channel to demonstrate the objective quality of generated
SR images. The perceptual quality of images is assessed via
utilizing the full-reference metrics LPIPS [65], DISTS [10],
and no-reference metrics NIQE [44], NRQM [39] and PI [4]
on RGB images for a comprehensive evaluation. We also
report LR-PSNR results on benchmarks to verify the LR-
consistency of the predicted results. SR predictions must
achieve at least 45 dB PSNR between the downsampled ver-
sion of SR predictions and the corresponding LR images to
satisfy the LR-Consistency criterion [36, 37].

4.2. Comparison with the state-of-the-art

Quantitative Comparison. Table 1 demonstrates quanti-
tative comparison for x4 SR methods and our proposed
approach WGSR. We compare our method with the exist-
ing state-of-the-art methods including ESRGAN-FS [12],
ESRGAN+ [50], SPSR [40], RankSRGAN [67], SRFlow-
DA (heat=0.9) [23], LDL [31], FxSR (t=0.8) [47], PDASR
[71] and SROOE (t=0.9)[48]. Our method WGSR im-
proves the perceptual quality and the reconstruction accu-
racy simultaneously. Specifically, the table shows that our
method yields the best perceptual scores in terms of NIQE,
NRQM, and PI without significantly compromising objec-
tive quality. Also, in terms of distortion-oriented metrics
such as PSNR and SSIM, our method provides better fi-
delity scores compared to other GAN-SR approaches. Our
proposed network WGSR also exceeds 45 dB LR-PSNR
which guarantees the original information conveyed by the
LR images is preserved, thus, it does not suffer from LR-
consistency, unlike ESRGAN-FS [12], ESRGAN+ [50],
SPSR [40] and RankSRGAN [67]. To conclude, our pro-
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Table 1. Quantitative comparison of the proposed wavelet decomposition-based optimization objective vs. other state-of-the-art methods
for x4 SR task. The best and the second-best are marked in bold and underlined, respectively.

Benchmark Metric ESRGAN-FS ESRGAN+ SPSR  RankSRGAN SRFlow-DA  LDL FxSR  PDASR DualFormer SROOE WGSR WGSR
[12] [50] [40] [67] [23] [31] [47] [71] [38] [48] (1-lvl)  (2-Ivl)
Dataset DF2K DIV2K DIV2K DIV2K DF2K DIV2K DIV2K DIV2K DIV2K DF2K  DIV2K DIV2K
PSNR 1 30.329 29.002 30.357 28.859 30.764 30.964 30.858  31.728 31.299 31285 31.334 31.508
SSIM 1 0.844 0.801 0.843 0.823 0.855 0.860 0.855 0.875 0.869 0.867 0.866 0.869
LPIPS | 0.065 0.100 0.065 0.077 0.084 0.066 0.060 0.078 0.066 0.064 0.065 0.068
LPIPS-VGG | 0.172 0.224 0.167 0.194 0.189 0.151 0.163 0.178 0.149 0.148 0.168 0.162
Set5 DISTS | 0.096 0.126 0.092 0.109 0.110 0.092 0.096 0.110 0.093 0.094 0.110 0.107
NIQE | 4.320 4.710 4215 3.589 5.600 4.602 4.642 5.520 5.225 5.067 4.175 4.270
NRQM 1 8.015 8.250 8.079 8.613 6.886 7.588 7.973 7.416 7.156 7.428 8.252 7.927
PI| 3.385 3.380 3.337 2.663 4.439 3.681 3.565 4.286 4.210 3.884 3.160 3.239
LR-PSNR 1 42.950 42.860 43.630 38.210 49.940 46.590 50.210  53.280 42.929 51.020 49911 50.868
PSNR 1 26.415 25.923 26.564 25.797 27.123 27.096  27.115  27.869 27.394 27.278 27395 26.689
SSIM 1 0.711 0.685 0.714 0.686 0.728 0.735 0.733 0.751 0.739 0.739 0.739 0.716
LPIPS | 0.140 0.159 0.132 0.145 0.133 0.131 0.123 0.142 0.120 0.116 0.138 0.140
LPIPS-VGG | 0.241 0.274 0.237 0.261 0.254 0.225 0.227 0.247 0.216 0.215 0.252 0.257
Setl14 DISTS | 0.102 0.126 0.098 0.112 0.113 0.098 0.097 0.112 0.092 0.090 0.112 0.110
NIQE | 3.586 3.495 3.657 3.220 4.238 3.635 3.578 4.109 4.167 3.984 3.594 3.309
NRQM 7t 8.029 8.046 8.056 8.227 7.843 7.907 7.992 7.818 7.821 7.928 7.930 8.196
PI| 2.838 2.768 2.908 2.519 3.196 2.959 2.880 3.251 3.272 3.093 2914 2.577
LR-PSNR 1 40.930 41.270 41.390 37.180 49.570 44500 49.000  50.510 41.678 49.150  49.023  48.937
PSNR 1 25.389 24.653 25.546 25.043 26.335 26.142  26.179  26.879 26.527 26364 26471  26.372
SSIM 1 0.658 0.614 0.659 0.639 0.684 0.682 0.685 0.703 0.691 0.693 0.696 0.684
LPIPS | 0.166 0.211 0.161 0.183 0.191 0.163 0.157 0.187 0.158 0.153 0.187 0.174
LPIPS-VGG | 0.269 0.313 0.263 0.285 0.286 0.244 0.253 0.272 0.242 0.241 0.283 0.282
BSD100 DISTS | 0.119 0.151 0.118 0.129 0.145 0.118 0.118 0.136 0.119 0.116 0.137 0.132
NIQE | 3.386 3.675 3.261 2.903 3.603 3.383 3.386 3.902 3.957 3.684 3.428 3.243
NRQM 1 8.706 8.702 8.703 8.791 8.561 8.623 8.680 8.608 8.617 8.644 8.792 8.793
PI| 2.402 2.531 2335 2.086 2.631 2.473 2.422 2.779 2.796 2.576 2.053 2.065
LR-PSNR 1 39.910 41.530 40.990 37.510 49.920 43.690 49.260 49.830 42.306 49.610 49.046 48915
PSNR 1 24.556 23.235 24.795 24.121 25.632 25491  25.668  26.279 25.686 25.939 25779  25.606
SSIM t 0.743 0.707 0.747 0.719 0.763 0.767 0.772 0.785 0.773 0.779 0.781 0.777
LPIPS | 0.124 0.143 0.119 0.143 0.129 0.110 0.109 0.123 0.115 0.108 0.135 0.135
LPIPS-VGG | 0.222 0.248 0.216 0.249 0.241 0.197 0.204 0.223 0.200 0.199 0.243 0.243
Urban100 DISTS | 0.090 0.104 0.085 0.106 0.115 0.082 0.087 0.102 0.085 0.085 0.108 0.101
NIQE | 3.803 3.639 3.686 3.712 4.361 3.777 3.801 4.012 4.148 3.906 3.526 3.326
NRQM 71 6.652 6.571 6.631 6.756 6.479 6.582 6.608 6.540 6.518 6.552 6.827 7.406
PI| 3.590 3.562 3.549 3.278 3.918 3.617 3.603 3.750 3.831 3.695 3.266 3.112
LR-PSNR 1 40.170 39.200 40.420 36.390 49.790 44570 48310  50.900 41.367 48.570  48.250 48.125
PSNR 1 28.073 26.770 28.190 27.196 28.954 28.959  29.022  29.707 29.250 29.312  29.188  29.857
SSIM 1 0.770 0.743 0.772 0.740 0.789 0.795 0.798 0.810 0.802 0.803 0.804 0.820
LPIPS | 0.116 0.133 0.110 0.145 0.123 0.101 0.103 0.123 0.097 0.103 0.104 0.111
LPIPS-VGG | 0.226 0.242 0.218 0.250 0.253 0.199 0.212 0.237 0.202 0.200 0.210 0.213
DIV2K DISTS | 0.058 0.067 0.055 0.067 0.075 0.053 0.057 0.076 0.056 0.054 0.054 0.056
NIQE | 2.953 2911 2.952 2.576 3.828 2.966 3.064 3.439 3.237 3.464 2.888 2.943
NRQM 1 6.724 6.721 6.694 6.828 6.519 6.610 6.671 6.560 6.611 6.543 6.870 6.452
PI| 3.137 3.126 3.158 2.891 3.650 3.213 3.231 3.462 3.340 3.516 3.107 3.602
LR-PSNR 1 42915 38.407 42.565 37.758 50.151 45900 50514  51.690 51.088 42950  49.057 49.076

posed wavelet guidance for the optimization objective pre-
serves the LR manifold and generates photo-realistic high
perceptual quality SR images.

Qualitative Comparison. Visual comparisons among x4
SR approaches and WGSR are presented in Fig. 2 and 5.
Similar conclusions to the quantitative comparisons can
be drawn from qualitative comparisons. We observe that
all GAN-SR results including ESRGAN-FS [12], ESR-
GAN+ [50], SPSR [40], RankSRGAN [67], LDL [31] and
FxSR [47] produce visible artifacts and experience exces-
sive sharpness. On the other hand, our method WGSR
is able to reconstruct the genuine image details with high
reconstruction accuracy including the regions with regular
patterns and the areas containing fine details such as the
light pink flowers on the bush (Fig. 5). Moreover, the visual
results presented in Fig. 2 certainly demonstrate the recon-

struction power of WGSR when it comes to information-
centric applications. The other state-of-the-art GAN-SR
methods cannot recover the correct number “45”. In con-
trast, WGSR is the clear winner for that image patch by
learning to control artifacts while providing genuine image
details. These improvements show that the wavelet-domain
losses is a suitable optimization objective to train GAN-SR
models to obtain photo-realistic, high-quality and accurate
SR images.

SWT Decomposition Levels. The number of levels of
the SWT decomposition is another parameter that offers
flexibility on controlling genuine details vs. artifacts and
affects the SR performance. The best number of levels
depends on the scale and orientation of structures appear-
ing in LR images. An example image crop containing
lines with different orientation and spatial frequencies is
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Figure 5. Visual comparison of the proposed wavelet-guided perceptual optimization method with the state-of-the-art methods for x4
SR on natural images from BSD100 validation set. Our method WGSR with 2-level SWT provides the best balance between perception-
distortion trade-off for natural images and it has clear advantages in reconstructing realistic HF details while inhibiting artifacts. Additional

visual comparisons can be found in the supplementary materials.

-
Bicubic interp

FxSR [47]

WGSR a—lvl) WGSR (2-1vl) HR ground-truth

Figure 6. Visual comparison of different models on an image from
Urban100 (img-92) dataset. FxSR [47], SROOE [48] and WGSR
with 1-level SWT show aliasing artifacts whereas WGSR with 2-
level SWT recovers all structures at different scales.

shown in Fig. 6. The state-of-the-art GAN-based SR meth-
ods FxSR [47] and SROOE [48] are unable to recover
the correct structure on the right section of the crop. Here,
our WGSR model with 1-level SWT can recover the cor-
rect orientiation of lines but some visible aliasing remains.
The best visual result can be obtained when 2-level SWT
is used by further decomposition of the LL subband of 1-
level SWT into 4 subbands (L-LL, L-LH, L-HL, L-HH) and
keeping the details subbands as in 1-level SWT. That is,
after applying 2-level SWT, we obtain 7 subbands which
brings additional flexibility in weighting loss terms for each
subband. In our results, the weight parameters for 2-level

decomposition is set to Ap_rr = 0.1, Ap_rg = Ap_gr
= 0.01 and )\LfHH = 005, )\LH = )\HL = 0.1 and )\HH
= 0.05. Note that the detail (LH, HL, and HH) subbands
of the 2-level decomposition are the same as in 1-level de-
composition and they are assigned the same weights. We
observe that computing losses on 2-level SWT manages to
recover genuine details and structures when its level-2 (mid)
HF subbands are penalized more in fidelity losses.

The Choice of Wavelet Family. In order to investigate
the effect of the choice of wavelet family on our results,
we conduct experiments with a large selection of wavelet
filters including haar; db7 and dbl9 from Daubechies;
sym7 and sym19 from Symlets; bior2.6 and bior4.4 from
Biorthogonal wavelet families.

The PD trade-off performance of our WGSR model with
different wavelet families on BSD100 [41] benchmark is
shown in Fig. 7. We observe that the PD trade-off per-
formance varies according to the choice of wavelet fam-
ily. The best objective quality is provided by the Sym-
let “sym19” filter and the best perceptual quality among
all solutions is achieved by the Daubechies “db7” filter.
The results show that the best trade-off point is achieved by
the Symlet “sym7” filter, since it is the closest to the lower
left corner of the PSNR-NRQM plane. Hence, we utilize
‘sym7” wavelet filter in our results.
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Figure 7. Perception-distortion trade-off performance of our

method WGSR with different wavelet families indicated as or-
ange stars and comparison of other state-of-the-art methods on the
PSNR-NRQM plane for BSD100 [41] dataset.

4.3. Ablation Study

We conduct ablation studies to investigate the effect of each
loss term in our WGSR method including the fidelity /1, ad-
versarial L4, ¢ and the perceptual loss L, in eqn. 2. Re-
sults are reported in Table 2. #0 refers to the baseline ESR-
GAN [60], where [ and L4, are computed in the RGB
domain, and L., is taken as LPIPS.

In #1, we change L,.,.. from LPIPS [65] to DISTS [10],
which results in an increase of 0.3 dB and 1.6% in objec-
tive and perceptual performance, respectively, compared to
baseline #0. Similar improvements can also be observed
from #4 to #35, where both [; and L4, ¢ are computed in
the SWT domain. These results validate using DISTS in-
stead of LPIPS navigates the SR model to a better PD point
since both objective and perceptual performance improves.

Next, we investigate the effect of computing /; and
Lodv,c losses in the RGB vs. SWT domain. In #2, the {;
fidelity loss is calculated in the SWT domain. We observe
that the objective quality is improved by almost 1 dB with-
out any change in perceptual quality. This clearly demon-
strates the generated details can be better controlled by en-
forcing fidelity in the SWT subbands as opposed to RGB
images. On the other hand, calculation of L,g4, in the SWT
domain in #3 favors the perceptual quality. Finally, com-
bining all SWT domain losses in #5 (WGSR) achieves
the best trade-off between objective and perceptual quality.

4.4. Discussion of Limitations

Although the proposed training method is effective in im-
proving both fidelity and perceptual quality of SR images,
there are some challenges that remain:

i) Neither the PSNR nor any quantitative perceptual
scores are good indicators of visual artifacts. We demon-
strate that WGSR is effective in suppressing visual artifacts
in Figures 2, 5, and 6. However, this visual performance
does not reflect on quantitative measures.

Table 2. Comparison of fidelity and perceptual performance ac-
cording to the selection of domain of I; and L.4.,¢ and type
of Lperc evaluated on BSD100 [41] benchmark. The best and
the second-best are marked in bold and underlined, respectively.
We see that the proposed combination of losses (#35) achieves near
2 dB PSNR gain and better PI score compared to baseline (#0).

# ll Ladv,G Lperc PSNR T PI \I/

0 RGB RGB LPIPS 24506 2.543
1 RGB RGB DISTS 24812 2.502
2 SWT RGB DISTS 25.622 2.501
3 RGB SWT DISTS 24746 2.443
4 SWT SWT LPIPS 25.859 2.466
5 SWT SWT DISTS 26331 2.453

ii) Determining the best selection of weights on differ-
ent SWT-domain loss terms is difficult. During our search
for the best weights, we noticed decreasing weights on fi-
delity losses for LH and HL subbands causes fidelity scores
to drop, and increasing the weight of the fidelity term on
the HH subband decreases perceptual quality. On the other
hand, higher A\,4, or Aperc lead to improvement of percep-
tual quality at the expense of fidelity. Hence, the selection of
weights leads to different PD trade-off points. In summary,
while our results demonstrate training by wavelet-domain
losses steers towards a better PD point, we believe there is
still room for further improvements in discriminating gen-
uine image details from artifacts.

5. Conclusion

The PD trade-off hypothesis states the impossibility of im-
proving both fidelity and perceptual quality simultaneously
beyond a theoretical limit, which is unknown in practi-
cal settings. This paper shows we can improve both fi-
delity (PSNR) and perceptual quality (NRQM) compared to
most of the SOTA methods, while we can only improve on
one with just a small compromise on the other vs. some
other methods. Hence, we claim we can reach a better
PD trade-off with the guidance of wavelet-domain losses.
In particular, we propose a novel GAN-based SR model
training method, which utilizes a weighted combinations
of wavelet-domain losses. By controlling the strength of
fidelity and adversarial losses according to the scale and
orientation of image features in different subbands, our
model is capable of learning genuine image details with
high reconstruction accuracy without suffering HF artifacts
and hallucinations. Extensive experiments on widely used
benchmark datasets demonstrate that WGSR outperforms
existing GAN-SR methods quantitatively and qualitatively,
and provides better PD trade-off performance. The pro-
posed method for adversarial training is generic in the sense
that any off-the-shelf GAN-SR model can be easily plugged
into this framework to benefit from wavelet guidance.
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