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Abstract001

Limited large-scale evaluations exist for fa-002
cilitation strategies of online discussions due003
to significant costs associated with human in-004
volvement. An effective solution is synthetic005
discussion simulations using Large Language006
Models (LLMs) to create initial pilot experi-007
ments. We propose a simple, generalizable,008
LLM-driven methodology to prototype the de-009
velopment of LLM facilitators, and produce010
high-quality synthetic data without human in-011
volvement. We use our methodology to test012
whether current facilitation strategies can im-013
prove the performance of LLM facilitators. We014
find that, while LLM facilitators significantly015
improve synthetic discussions, there is no ev-016
idence that the application of more elaborate017
facilitation strategies proposed in modern So-018
cial Science research lead to further improve-019
ments in discussion quality, compared to more020
basic approaches. Additionally, we find that021
small LLMs (such as Mistral Nemo 12B) can022
perform comparably to larger models (such023
as LLaMa 70B), and that special instructions024
must be used for instruction-tuned models to025
induce toxicity in synthetic discussions. We026
confirm that each component of our method-027
ology contributes substantially to high quality028
data via an ablation study. We release an open-029
source framework XXX1 (pip install xxx),030
which implements our methodology. We also031
release a large, publicly available dataset con-032
taining LLM-generated and LLM-annotated033
discussions using multiple open-source LLMs.034

1 Introduction035

Research on conversational moderation/facilitation036

techniques is crucial for adapting to ever-changing037

and demanding online environments. Relevant038

work traditionally focused on isolating and remov-039

ing toxic and inappropriate content (Seering, 2020;040

Cresci et al., 2022), whereas the current social me-041

dia environment demands moderation systems to042
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Figure 1: LLM user-agents with distinct
SocioDemographic Backgrounds (SDBs) partici-
pate in a discussion, while the LLM moderator
monitors and attempts to improve the quality of
the discussion. We need to design prompts and
configurations for both types of LLM agents.

adequately explain their actions and prevent prob- 043

lematic user behavior before it surfaces (Cho et al., 044

2024; Seering, 2020; Cresci et al., 2022; Amaury 045

and Stefano, 2022). Facilitation mechanisms are 046

also needed to support community deliberation and 047

group decision-making (Kim et al., 2021; Seering, 048

2020). Note that “content moderation” usually in- 049

volves flagging and removing content, as opposed 050

to “conversational moderation”, which is studied 051

in this paper. The terms “facilitation” and “con- 052

versational moderation” are otherwise equivalent 053

(Argyle et al., 2023; Korre et al., 2025; Falk et al., 054

2021) and we treat them as synonyms in this paper. 055

A major challenge in connecting facilitation re- 056

search to real-world needs is the substantial costs 057

required both in researching and moderating dis- 058

cussions, due to human participation (Rossi et al., 059

2024). Many social media platforms overcome 060

this by outsourcing moderation to volunteers or 061

their own users (Matias, 2019; Schaffner et al., 062

2024), while others support only conventional con- 063

tent moderation using traditional Machine Learn- 064
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ing (ML) models, which are not enough in practice065

(Horta Ribeiro et al., 2023; Schaffner et al., 2024).066

Large Language Models (LLMs) have been hypoth-067

esized to be capable of facilitation tasks, which of-068

ten require actively participating in the discussions,069

instead of passively flagging or removing content070

(Small et al., 2023; Korre et al., 2025).071

While studies exist for simulating user interac-072

tions in social media (Park et al., 2022; Mou et al.,073

2024; Törnberg et al., 2023; Rossetti et al., 2024;074

Balog et al., 2024), and for using LLM facilitators075

(Kim et al., 2021; Cho et al., 2024), none so far076

have combined the two approaches. We posit that077

synthetic simulations can be a cheap and fast way078

to develop and test preliminary experiments with079

LLM facilitators, initial versions of which may be080

unstable or unpredictable (Atil et al., 2025; Rossi081

et al., 2024), before testing them with human par-082

ticipants. Our work thus asks the following two083

questions: (1) Can we produce high-quality syn-084

thetic discussions, involving alternative facilitation085

strategies, by crafting an appropriate environment086

for simulations? (2) Can we boost the effective-087

ness of LLM facilitators (in synthetic discussions)088

using prompts aligned with facilitation strategies089

proposed in modern Social Science research?090

We propose a simple and generalizable method-091

ology (§3) using LLM-driven synthetic experi-092

ments for online facilitation research, enabling093

fast and inexpensive model “debugging” and pa-094

rameter testing (e.g., finding LLM facilitator in-095

structions) without human involvement (Fig. 1).096

An ablation study (§5.2) demonstrates that each097

component of our methodology substantially con-098

tributes to generating high-quality data. We ex-099

amine (§4) four LLM facilitation strategies based100

on current Social Science facilitation research, in-101

cluding a novel strategy with additional inspiration102

from Reinforcement Learning (RL), and compare103

them with two common facilitation setups (no fa-104

cilitation, LLMs with simplistic prompts).105

We find that: (1) the presence of LLM facilita-106

tors has a positive and statistically significant in-107

fluence on the quality of synthetic discussions, (2)108

facilitation strategies inspired by Social Science re-109

search often do not manage to outperform simpler110

strategies (§5.1). Furthermore, we release XXX, an111

open-source Python framework for generating and112

evaluating synthetic discussions, alongside a large,113

publicly available dataset comprising automatically114

evaluated synthetic discussions (§6). We use open-115

source LLMs and include all relevant configura-116

tions in order to make our study as reproducible as 117

possible (see §A.3, §A.5). 118

2 Background and Related Work 119

2.1 LLMs as Human Subjects 120

When conducting social experiments with LLMs 121

instead of human subjects, it is imperative to know 122

how representative results can be. Grossmann et al. 123

(2023) argue that synthetic agents have the poten- 124

tial to eventually replace human participants, a 125

perspective shared by other researchers (Törnberg 126

et al., 2023; Argyle et al., 2023). Indeed, LLMs 127

have demonstrated complex, emergent social be- 128

haviors (Park et al., 2023; Marzo et al., 2023; Leng 129

and Yuan, 2024; Abdelnabi et al., 2024; Abramski 130

et al., 2023), and are able to infer survey responses 131

from SDBs (Hewitt et al., 2024) and personalized 132

interviews (Park et al., 2024). 133

However, significant limitations of LLMs remain 134

in the context of Social Science experiments. Is- 135

sues include undetectable behavioral hallucinations 136

(Rossi et al., 2024); sociodemographic, statistical 137

and political biases (Anthis et al., 2025; Hewitt 138

et al., 2024; Rossi et al., 2024), often amplified 139

during discussions (Taubenfeld et al., 2024); unre- 140

liable survey responses (Jansen et al., 2023; Bisbee 141

et al., 2024; Neumann et al., 2025); inconsistent an- 142

notations (Gligori’c et al., 2024); non-deterministic 143

outputs (Atil et al., 2025), especially in closed- 144

source models (Bisbee et al., 2024); and excessive 145

agreeableness due to alignment procedures (Park 146

et al., 2023; Anthis et al., 2025; Rossi et al., 2024). 147

Despite these issues, researchers frequently anthro- 148

pomorphize LLM agents (Rossi et al., 2024), ob- 149

scuring the true causes of their behavior (Anthis 150

et al., 2025; Zhou et al., 2024a). 151

Our study must thus be conservative towards 152

the generalizability of our results to discussions 153

with humans. We stress that our methodology is 154

designed for “debugging” and exploring LLM facil- 155

itators in-silico, before testing them in much more 156

costly experiments with human participants. Repro- 157

duction studies with humans are ultimately needed, 158

and we leave them for future work. 159

2.2 Evaluating Discussion Quality 160

Synthetic discussions often degrade rapidly with- 161

out human interaction, exhibiting repetitive, low- 162

quality content (Ulmer et al., 2024). However, 163

research on quantifying synthetic data quality is 164

currently limited. Balog et al. (2024) utilize a col- 165
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lection of graph-based, methodology-dependent,166

and lexical similarity metrics, most of which uti-167

lize human discussion datasets. Their most gen-168

eralizable metric—a vague “coherence” score—is169

LLM-annotated without theoretical support. Kim170

et al. (2021) rely on post-discussion surveys and171

lexical diversity to estimate the number of diverse172

opinions. Ulmer et al. (2024) propose “Diversity”,173

a metric which penalizes repeated sequences be-174

tween comments in a discussion:175

div(d) = 1− 2

Nd(Nd − 1)

Nd−1∑
i=1

Nd∑
j=i+1

R(c(i, d), c(j, d))

(1)176

where R is the ROUGE-L F1 score2 (Lin, 2004),177

and Nd the length (in comments) of discussion d.178

Low diversity points to pathological problems179

(e.g., LLMs repeating previous comments) (Ulmer180

et al., 2024). On the other hand, we find that ex-181

tremely high diversity scores may point to a lack182

of interaction between participants; a discussion183

in which participants engage with each other will184

feature some lexical overlap (e.g., common terms,185

paraphrasing points of other participants).186

Besides metrics for the quality of synthetic data,187

we also need metrics that can quantify how “well”188

a discussion is going from a human standpoint. We189

choose toxicity for two reasons: prompting LLMs190

for toxicity detection is reliable (Kang and Qian,191

2024; Wang and Chang, 2022; Anjum and Katarya,192

2024), and toxicity can inhibit online and deliber-193

ative discussions (De Kock et al., 2022; Xia et al.,194

2020)3. In this work, we employ LLM annotators195

for toxicity detection (§4.2).196

2.3 Synthetic Discussions197

Synthetic discussion systems include synthetic198

clones of Reddit (Park et al., 2022), Twitter/X (Mou199

et al., 2024), generic social media (Törnberg et al.,200

2023; Rossetti et al., 2024), games (Park et al.,201

2023), and social experiments (Zhou et al., 2024b).202

Balog et al. (2024) introduce their own method-203

ology to produce synthetic discussions; they extract204

topics and comments from real-world online discus-205

sions, and prompt an LLM to continue them. Un-206

like our approach, they do not use LLM user-agents207

to model conversational dynamics, nor do they208

model the presence of facilitators. Their method-209

ology faces challenges when LLMs generate mal-210

formed metadata (such as missing usernames), for211

2We use the rouge-score package in our analysis.
3We note that this is not always true (Avalle et al., 2024).

which they offer no solution besides detecting the 212

errors. It also relies on the existence of suitable 213

human discussion datasets. 214

Ulmer et al. (2024) create synthetic discussions 215

between two participants; an agent (who controls a 216

fictional environment) and a client (who interacts 217

with the agent). They then filter the generated dis- 218

cussions and use them as training data to further 219

finetune the agent LLM for a specific task. Their 220

approach, however, does not model the existence of 221

multiple clients (users), nor is it applied to online 222

discussion facilitation. Our proposed methodol- 223

ogy can be modelled as a generalization of their 224

paradigm; an agent (facilitator) converses with mul- 225

tiple clients (non-facilitator users). 226

Finally, Abdelnabi et al. (2024) create synthetic 227

negotiations with multiple agents having various 228

agendas and responsibilities. Our work can be 229

modelled as a domain shift of their methodology, 230

from negotiations to discussion facilitation; partici- 231

pants with different motivations (i.e., normal users, 232

trolls, long-standing community members) interact 233

with one another, while a stakeholder holding veto 234

power (facilitator) presides over the discussion. 235

2.4 LLM Facilitation 236

Unlike ML classification models traditionally used 237

in online platforms, LLMs can actively facilitate 238

discussions (Korre et al., 2025). They can warn 239

users for rule violations (Kumar et al., 2024), mon- 240

itor engagement (Schroeder et al., 2024), aggregate 241

diverse opinions (Small et al., 2023), and provide 242

translations and writing tips, which is especially 243

useful for marginalized groups (Tsai et al., 2024). 244

These capabilities suggest that LLMs may be able 245

to assist or even replace human facilitators in many 246

tasks (Small et al., 2023; Seering, 2020). 247

Moderator chatbots have shown promise; Kim 248

et al. (2021) demonstrated that simple rule-based 249

models can enhance discussions, although their 250

approach was largely confined to organizing the 251

discussion based on the “think-pair-share” frame- 252

work (Nik Ahmad, 2010; Navajas et al., 2018), 253

and balancing user activity. Cho et al. (2024) use 254

LLM facilitators in human discussions, with facil- 255

itation strategies based on Cognitive Behavioral 256

Therapy and the work of Rosenberg and Chopra 257

(2015). They show that LLM facilitators can pro- 258

vide “specific and fair feedback” to users, although 259

they struggle to make users more respectful and 260

cooperative. In contrast to both works, our work 261

uses exclusively LLM participants and LLM facili- 262
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tators, and tests the latter in an explicitly toxic and263

challenging environment.264

3 Methodology265

3.1 Defining Synthetic Discussions266

We assume that the h most recent preceding com-267

ments at any given point in the discussion provide268

sufficient context for the LLM agents (users, fa-269

cilitators, annotators) (Pavlopoulos et al., 2020).270

This approach eliminates the need for additional271

mechanisms such as summarization (Balog et al.,272

2024), LLM self-critique (Yu et al., 2024), or mem-273

ory modules (Vezhnevets et al., 2023), resulting in274

reduced computational overhead and a more trans-275

parent, explainable system.276

Additionally, we assume that three key functions277

define the structure of synthetic discussions:278

• Underlying model (LLM(·)).279

• Turn-taking function (t): Determines which280

user speaks at each turn.281

• Prompting function (ϕ): Provides each partic-282

ipant with a personalized instruction prompt,283

including information such as name and SDB.284

We can then model a synthetic comment c at285

position i of a discussion d recursively as:286

c(d, i) = LLM(ϕ(t(d, i)) ++ [c(d, j)]i−1
i−h) (2)287

where ++ is the string concatenation operator, and288

[c(d, j)]i−1
i−h] denotes the concatenation of the pre-289

vious h comments.290

Our formulation of synthetic discussions not291

only keeps the system simple, but also enables con-292

trolled experimentation with various alternatives293

for each of the three functions (Section 5.2).294

3.2 Turn Taking295

In online discussions, users do not take turns uni-296

formly, nor do they randomly select which com-297

ments to respond to. Instead, they often create298

“comment chains” where they follow up on re-299

sponses to their own previous comments. To sim-300

ulate this, our proposed function chooses between301

the preceding user and another random user for302

each turn in the discussion:303

t(i) =


unif(U) i = 1, i = 2

unif(U \ {t(i− 1)}) i > 2, p = 0.6

t(i− 2) i > 2, p = 0.4

(3)304

where U is the set of all non-facilitator users, unif is305

a function sampling from the uniform distribution,306

and p represents the probability of the correspond- 307

ing option being selected. When a facilitator is 308

present, t alternates between picking a normal user 309

and the facilitator. The facilitator, however, is in- 310

structed (§A.5) to decide whether to say something 311

or not (generate the empty string), when given by 312

t the chance to talk, i.e., the facilitator does not 313

necessarily talk right after every user utterance. 314

3.3 Prompting 315

SocioDemographic Backgrounds (SDBs) have 316

proven promising in generating varied responses, 317

and alleviating the Western bias exhibited by LLMs 318

(Burton et al., 2024). We generate characteristics 319

for 30 LLM user personas with unique SDBs by 320

prompting a GPT-4 model (OpenAI et al., 2024) 321

(§A.5.1). We do not explicitly include political 322

positions in the prompts of the participants, since 323

instruction-tuned LLMs have been shown to be 324

inherently left-leaning—which cannot be allevi- 325

ated by prompting alone (Taubenfeld et al., 2024). 326

Following the paradigm presented by Abdelnabi 327

et al. (2024), we assign roles to non-facilitator user- 328

agents, which inform their incentives for partic- 329

ipating in the discussion (e.g., helping the com- 330

munity or disrupting discussions). Each role was 331

mapped to specific instructions (§A.5.3). We create 332

three roles for users: neutral, trolls, and community- 333

focused users. Finally, we create a user instruction 334

prompt (§A.5.2) which instructs participants that 335

repeatedly toxic posts should influence their behav- 336

ior. 337

4 Experimental Setup 338

4.1 Facilitation Strategies 339

We test four different facilitation strategies, along 340

with two common-place strategies for discussion 341

facilitation.4 342

1. No Moderator: A common strategy where no 343

facilitator is present. 344

2. No Instructions: A common strategy where 345

a LLM facilitator is present, but is provided 346

only with basic instructions. Example: “You 347

are a moderator, keep the discussion civil”. 348

3. Moderation Game: Our proposed experi- 349

mental strategy, inspired by Abdelnabi et al. 350

(2024) (§2.3). Instructions are formulated as 351

a game, where the facilitator LLM tries to 352

maximize its scores by arriving at specific out- 353

comes. No actual score is being kept; they 354

4The exact prompts used per strategy are in §A.5.4.
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exist to act as indications for how desirable355

an outcome is. The other participants are not356

provided with scores, nor are they aware of357

the game rules. Example: “User is toxic: −5358

points, User corrects behavior: +10 points”.359

4. Rules Only: A real-life strategy where the360

prompt is adapted from LLM alignment guide-361

lines (Huang et al., 2024). This provides the362

facilitator with a set of rules to uphold, with-363

out specifying how to uphold them (e.g, “Be364

fair and impartial, assist users, don’t spread365

misinformation”).366

5. Regulation Room: A real-life strategy based367

on guidelines given to human facilitators of368

the Cornell e-Rulemaking Initiative (CeRI)369

(eRulemaking Initiative, 2017). These facilita-370

tors were deployed to the “Regulation Room”,371

an online platform designed to facilitate pub-372

lic engagement with U.S. government policy373

decisions, which has been used in online mod-374

eration literature (Seering, 2020; Park et al.,375

2012). Example: “Stick to a maximum of two376

questions, use simple and clear language, deal377

with off-topic comments”.378

6. Constructive Communications: A real-life379

strategy based on the human facilitation guide-380

lines used by the MIT Center for Constructive381

Communications (White et al., 2024). It ap-382

proaches facilitation from a more personalized383

and indirect angle. Example: “Do not make384

decisions, be a guide, provide explanations”.385

4.2 Evaluation386

We use the diversity and toxicity metrics presented387

in §2.2. While diversity by itself can be used to de-388

tect pathological problems, we cannot know when389

diversity is so high in a discussion to indicate is-390

sues with inter-participant interaction (§2.2). In-391

stead, we can compare the distribution of diversity392

scores for synthetic discussions with that measured393

on sampled human discussions. This allows us to394

estimate the extent to which synthetic discussions395

approximate real-world content variety and partici-396

pant interaction.397

For toxicity annotation, we use ten LLM398

annotator-agents controlled by a model already399

used in prior work (LLaMa3.1 70B) (Kang and400

Qian, 2024). Each annotator’s prompt includes401

SDBs different from the ones provided to the users,402

annotation instructions, and few-shot examples403

(§A.3). Each annotator is tasked with annotating404

all comments in each discussion once.405

Figure 2: Difference in average toxicity levels for com-
ments following pairs of facilitation strategies. When
the value of a cell at row i and column j is x, strategy
i leads to overall more (x > 0), or less (x < 0) intense
toxicity compared to j for an average of x points in a
scale of 1− 5. For each comparison, we use a pairwise
Student t-test; p-values shown as asterisks ( ·p < 0.1, *

p < 0.05, ** p < 0.01, *** p < 0.001 ).

4.3 Technical Details 406

We use three open-source models from different 407

families and of different sizes: LLaMa 3.2 (70B), 408

Qwen2.5 (33B), Mistral Nemo (12B). We use their 409

instruction-tuned variants and quantize to 4 bits, 410

due to our limited resources. All the experiments 411

were collectively completed within roughly four 412

weeks of computational time, using two Quadro 413

RTX 6000 GPUs. The process of generating dis- 414

cussion setups is detailed in §A.2. The execution 415

script is available in the project’s repository.5 416

5 Results 417

5.1 Main findings 418

LLM facilitators significantly improve synthetic 419

discussions. As shown in Fig. 2, comments in 420

unmoderated discussions exhibit significantly more 421

intense toxicity (ANOVA p < .000).6 422

More elaborate facilitation strategies dampen 423

toxicity over time Table 1 demonstrates that our 424

strategy (Moderation Game), as well as the Reg- 425

ulation Room and Constructive Communications 426

strategies cause a statistically significant drop in 427

the intensity of comment toxicity over time, when 428

compared to unmoderated discussions. 429

5anonymous.4open.science/r/experiments-B27D
6The large size of our dataset allows using parametric tests.
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Variable Toxicity

Intercept 2.164***

No Instructions -0.426***

Moderation Game -0.435***

Rules Only -0.461***

Regulation Room -0.277***

Constructive Communications -0.230***

time -0.012**

No Instructions×time -0.003
Moderation Game×time -0.011*

Rules Only×time -0.008
Regulation Room×time -0.023***

Constructive Communications×time -0.023***

·p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Table 1: Ordinary Least Squares (OLS) regression coef-
ficients for toxicity (Adj.R2 = 0.054). The average tox-
icity with No Moderator is 2.164 (Intercept). For each
dialogue turn, toxicity drops by an average of −0.012
points (time), while discussions following the Regula-
tion Room strategy feature an average of −0.277 (less
intense) toxicity, and an additional −0.023 average drop
per dialogue turn (Regulation Room×time).

More elaborate facilitation strategies however430

do not substantially further improve synthetic431

discussions. The impact of the Rules Only, Reg-432

ulation Room and Constructive Communications433

strategies (§4.1) is marginal, and sometimes even434

not statistically significant compared to the second435

common strategy (No Instructions) (Fig. 2). This436

suggests that out-of-the-box LLMs may be unable437

to effectively use advanced instructions, verifying438

research pointing to important limitations in LLM439

facilitators (Cho et al., 2024).440

LLM facilitators choose to intervene far too fre-441

quently, LLM user-agents are atypically toler-442

ant. Fig. 3 demonstrates that LLM facilitators443

intervene at almost any opportunity, even though444

they are instructed to only do so when necessary445

(§3.2). Additionally, a qualitative look through the446

dataset reveals that LLM user-agents exhibit atypi-447

cal tolerance for excessive facilitator interventions.448

Humans in contrast, typically become irritated and449

more toxic after repeated, unneeded interventions450

(Schaffner et al., 2024; Amaury and Stefano, 2022;451

Schluger et al., 2022; Cresci et al., 2022).452

Figure 3: Histogram of interventions by LLM facilita-
tors. The maximum number of interventions is 14.

Figure 4: Relative differences in number of toxicity an-
notations for synthetic discussions. Bars extending to
the right (left) of the line indicate more (less) intense tox-
icity annotations for discussions with no “troll” agents
present compared to ones with “trolls”.

Specialized instruction prompts are essential 453

for eliciting toxic behavior in instruction-tuned 454

LLMs. Our instruction prompt for the partici- 455

pants (§3.3) incentivizes them to react to toxic be- 456

havior. Indeed, discussions involving “troll” user- 457

agents, led to more intense toxicity among other 458

participants (blue, bottom bars in Fig. 4; Student’s 459

t-test p < .000). This effect diminishes when 460

we remove these instructions (orange, top bars in 461

Fig. 4)7. 462

5.2 Ablation Study 463

We generate eight synthetic discussions per abla- 464

tion experiment, using a single model, Qwen, to 465

limit computational cost. We evaluate the diversity 466

(cf. §2.2) of the ablated discussions by comparing 467

them with: (1) discussions in our original dataset 468

7This experiment was conducted under the No Instructions
strategy.
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(a) Model (b) Turn-taking function t (c) Prompting function ϕ

Figure 5: Diversity (§2.2) distribution for each discussion by LLM (§4.3), turn-taking function t (§3.2), and
prompting function ϕ used (§3.3).

(a) Model (b) Turn-taking function t (c) Prompting function ϕ

Figure 6: Comment length for each discussion by LLM (§4.3), turn-taking function t (§3.2), and prompting function
ϕ used (§3.3). For ease of comparison, comments above 400 words are marked at the end of the x-axis.

produced solely by the Qwen model; and (2) hu-469

man discussions from the CeRI “Regulation Room”470

dataset8, which includes moderated online deliber-471

ative discussions for ten diverse topics.472

5.2.1 Effects of LLMs473

Mistral and Qwen generate discussions more474

aligned with human diversity scores, despite be-475

ing significantly smaller than the LLaMa model.476

As shown in Fig. 5a, Qwen demonstrated the high-477

est diversity among the evaluated models, indicat-478

ing limited participant interaction (§2.2), followed479

by Mistral Nemo and LLaMa. However, none of480

the models closely matched the diversity observed481

in human discussions. LLaMa’s lower diversity val-482

idates prior research suggesting that highly aligned483

LLMs struggle to replicate human dynamics (Park484

8http://archive.regulationroom.org. Disclaimer:
Any opinions, findings, and conclusions or recommendations
expressed in this material are those of the author(s) and do not
necessarily reflect the views of the CeRI.

et al., 2023; Leng and Yuan, 2024). Alternatively, 485

the lower diversity scores can be partially attributed 486

to its longer average comment length (Fig. 6a); we 487

find that there is a statistically significant, negative 488

correlation between comment length and diversity 489

in synthetic discussions (Student’s t-test p < .000), 490

although we cannot verify the existence of this pat- 491

tern in human-generated comments (p = 0.775). 492

5.2.2 Effects of Turn-Taking Functions 493

Our proposed turn-taking function substan- 494

tially improves the quality of synthetic data. 495

We compare our turn-taking function (§3.2) to 496

two baselines: Round Robin (participants speak- 497

ing one after the other, then repeating) and Ran- 498

dom Selection (uniformly sampling another par- 499

ticipant each turn). Fig. 5b demonstrates that 500

no single function fully approximates human di- 501

versity scores (all distributions diverge from the 502

blue—human—distribution). However, unlike our 503

own function, both baselines feature extremely 504
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high diversity, which cannot be attributed to length-505

ier comments (Fig. 6b). Additionally, comments506

following our turn-taking function, closely follow507

the length of human discussions (Fig. 6b).508

5.2.3 Effects of User Prompting509

We conduct three separate experiments in which510

user-agents (excluding facilitators) are subjected to511

one of the following conditions at a time: (1) no512

assigned SDBs, (2) no assigned roles, or (3) only a513

basic instruction prompt given (§A.5.2).514

SDBs, roles, and our specialized instruction515

prompt increase the quality of synthetic data.516

Fig. 5c illustrates that although our proposed517

methodology—incorporating SDBs, roles, and spe-518

cialized instruction prompts—does not achieve dis-519

cussions with diversity scores comparable to hu-520

man ones, replacing any of the above results in a521

notable deterioration. For instance, omitting SDBs522

(red “No SDBs” distribution in Fig. 5c) causes523

the majority of discussions to exhibit maximum524

diversity—one—indicating a significant loss in par-525

ticipant interaction, which is not caused by longer526

comment length (Fig. 6c). This decline is analo-527

gous to the effects observed when modifying the528

turn-taking function. Also similarly to the turn-529

taking ablation study, our proposed methodology530

w.r.t. prompts features comments that best emulate531

observed human comment length (Fig. 6c).532

6 Datasets and Software533

We introduce XXX9 an open-source, lightweight,534

purpose-built framework for managing, annotat-535

ing, and generating synthetic discussions. The key536

features of the framework include:537

• Three core functions: generating discussion538

setups (selecting participants, topics, roles,539

etc.), executing, and annotating them accord-540

ing to user-provided parameters.541

• Built-in fault tolerance (automated recovery542

and intermittent saving) and file logging to543

support extended experiments.544

• Available via PIP (pip install xxx).545

We also release a dataset of synthetic discussions546

annotated by LLMs. It can serve as a valuable547

resource for benchmarking how LLM facilitators548

would behave according to different facilitation549

strategies, as well as for further finetuning LLMs,550

as generally showcased by Ulmer et al. (2024). The551

supplementary ablation dataset, as well as the code552

9anonymous.4open.science/r/framework-F8E6

for the analysis and the graphs present in this pa- 553

per, can be found in the project repository10. The 554

dataset is licensed under a CC BY-SA license, and 555

the software under the GNU General Public Li- 556

cense (GLP)v3. Warning: The datasets by their 557

nature contain offensive and hateful speech. 558

7 Conclusions and Future Work 559

Our study is the first to apply synthetic data gener- 560

ation to the field of online discussion facilitation. 561

We proposed a simple and generalizable method- 562

ology that enables researchers to quickly and in- 563

expensively conduct pilot facilitation experiments 564

using exclusively LLMs. We also conducted an 565

ablation study to demonstrate that each component 566

of our methodology substantially contributes to the 567

production of higher-quality synthetic data. 568

We created an open-source Python Framework, 569

called XXX, that applies this methodology to hun- 570

dreds of experiments, which we used to create and 571

publish a large-scale synthetic dataset. Using this 572

dataset, we compared the effectiveness of six facil- 573

itation strategies for LLM facilitators, four elicited 574

from current facilitation research, and two repre- 575

senting common-place setups. 576

Using XXX, we demonstrated that (1) LLM fa- 577

cilitators significantly improve the quality of syn- 578

thetic discussions; (2) LLM facilitators using more 579

elaborate facilitation strategies based on modern 580

Social Science research often do not surpass sim- 581

pler strategies with regard to toxicity, although the 582

effect of more elaborate strategies may be amplified 583

in very long discussions; (3) smaller LLMs such 584

as Mistral Nemo (12B) can be sufficient for gen- 585

erating high-quality synthetic data; (4) specialized 586

instruction prompts may be needed for instruction- 587

tuned and/or aligned models to produce toxic com- 588

ments in synthetic discussions. 589

Future work should identify additional robust 590

quality metrics to evaluate the utility of synthetic 591

data, and examine the applicability of findings ob- 592

tained on them (e.g., regarding optimal facilita- 593

tion strategies) to discussions involving humans. It 594

would also be interesting to explore whether non- 595

instruction-tuned models can generate synthetic 596

discussions that are more aligned with observed 597

human behaviors (Anthis et al., 2025). Finally, 598

synthetic discussion simulations may have the po- 599

tential to train human facilitators before exposing 600

them to real-world discussions. 601

10anonymous.4open.science/r/experiments-B27D
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8 Limitations602

Due to limited research in the area, our analysis603

uses only two quality metrics to gauge discussion604

quality: diversity and toxicity. Additionally, while605

we investigate the impact of facilitation strategies606

in synthetic discussions, we cannot claim that the607

behavior of LLM user- and facilitator-agents is rep-608

resentative of human behavior. This claim can be609

scarcely made in Social Science studies involv-610

ing LLM subjects (Rossi et al., 2024; Zhou et al.,611

2024a), as discussed in §2.1.612

Furthermore, our experimental setup makes sev-613

eral assumptions that may affect the generalizabil-614

ity of our findings. We examine only three LLMs,615

assume a maximum of one facilitator per discus-616

sion, and use a turn-taking algorithm that overlooks617

contextual factors like relevance and emotional618

engagement, which are important in human inter-619

actions (Rooderkerk and Pauwels, 2016; Ziegele620

et al., 2018). Moreover, due to resource constraints,621

we were unable to experiment with more elabo-622

rate instruction prompts, due to the need for large623

context windows.624

Our methodology also does not account for the625

fact that humans may behave differently when626

knowing they are interacting with LLMs instead of627

humans, nor does it account for interactions where628

the user and facilitator-agents are based on differ-629

ent LLMs (cf. Eq 2). Finally, our analysis partly630

relies on LLM-generated annotations of toxicity,631

potentially introducing known biases associated632

with LLM annotation (§A.3).633

9 Ethical Considerations634

Synthetic discussions involving LLMs could be635

exploited by malicious actors to make LLM user-636

agents more capable at performing unethical tasks637

(Majumdar et al., 2024; Marulli et al., 2024). Such638

actors could adapt our methodology to maximize639

toxicity, disrupt human discussions, or learn to cir-640

cumvent moderation mechanisms to propagate mis-641

information or spread specific agendas. Notably,642

LLMs currently lack robust defenses against these643

types of attacks (Li et al., 2025), although ongoing644

research is addressing these vulnerabilities (Wang645

et al., 2025).646

Even in non-malicious contexts, researchers de-647

ploying LLM facilitators in real-world commu-648

nities must do so with transparency and explicit649

community consent. The undisclosed use of LLM650

agents can erode trust, be perceived as manipula-651

tive (Retraction-Watch, 2025), and potentially vi- 652

olate regulatory standards such as the EU AI Act 653

(European Parliament and Council, 2024). Fur- 654

thermore, the inherent biases within LLMs risk 655

skewing moderation systems towards the predomi- 656

nant demographics best represented in their train- 657

ing data, often at the expense of disadvantaged or 658

underrepresented groups (Rossi et al., 2024; Anthis 659

et al., 2025; Burton et al., 2024). While the use of 660

SDB prompts is a necessary step toward inclusiv- 661

ity, it remains insufficient for verifiable, equitable 662

representation (Rossi et al., 2024). 663

Additionally, our methodology is designed 664

around batch production of synthetic discussions, 665

each of which necessitates multiple LLM inference 666

calls. The potential of our methodology to sig- 667

nificantly scale experiments may have non-trivial, 668

adverse environmental effects (Ding and Shi, 2024; 669

Ren et al., 2024). 670

Finally, it is crucial to repeat that while LLMs 671

can approximate aspects of human behavior, they 672

do not reliably replicate it (§2.1). Consequently, 673

this research should be viewed as a foundation for 674

pilot experiments, and conclusions about human 675

behavior should be drawn with caution when based 676

solely on synthetic data. 677
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A Appendix1082

A.1 Acronyms Used1083

LLM Large Language Model1084

ML Machine Learning1085

RL Reinforcement Learning1086

SDB SocioDemographic Background 1087

AQ Argument Quality 1088

CeRI Cornell e-Rulemaking Initiative 1089

nDFU normalized Distance From Unimodality 1090

OLS Ordinary Least Squares 1091

GLP GNU General Public License 1092

A.2 Synthetic Discussion Generation 1093

An overview of how the experiments are generated 1094

(not executed) can be found in Algorithm 1. Each 1095

discussion is run according to Eq. 2 in §3.1. 1096

Algorithm 1 Synthetic discussion setup generation
Input:

• User SDBs Θ = {θ1, . . . , θ30}
• Moderator SDB = θmod

• Strategies S = {s1, . . . , s6}
• Seed opinions O = {o1, . . . , o7}
• LLMs = {llm1, llm2, llm3}

Output: Set of discussions D
1: D = {}
2: for llm ∈ LLMs do
3: for s ∈ S do
4: for i = 1, 2, . . . , Nd do
5: Θ̂ = RANDOMSAMPLE(Θ, 7)
6: U = ACTORS(llm, Θ̂)
7: m = ACTORS(llm, {[θmod, s]})
8: o = RANDOMSAMPLE(O, 1)
9: d = {users: U , mod: m, topic: o}

10: D = D ∪ d

11: return D

A.3 Synthetic Annotation 1097

A.3.1 Investigating Argument Quality 1098

While toxicity is a reliable and important metric, 1099

we can also investigate other discussion quality di- 1100

mensions, such as Argument Quality (AQ). AQ 1101

is an important metric, frequently studied in the 1102

field of online facilitation (Argyle et al., 2023; 1103

Schroeder et al., 2024; Falk et al., 2024, 2021) 1104

and which can be correlated with toxicity (Chang 1105

and Danescu, 2019). However, it is also vague as 1106

a term; Wachsmuth et al. (2017) provide a defini- 1107

tion comprised of logical, rhetorical, and dialec- 1108

tical dimensions, although other dimensions have 1109

also been proposed (Habernal and Gurevych, 2016; 1110

Persing and Ng, 2015). Indeed, determining AQ 1111
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Figure 7: Difference in average AQ levels for comments
following pairs of facilitation strategies. When the value
of a cell at row i and column j is x, strategy i leads to
overall more (x > 0), or less (x < 0) intense toxicity
compared to j for an average of x points in a scale of
1−5. For each comparison, we use a pairwise Student t-
test; p-values shown as asterisks ( ·p < 0.1, * p < 0.05,
** p < 0.01, *** p < 0.001 ).

is a difficult task, since even humans disagree on1112

what constitutes a “good argument” (Wachsmuth1113

et al., 2017; Argyle et al., 2023). Nevertheless, in1114

this section we present preliminary results obtained1115

by prompting LLM to measure AQ(§A.5).1116

Most findings w.r.t. toxicity are mirrored for1117

AQ. Fig. 7 demonstrates that the presence of an1118

LLM facilitator qualitatively improves the AQ of1119

synthetic discussions, although to a lesser extent1120

when compared with toxicity (c.f. Fig. 2). Sim-1121

ilarly, there is no qualitative, observed improve-1122

ment when advanced facilitation strategies are used1123

(Fig. 7). LLM users also show worse AQ in the1124

presence of trolls, when we use our specialized in-1125

struction prompt. Contrary to toxicity, the presence1126

of LLM facilitators does not seem to improve AQ1127

over time, as demonstrated in Table 2.1128

A.3.2 Validating the LLM annotations1129

In this section, we examine the properties of LLM1130

annotations, since it is necessary to ensure the ro-1131

bustness of our results. A key dimension for ex-1132

ploring annotations is annotator polarization. To1133

measure it, we employ the normalized Distance1134

From Unimodality (nDFU) metric introduced by1135

Pavlopoulos and Likas (2024), which quantifies1136

polarization among n annotators, ranging from 01137

(perfect agreement) to 1 (maximum polarization).1138

Our analysis reveals a positive correlation be-1139

tween toxicity and annotator polarization: As1140

Variable Arg.Q.

Intercept 2.113***

No Instructions -0.213***

Moderation Game -0.282***

Rules Only -0.305***

Regulation Room -0.107*

Constructive Communications -0.007
time -0.012**

No Instructions×time 0.003
Moderation Game×time 0.003
Rules Only×time -0.002
Regulation Room×time -0.011*

Constructive Communications×time -0.024***

·p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Table 2: OLS regression coefficients for Arg.Q.
(Adj.R2 = 0.016). “Time” denotes dialogue turn, ref-
erence factor is No Moderator.

Figure 8: Relative differences in number of annotations
per AQ of synthetic discussions, when comments by
troll users are excluded. We compare between our spe-
cialized and a basic instruction prompt.
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demonstrated by Fig. 10, while there is general1141

agreement on non-toxic comments, annotators1142

struggle to reach consensus as toxicity becomes1143

non-trivial (toxicity ∈ [2, 5]) with a statistically sig-1144

nificant difference (Student’s t-test p < .000). This1145

phenomenon does not manifest in the AQ scores.1146

To mitigate the instability inherent in LLM out-1147

puts—even when given identical inputs—the use1148

of multiple annotator-agents is essential for obtain-1149

ing reliable annotations. To demonstrate this ne-1150

cessity, we run an experiment where we use ten1151

annotator-agents on a subset of comments with the1152

same annotator model and instruction prompt, but1153

no SDBs. As illustrated in Fig. 9, even under con-1154

ditions which guaranteed identical inputs, there ex-1155

ists some polarization, with some comments even1156

showing maximum polarization. Running the same1157

experiment with different SDBs yields identical re-1158

sults, indicating that the observed polarization is1159

primarily due to unstable model outputs. Thus, we1160

confirm the results of previous studies on LLM in-1161

stability (Rossi et al., 2024; Atil et al., 2025), while1162

also bypassing this limitation in our own results.1163

A.4 Additional Analysis1164

We verify that the models and roles used did not by1165

themselves impact the findings presented in §5.1.1166

Fig. 11 demonstrates that, as expected, only troll1167

user-agents contribute on average worse toxicity1168

and AQ in the synthetic discussions. Furthermore,1169

Fig. 12 shows that toxicity and AQ are on average1170

not qualitatively dependent on the model used.1171

A.5 Prompts Used1172

A.5.1 SocioDemographic Prompting1173

Table 3 shows the SDB information provided to1174

each synthetic participant. This applies to LLM1175

users, annotators and moderators. In ablation1176

studes where we remove the SDBs, each value is1177

replaced with the string “unknown”. The “Special1178

Instructions” refer to the participant’s role (§A.5.3).1179

The actual values used for each of the 30 LLM user-1180

agents and 10 annotator-agents and the moderator,1181

can be found in the project’s repository11.1182

A.5.2 Actor Prompts1183

• Facilitators: You are a human participating1184

in an online chatroom. You are a moderator.1185

Write an empty string when not responding1186

to the conversation. Respond to users by re-1187

ferring to their username as @username. You1188

11anonymous.4open.science/r/experiments-B27D

Name Type

Username string
Age integer
Sex string
Education Level string
Sexual Orientation string
Demographic Group string
Current Employment string
Special Instructions string
Personality Characteristics list of strings

Table 3: SDB information provided to the synthetic
participants. Because of the size of the data instances,
we defer the reader to the project repository for the
actual values.12

may take disciplinary action (e.g. banning a 1189

user) if you feel it’s absolutely necessary. 1190

• Users: You are a human participating in an on- 1191

line chatroom. Write a brief Reddit comment 1192

responding to the post and other users’ com- 1193

ments on it. Act like a human user, justifying 1194

your opinions with arguments but including 1195

possibly inflammatory and aggressive speech. 1196

You may feel provoked by other users during 1197

the conversation. Act like a human user would 1198

when provoked, especially when done so re- 1199

peatedly. Do not repeat yourself. Respond to 1200

users by referring to their username as @user- 1201

name. Remain silent if you don’t want to 1202

comment. Write an empty string when not 1203

responding to the conversation. 1204

• Users (§5.2 ablation): You are a human in an 1205

online forum. Write a brief comment respond- 1206

ing to the post and other users’ comments on 1207

it. Respond to users by referring to their user- 1208

name as @username. Respond in English 1209

• Annotators: You are tasked with annotating 1210

the conversation’s toxicity and argument qual- 1211

ity as it continues. 1212

Toxicity: The possible labels are: 1213

– 1: Not Toxic 1214

– 2: Barely Toxic 1215

– 3: Almost Toxic 1216

– 4: Toxic 1217

– 5: Extremely Toxic 1218

15

https://anonymous.4open.science/r/experiments-B27D


Figure 9: Distribution plot of inter-annotator polarization (nDFU) for each comment in all synthetic discussions
following the "No Instructions" strategy and using the Qwen 2.5 model. The blue (left-most) bars represent the
disagreement between 10 identical annotator-agents, while the orange (right-most) bars, the disagreement between
10 annotators with different SDBs.

Figure 10: Inter-annotator polarization (nDFU) of each synthetic comment for all synthetic discussions, by
annotation level. The left graph shows the relationship between nDFUtoxicity and toxicity, while the right graph
shows the relationship between nDFUarg_quality and AQ.

Figure 11: Average Toxicity (left) and Argument Quality (AQ) (right) per LLM user-role (§3.3).

16



Figure 12: Boxplots for average Toxicity (left) and Argument Quality (AQ) (right) per LLM (§4.3).

Argument Quality: The possible labels1219

are from 1 to 5, where 1 are low quality1220

arguments, and 5 very high quality argu-1221

ments. Example: User DarkShadow3331222

posted: @TechGuru88, you’re just1223

another snowflake trying to muzzle1224

free speech... Output: Toxicity=41225

ArgumentQuality=1 Annotate the following1226

conversation without engaging with it.1227

A.5.3 User Roles1228

• Normal: <No special instructions >1229

• Community: You are a long-standing mem-1230

ber of the community. You want to uphold1231

your community’s values and want other peo-1232

ple to conform to them.1233

• Troll: You are an online troll and want to1234

derail the conversation, violate the rules and1235

provoke toxicity from other users.1236

A.5.4 Facilitation Strategies1237

• No Instructions: Oversee the conversation.1238

Be neutral. Act like a human user within the1239

conversation and take action only when neces-1240

sary. Keep the conversation calm and civil, but1241

avoid unnecessary interventions. Do not re-1242

peat yourself. Write an empty string when not1243

responding to the conversation. Respond to1244

users by referring to their username as @user-1245

name.1246

• Moderation Game: Oversee the conversation.1247

Be neutral. Act like a human user within the1248

conversation and take action only when neces-1249

sary. Keep the conversation calm and civil, but1250

avoid unnecessary interventions. Do not re- 1251

peat yourself. Write an empty string when not 1252

responding to the conversation. Respond to 1253

users by referring to their username as @user- 1254

name. View the discussion as a scorable game. 1255

Your goal is to maximize your score. Do not 1256

tell your score out loud, but behave in a way 1257

that it reaches a maximum. Scores: 1258

– Keep discussion civil without appealing 1259

to your authority as a moderator: +10 1260

– Intervene (respond in any way): -10 1261

– Threaten a ban: -10 1262

– Successfully improve participant behav- 1263

ior through intervention: +15 1264

– Discussion currently shows signs of toxi- 1265

city and polarization: -8 1266

– Ban a participant: -5 1267

• Rules Only: Oversee the conversation and 1268

ensure the rules below are enforced. Your 1269

response must: 1270

– Be reliable, honest, and as close to the 1271

truth as possible. 1272

– Convey clear intentions. 1273

– Be fair and impartial. 1274

– Be respectful. 1275

– Contribute to the good of humans. 1276

– Assist users by asking questions and pro- 1277

viding information in a thoughtful, truth- 1278

ful, and honest manner. 1279

– Be as unbiased and objective as possible, 1280

regardless of topic. 1281

– Ask for additional clarification from the 1282

user if unsure. 1283

– Be likely to promote good mental health. 1284

– Encourage robust, peaceful dialogue and 1285
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help communities flourish together.1286

– Respect the human rights to freedom,1287

universal equality, fair treatment, and1288

protection against discrimination.1289

– Not condone violent behavior.1290

– Not promote hate speech or harmful ide-1291

ologies.1292

– Not provide misinformation.1293

– Encourage the user to look to other1294

sources or not rely on their own source1295

as the sole source of information.1296

– Encourage acceptance of all different1297

types of people.1298

– Clarify that the response is coming from1299

an AI, if asked.1300

– Respect personal boundaries.1301

– Accurately represent yourself as not hav-1302

ing the definite answers to everything, or1303

anything, in general.1304

If any user violates these rules either discuss1305

why the rules were violated, or discipline them1306

by threatening to, or outright banning them.1307

Respond to users by referring to their user-1308

name as @username. Keep responses concise1309

and use simple, clear language.1310

• Regulation Room: Oversee the conversation1311

and ensure the rules below are enforced. Fol-1312

low the following guidelines:1313

– Encourage Informed Commenting:1314

Guide users to share knowledge and rea-1315

soning rather than just expressing opin-1316

ions.1317

– Stay Neutral: Avoid biases, assump-1318

tions, or taking a stance on discussion1319

topics.1320

– Use Clear, Neutral Language: Keep1321

responses simple, avoid condescension,1322

and show curiosity.1323

– Ask, Don’t Challenge: Frame questions1324

to encourage sharing rather than disput-1325

ing opinions.1326

– Limit Questions: Stick to one or two1327

questions per response, except with ex-1328

perienced users.1329

– Clarify Without Assuming: Rephrase1330

unclear comments and ask for confirma-1331

tion.1332

– Be Welcoming: Make participants feel1333

valued and part of the community.1334

– Prioritize Context & Active Listen-1335

ing: Understand comments within their 1336

broader discussion. 1337

– Redirect Off-Topic Comments: Guide 1338

users to more relevant discussions when 1339

necessary. 1340

– Encourage Reasoning: Help users artic- 1341

ulate their reasoning and consider multi- 1342

ple viewpoints. 1343

– Promote Engagement: Encourage inter- 1344

action with other comments and commu- 1345

nity discussions. 1346

– Provide Information: Help users find 1347

relevant details or clarify discussion 1348

goals. 1349

– Correct Inaccuracies Carefully: Ad- 1350

dress misinformation while maintaining 1351

a respectful tone. 1352

Respond to users by referring to their user- 1353

name as @username. Keep responses concise 1354

and use simple, clear language. 1355

• Constructive Communications: Write an 1356

empty string when not responding to the con- 1357

versation. Respond to users by referring to 1358

their username as @username. 1359

– Maintain Neutrality: Be impartial, do 1360

not advocate for any side, and ensure the 1361

integrity of the process. 1362

– Respect All Participants: Foster a re- 1363

spectful and trusting environment. 1364

– Manage Information Effectively: 1365

Make sure information is well-organized, 1366

accessible, and easy to understand. 1367

– Be Flexible: Adjust your approach to 1368

meet the needs of the group. 1369

– Do Not Make Decisions: Moderators 1370

should not decide on the outcomes for 1371

the group. 1372

– Separate Content and Process: Do not 1373

use your own knowledge of the topic or 1374

answer content-related questions; focus 1375

on guiding the process. 1376

– Create a Welcoming Space: Develop a 1377

warm and inviting environment for par- 1378

ticipants. 1379

– Be a Guide: Help the group to think crit- 1380

ically, rather than leading the discussion 1381

yourself. 1382

– Allow Silence: Give participants time to 1383

think; allow the group to fill the silences. 1384

– Encourage Understanding: Facilitate 1385
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the clarification of misunderstandings1386

and explore disagreements.1387

– Interrupt Problematic Behaviors: Step1388

in to address interruptions, personal at-1389

tacks, or microaggressions.1390

– Provide Explanations: Explain the ra-1391

tionale behind actions and steps.1392

– Promote Mutual Respect: Encourage1393

equal participation and respect for di-1394

verse views.1395
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