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Abstract

Multilingual large language models (MLLMs)001
struggle to answer questions posed in non-002
dominant languages, even though they have003
acquired the relevant knowledge from their004
dominant language corpus. In contrast, human005
multilinguals can overcome such non-native006
language context limitations through Positive007
Native Language Transfer (PNLT). Inspired by008
the process of PNLT, we analogize the dom-009
inant language of MLLMs to the native lan-010
guage of human multilinguals, and propose011
Native Language Prompting (NatLan) to sim-012
ulate the PNLT observed in human multilin-013
guals. It explicitly creates native language con-014
texts for MLLMs to facilitate the elicitation015
of the rich native language knowledge during016
question-answering, unlocking the limitations017
imposed by non-native language contexts. By018
employing multi-MLLM collaboration, Nat-019
Lan reduces the workload on each MLLM in020
simulating PNLT and refines semantic transfer.021
On the C-Eval benchmark, NatLan provides022
up to a 10.1% average accuracy improvement023
and up to a 5.0% increase in the hard-level024
subset across five MLLMs, surpassing all top-025
notch related methods. Our code is available at026
https://github.com/AnonyNLP/NatLan.027

1 Introduction028

Multilingual large language models (MLLMs)029

(Brown et al., 2020; Achiam et al., 2023) have030

propelled the advancement of nearly all natural lan-031

guage processing tasks across various languages032

(Xu et al., 2024; Li et al., 2024). However, it’s ob-033

served that MLLMs perform poorly on questions034

articulated in non-dominant languages, as depicted035

in Figure 1 (Left), failing to answer some questions036

that they could address when presented in their037

dominant language (i.e., the language with the high-038

est proportion during training, such as English for039

Llama (Touvron et al., 2023a), which accounts for040

over 70% of the tokens in the pretraining corpus).041

Native English
Speaker

Transferor LLM

Speaker LLM

17-18世纪欧洲启蒙运动的核心是什么？

Human Roles NatLan Roles

What was the core of the European 
Enlightment in the 17th-18th centuries?

Answer: Rationalism

答案: 理性主义

non-selective activation 
(in English area of brain)

semantic-transferring
(Chinese to English)

answer pre-thinking
(in English area of brain)

answer-generating
(based on English)

answer-generating 
(in Chinese)

semantic-transferring
(English to Chinese)

simulate

The answer using 
knowledge in English

A question articulated in Chinese

The answer in Chinese

 D
ir

ec
t N

on
-N

at
iv

e 
Q

ue
st

io
n-

A
ns

w
er

in
g 

by
 L

LM
s 

Positive N
ative Language Transfer in hum

an / N
atLan 

The same question 
in English

Transferor
 LLM

Transferor
 LLM

Speaker
 LLM

答案: 人文主义

sim
ulate

sim
ulate

sim
ulate

<What was the core of the European Enlightment in the 17th-18th centuries?>

<Answer: Humanism> <Answer: Rationalism>

Figure 1: To address the failure of knowledge elicitation
when directly answering in non-native language (Left),
NatLan simulates the Positive Native Language Trans-
fer of a human multilingual by utilizing two different
MLLMs (Right). English meanings appear in < >. The
roles involved in the process are displayed at the top.

This indicates that MLLMs are unable to effectively 042

apply the rich knowledge acquired from dominant 043

language contexts when operating in non-dominant 044

language contexts. Although this inability can be at- 045

tributed to the insufficient training arising from the 046

differing volumes (Xue et al., 2021; ImaniGooghari 047

et al., 2023) and quality (Sitaram et al., 2023) of 048

training data across various languages, constructing 049

large-scale, high-quality data across all languages 050

is extremely labor-intensive and not feasible. 051

In contrast, such issues rarely occur in human 052

multilinguals. Although human multilinguals also 053

possess a most proficient language, typically their 054
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native language, they can still correctly answer a055

question posed in their less proficient non-native056

languages, provided they have already acquired057

relevant knowledge in their native language (Nsen-058

giyumva et al., 2021). In cognitive science, the pro-059

cess of using the rich knowledge acquired in one’s060

native language to benefit addressing questions061

in a less proficient non-native language is known062

as the Positive Native Language Transfer (PNLT)063

(Gass and Selinker, 1992). As depicted in Figure064

1 (Right), for human multilinguals, the native lan-065

guage regions of their brain are non-selectively ac-066

tivated when addressing questions in a non-native067

language (Zeng et al., 2022), then they can au-068

tonomously perform pre-thinking in their native069

language before responding, thereby flexibly invok-070

ing knowledge acquired in their native language.071

Given that Ren et al. (2024) have observed signif-072

icant similarities between MLLMs and the human073

brain in language processing, we analogize the074

dominant language of MLLMs (hereafter referred075

to as the native language) to the native language of076

human multilinguals. Phenomena similar to PNLT077

have also been observed to occur autonomously in078

MLLMs: they tend to generate intermediate repre-079

sentations (Wendler et al., 2024) and output tokens080

(Marchisio et al., 2024) in their native language081

when addressing questions posed in a non-native082

one. However, since the cognitive capabilities of083

MLLMs fall considerably short of those of the hu-084

man brain (Chemero, 2023), relying solely on a085

single MLLM for autonomous implicit processing086

cannot replicate the PNLT of human multilinguals.087

Considering that explicit prompts enhance the088

consistency of MLLMs with brain cognitive lan-089

guage processing (Ren et al., 2024), we attempt to090

design specific prompting processes that explicitly091

guide multiple MLLMs to collaboratively simulate092

the PNLT of human multilinguals when address-093

ing questions in non-native languages. This aims094

to replicate a brain-like cognitive process, thereby095

addressing the issue of MLLMs’ inability to effec-096

tively utilize the rich native language knowledge.097

In this study, we propose Native Language098

Prompting (NatLan), which decomposes PNLT099

simulation into semantic-transferring and answer-100

generating, sequentially undertaken by two distinct101

MLLMs, referred to as the Transferor LLM and the102

Speaker LLM. Through the collaboration of two103

MLLMs, NatLan reduces the workload on each104

MLLM involved in simulating the PNLT of human105

multilinguals, and leverages the outstanding capa-106

bilities of the Transferor LLM in the non-native 107

target language (hereafter referred to as the target 108

language) to achieve the semantic transfer from the 109

target language to the native language. As depicted 110

in Figure 1 (Right), NatLan simulates PNLT by 111

first using the Transferor LLM to translate ques- 112

tions from the target language into the native lan- 113

guage of the Speaker LLM before the Speaker LLM 114

answers. This approach explicitly creates native 115

language contexts for the Speaker LLM to elicit 116

the rich native language knowledge, unlocking the 117

limitations imposed by the non-native language 118

contexts on the effective application of knowledge 119

when answering questions in the target language. 120

Applied to five MLLMs (Speaker LLMs) (Tou- 121

vron et al., 2023b; Jiang et al., 2023; Team et al., 122

2024; Abdin et al., 2024), NatLan achieves up 123

to a 10.1% average accuracy improvement in the 124

C-Eval benchmark of question-answering (Huang 125

et al., 2023), as well as up to a 5.0% increase 126

in the hard-level subset, surpassing all top-notch 127

related methods (Schulhoff et al., 2024). Further- 128

more, we explore how the semantic capabilities of 129

three Transferor LLMs (Bai et al., 2023) impact 130

the effectiveness of NatLan. This study contributes 131

to advancing the understanding of MLLMs from 132

the perspective of explicit PNLT simulation. 133

2 Related Work 134

Positive Native Language Transfer in Multi- 135

lingualism. For human multilinguals, previous 136

work (Wu et al., 2022; Gao et al., 2023) indicated 137

that they tend to subconsciously process texts in 138

the native language when using other languages, 139

with the native language regions of the brain being 140

non-selectively activated (Zeng et al., 2022). This 141

facilitates the effective access of native language 142

knowledge to address questions in non-native lan- 143

guages, without the need for the question to be pre- 144

sented specifically in the native language context. 145

Similarly, English-centric LLMs tend to generate 146

intermediate representations (Wendler et al., 2024) 147

and outputs in English (Marchisio et al., 2024). Ren 148

et al. (2024) noted that explicit prompts contribute 149

to the consistency of LLMs with human brain cog- 150

nitive language processing. Our proposed NatLan 151

explicitly simulates the Positive Native Language 152

Transfer (PNLT) in prompting processes to facili- 153

tate the activation of regions similar to the native 154

language areas in the human brain within MLLMs, 155

thereby achieving brain-like knowledge elicitation. 156
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Figure 2: Question-answering workflow of the proposed NatLan. (i) Semantic-transferring by the Transferor,
which translates the input questions from the target language into the native language of the Speaker. (ii) Answer-
generating by the Speaker in the native language. In collaboration, the Transferor and the Speaker utilize distinct
(five-shot, i.e., M = 5) prompts. Details of the prompts can be seen in Appendix A.1.

Translate First Prompting. Translate First157

Prompting (Schulhoff et al., 2024) aims to leverage158

the strength of MLLMs in English. Etxaniz et al.159

(2024) introduced Self-Translation, which requires160

MLLMs themselves to perform translation tasks,161

before answering questions. However, this encoun-162

ters Language Comprehension Bottlenecks: if the163

model has poor capabilities in the target language,164

it may not complete the translation task accurately,165

leading to performance instability. Shi et al. (2022)166

used external Neural Machine Translation (NMT)167

systems to translate the questions. However, unlike168

MLLMs (Vilar et al., 2023; Guo et al., 2024; Kang169

et al., 2024), NMT systems lack rich semantic un-170

derstanding capabilities, resulting in overly literal171

translations (Tu et al., 2017; Zhu et al., 2023; Ai172

et al., 2023). Our proposed NatLan reinterprets the173

effectiveness of translate-first prompting from the174

perspective of PNLT in human multilinguals and175

suggests employing multi-MLLM collaboration to176

achieve a more effective PNLT simulation.177

3 Multi-MLLM Collaboration178

Due to the varying capabilities of different LLMs,179

previous work has proposed using multiple LLMs180

to fulfill distinct roles within a collaborative frame-181

work (Talebirad and Nadiri, 2023; Dong et al.,182

2024). In this study, we decomposed the Posi-183

tive Native Language Transfer (PNLT) simulation184

into two more straightforward sub-processes: (i)185

semantic-transferring and (ii) answer-generating.186

Since one single MLLM’s capabilities are insuf-187

ficient for simulating the PNLT of human multi-188

linguals, we designed a Multi-MLLM Collabora-189

tion framework and defined distinct roles for differ-190

ent MLLMs, collaborating to simulate the PNLT191

progressively, with their respective targets and re-192

quired characteristics outlined as follows:193

(i) Transferor requires MLLMs that are profi- 194

cient in the target language and also possess 195

strong capabilities in the native language of 196

the subsequently mentioned Speaker LLMs. 197

It undertakes semantic-transferring: translat- 198

ing questions from the target language into 199

the native language of the Speaker LLMs, and 200

translating the responses of Speaker LLMs 201

back into the target language when required. 202

(ii) Speaker requires MLLMs that excel in their 203

native language (the dominant language dur- 204

ing training) and are capable of understand- 205

ing the target language, though not necessar- 206

ily to an exceptional degree. It undertakes 207

answer-generating: understanding questions 208

translated by the Transferor and providing 209

answers based on their acquired knowledge. 210

The Multi-MLLM Collaboration reduces the 211

workload on each MLLM and alleviates the ca- 212

pability bottlenecks by assigning different MLLMs 213

to each specific sub-process within PNLT. 214

4 Native Language Prompting 215

Utilizing our constructed Multi-MLLM Collab- 216

oration framework, we further proposed Native 217

Language Prompting (NatLan) to simulate the 218

PNLT of human multilinguals. The question- 219

answering workflow is illustrated in Figure 2. 220

As depicted in Figure 2, NatLan initially con- 221

structs domain-specific translation prompts (Pink) 222

to provide domain-specific contexts, facilitating the 223

Transferor LLMs’ grasp of proper terms specific to 224

the domain. This enables the accurate and coherent 225

semantic transfer of the original questions from 226

the target language to the native language. Subse- 227

quently, the proposed NatLan constructs domain- 228

specific Q&A prompts (Blue), which also provide 229
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domain-specific contexts, promoting knowledge230

recall by the Speaker LLMs for specific domain231

questions. It is important to note that the Q&A232

prompts at this stage exhibit the translated question233

examples, ensuring consistency with the process234

undertaken by the Speaker LLMs, namely answer-235

ing the translated questions in their native language.236

By employing NatLan, we present questions se-237

mantically transferred into the native language to238

the Speaker LLMs before answering, which mim-239

ics the PNLT, facilitating the rich native language240

knowledge elicitation in the Speaker LLMs.241

5 Experiments242

To explore the improvements that NatLan brings243

to knowledge elicitation, we selected question-244

answering as the evaluation task because it clearly245

indicates whether the relevant knowledge in the246

MLLMs has been correctly elicited. Since the na-247

tive language (dominant language) of nearly all248

mainstream MLLMs is English, we have selected249

English as the native language in this study. Sub-250

sequently, considering that the level of knowledge251

elicitation requires sufficient language resources252

for comprehensive, multidisciplinary capability253

evaluation, we chose another representative lan-254

guage, Chinese, as the target language.255

Dataset. Based on the target language (Chinese),256

we selected the C-Eval benchmark of question-257

answering (Huang et al., 2023) to assess the knowl-258

edge elicited from MLLMs. C-Eval comprises259

13,948 multiple-choice questions across 52 differ-260

ent disciplines (subsets), providing a comprehen-261

sive knowledge evaluation in Chinese contexts.262

NatLan Setup. In the proposed NatLan, the263

Transferor must be capable of translating the con-264

tent from the target language (Chinese) into the265

native language (English) as accurately and coher-266

ently as possible. Therefore, we selected the Qwen267

series MLLMs (Bai et al., 2023) as Transferors, for268

their leading capabilities in Chinese comprehen-269

sion among all MLLMs. We chose Qwen models270

with 4B, 7B, and 14B parameters to analyze the271

effects of Transferors with varying capabilities on272

NatLan in §5.5 and §5.6. Additionally, we selected273

a five representative MLLMs with strong English274

comprehension skills and the capability to under-275

stand Chinese to serve as Speakers. These include276

models from the Phi (Abdin et al., 2024), Gemma277

(Team et al., 2024), Mistral (Jiang et al., 2023),278

and Llama (Touvron et al., 2023b) series. For ease 279

of joint deployment with the Transferor LLMs, all 280

these Speaker LLMs possess a moderate parameter 281

scale, ranging from 3.8B to 7B. 282

Baselines. Two top-notch related methods most 283

relevant to the NatLan were selected as baselines: 284

(i) Self-Translation (Etxaniz et al., 2024), which 285

entails a single MLLM sequentially undertaking 286

the semantic-transferring and answer-generating 287

processes, serving both as the Transferor and the 288

Speaker. (ii) Google-MT (Shi et al., 2022), which 289

uses Google Neural Machine Translation (NMT) 290

system (API) as the Transferor and MLLMs as 291

the Speaker. It is important to note that the re- 292

quirement for Speaker LLMs to possess Chinese 293

comprehension abilities is crucial for conducting 294

Self-Translation and direct evaluations on Chinese 295

questions, ensuring fair performance comparisons. 296

More details are available in Appendix A.1. 297

5.1 Overall Performance Results 298

We conducted a comparative analysis of perfor- 299

mance between the proposed NatLan method and 300

top-notch related methods across the test sets of 52 301

different disciplines within the C-Eval benchmark. 302

As shown in Table 1, while Self-Translation 303

can bring certain improvements for some Speaker 304

LLMs, the performance enhancement is not sta- 305

ble. This instability arises because Self-Translation 306

uses Speaker LLMs as their own Transferors, en- 307

countering Language Comprehension Bottlenecks 308

in the target language. Specifically, it cannot ensure 309

that Speaker LLMs fully comprehend the inherent 310

semantics of the questions in the target language, 311

thus failing to guarantee accurate and coherent se- 312

mantic transfers. If semantic transfer errors occur 313

during the translation, it can significantly impair 314

the subsequent behavior of Speaker LLMs, poten- 315

tially causing the performance of Speaker LLMs 316

in their native language to decline below that of 317

directly answering questions in the target language. 318

Google-MT, by incorporating state-of-the-art 319

Google Neural Machine Translation (NMT) sys- 320

tems as Transferors, ensuring relatively high- 321

quality translations and stable performance im- 322

provements. Our proposed NatLan further refines 323

this process by employing additional MLLMs with 324

superior semantic understanding capabilities as 325

Transferors. This addresses the shortcomings of 326

NMT systems, which often produce overly literal 327

translations due to a lack of rich semantic abilities, 328
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Model Lang. Avg. Avg. (Hard)
Phi-3-mini (3.8B) zh 41.2 36.3
+Self-Translation en 43.8 37.7
+Google-MT en 50.9 40.4
+NatLan en 51.3 41.3
Phi-3-small (7B) zh 49.0 41.6
+Self-Translation en 52.0 42.1
+Google-MT en 55.7 42.7
+NatLan en 55.9 44.7
Gemma-1.1 (7B) zh 44.4 36.3
+Self-Translation en 41.9 33.9
+Google-MT en 46.7 38.2
+NatLan en 47.7 38.6
Mistral-0.3 (7B) zh 42.8 32.6
+Self-Translation en 34.8 30.9
+Google-MT en 48.0 33.3
+NatLan en 48.4 35.3
Llama-2 (7B) zh 21.3 14.7
+Self-Translation en 9.6 10.3
+Google-MT en 25.4 15.1
+NatLan en 27.6 18.6

Table 1: Comparison with top-notch related methods.
Performance metrics are measured by the average ac-
curacy. Lang. indicates the language of the questions.
Red, yellow, and green indicate negative, suboptimal,
and optimal enhancement, respectively. The NatLan
configurations are the optimal setup reported in §5.5.

thus achieving superior semantic transfer (see §5.3329

for details). The proposed NatLan achieves optimal330

performance across all five Speaker LLMs.331

5.2 NatLan Produces More Relative332

Improvements333

To explore in more depth, we conducted a detailed334

performance analysis of Google-MT and our pro-335

posed NatLan method on the validation sets of spe-336

cific disciplines within the C-Eval benchmark.337

We define our analysis process as follows: Con-338

sidering each discipline individually, we calculate339

the relative performance improvements brought by340

NatLan/Google-MT compared to having Speaker341

LLMs directly answer questions in Chinese (Origi-342

nal). Specifically, this involves computing the rel-343

ative increase in the number of correct answers344

provided by NatLan/Google-MT compared to the345

Original. Subsequently, we apply Min-Max Nor-346

malization to the relative improvements achieved347

by NatLan/Google-MT across various disciplines,348

resulting in normalized relative improvements.349

As shown in Figure 3, NatLan provides more350

relative improvements than Google-MT in the ma-351

jority of disciplines. It is important to note that we 352

have excluded disciplines from this analysis where 353

neither method provided more correct answers than 354

the Original. Additionally, since the performance 355

gains from Self-Translation are quite limited and 356

often result in frequent performance declines, this 357

method has not been included in the analysis. 358

Figure 3: Normalized relative improvements in specific
disciplines, with the dashed grey line indicating where
their respective relative improvements are equivalent.

5.3 NatLan Refines Semantic Transfer 359

To substantiate NatLan’s superiority in refining se- 360

mantic transfer, we sampled representative ques- 361

tions from the C-Eval test sets for a comparative 362

analysis. Original indicates that the Speaker LLMs 363

respond directly to questions in Chinese. 364

Enhanced Semantic Coherence. Semantic co- 365

herence aims to emphasize the relationships be- 366

tween relevant entities in questions and answers. 367

As shown in the first row of Table 2, NatLan uses 368

"is accessed" to highlight the relationship between 369

the "operand" in the question and the "addressing 370

method" in the answers, reducing the difficulty for 371

Speaker LLMs in recalling the relevant knowledge. 372

Enhanced Semantic Accuracy. As shown in the 373

second row of Table 2, NatLan uses "Kingdom" 374

instead of "Country", which more accurately cap- 375

tures the folkloric connotation of the term. Ad- 376

ditionally, it uses "literacy" instead of "quality", 377

5



Original Question Google-MT Trans. Question NatLan Trans. Question Answers

单地址指令中为了完
成两个数的算术运
算，除地址码指明一
个操作数外，另一个
采用____方式。
A.立即寻址
B.隐含寻址
C.间接寻址
D.基址寻址

In order to complete the arith-
metic operation of two num-
bers in a single-address instruc-
tion, in addition to the address
code indicating one operand,
the other one uses ____ method.
A. Immediate addressing
B. Implicit addressing
C. Indirect addressing
D. Base addressing

In a single-address instruction
to perform arithmetic opera-
tions on two numbers, apart
from the operand specified by
the address code, the other
one is accessed using the ____
method.
A. Immediate addressing
B. Implicit addressing
C. Indirect addressing
D. Base addressing

Original: C

+Google-MT: C

+NatLan : B

True Label : B

云南民俗中有“女儿国”
和“君子国”，这“两绝”
的形成与下列哪种因
素有关____。
A.生活水平低
B.文化素质差
C.交通闭塞
D.开发历史短

There are "Daughter Country"
and "Gentleman Country" in
Yunnan folklore. Which of
the following factors is related
to the formation of these "two
uniques"____.
A. Low living standards
B. Poor cultural quality
C. Impeded transportation
D. Short development history

The formation of "the Kingdom
of Women" and "the Kingdom
of Gentlemen" in Yunnan folk-
lore is related to____.
A. Low living standards
B. Poor cultural literacy
C. Isolation due to poor trans-
portation
D. Short development history

Original: B

+Google-MT: D

+NatLan : C

True Label: C

Table 2: Chinese-to-English translation cases in C-Eval test sets. More cases are available in Appendix A.2.

enhancing the semantic precision. Moreover, in378

option C, it conveys the main reason as "Isolation"379

rather than merely "Impeded", enabling Speakers380

to understand the answer more accurately.381

Overall, NatLan leverages the rich semantic ca-382

pabilities of Transferor LLMs to deliver transla-383

tions that surpass those of NMT systems, which384

refines the semantic transfer from the target lan-385

guage to the native language, significantly reducing386

comprehension failures in Speaker LLMs.387

5.4 NatLan Rectifies Knowledge Activation388

In our question-answering task setup, since the389

Speaker LLMs only need to generate the answer390

options, the last hidden state for predicting the first391

token reflects the internal knowledge activation pat-392

tern used for answer generation, avoiding extrane-393

ous influences introduced when generating tokens394

in different languages. Therefore, we extract it for395

more in-depth analysis in knowledge activation.396

As shown in Figure 4, areas of substantial over-397

lap indicate better alignment of knowledge between398

the target language (Chinese) and the native lan-399

guage (English). Conversely, the divergences repre-400

sent different knowledge activations in the Speaker401

LLMs. When addressing the same questions, sig-402

nificant differences in activation patterns are exhib-403

ited when answering directly in Chinese (Original)404

versus answering based explicitly on knowledge405

Figure 4: The distribution of activation patterns in
Speaker LLMs on the C-Eval validation set, visualized
through dimensionality reduction using t-SNE (Van der
Maaten and Hinton, 2008). The areas with significant
activation differences are highlighted in the pink box.

learned in English through NatLan. 406

Considering the potential correlation between 407

knowledge activation differences and the correct- 408

ness of responses, we sampled the activations of 409

questions and observed intriguing phenomena, as 410

shown in Figure 6 (Top). (i) When the knowledge 411

to answer a question is correctly activated by di- 412

rectly using Chinese for prompting (Original), the 413

resulting knowledge activation shows minimal dif- 414

ferences compared to the English knowledge acti- 415

vation guided by NatLan (Yellow). This confirms 416
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Figure 5: Performance comparison of NatLan using different Transferor LLMs in the C-Eval test sets, divided into
four distinct subdomains, with Phi-3-mini (3.8B) (Left) and Phi-3-small (7B) (Right) as the Speaker LLMs.

Figure 6: Activation differences between different meth-
ods for the same questions. Contents in parentheses in-
dicate the correctness of the Speaker LLMs’ responses.

that NatLan effectively simulates PNLT in Speaker417

LLMs, producing highly similar knowledge activa-418

tions, i.e. correct answers can be generated inde-419

pendent of different language contexts. (ii) When420

PNLT cannot occur autonomously and implicitly,421

and direct prompting in Chinese cannot correctly422

activate the relevant knowledge, NatLan can explic-423

itly guide the Speaker LLMs to adjust the activation424

pattern onto the correct track, resulting in signifi-425

cant activation differences (Green).426

It is important to note that, compared to Google-427

MT, NatLan provides a more significant corrective428

effect on knowledge activation, as shown in Figure429

6 (Bottom). Google-MT is insufficient to correct430

the knowledge activation in Speaker LLMs to the 431

necessary extent, causing the model to still fail (Yel- 432

low). In contrast, NatLan’s corrections are more 433

substantial and appropriately directed, enabling the 434

Speaker to produce correct responses (Green). 435

5.5 Impact of Transferor’s Semantic 436

Capabilities on NatLan 437

Furthermore, we conducted a detailed analysis to 438

evaluate how the semantic capabilities of the Trans- 439

feror LLMs in the target language affect the overall 440

effectiveness of the proposed NatLan method. 441

Model Lang. Avg. Avg. (Hard)
Transferor LLMs

Qwen-1.5 (4B) zh 60.1 42.3
Qwen-2 (7B) zh 78.9 56.7
Qwen-1.5 (14B) zh 74.9 58.9

Speaker LLMs
Phi-3-mini (3.8B) zh 41.2 36.3
+NatLan Qwen-1.5 (4B) en 48.1 37.9
+NatLan Qwen-2 (7B) en 50.8 39.9
+NatLan Qwen-1.5 (14B) en 51.3 41.3
Phi-3-small (7B) zh 49.0 41.6
+NatLan Qwen-1.5 (4B) en 52.7 41.9
+NatLan Qwen-2 (7B) en 56.0 43.5
+NatLan Qwen-1.5 (14B) en 55.9 44.7
Gemma-1.1 (7B) zh 44.4 36.3
+NatLan Qwen-1.5 (4B) en 45.0 38.2
+NatLan Qwen-2 (7B) en 47.7 38.6
+NatLan Qwen-1.5 (14B) en 47.6 38.0
Mistral-0.3 (7B) zh 42.8 32.6
+NatLan Qwen-1.5 (4B) en 45.6 33.6
+NatLan Qwen-2 (7B) en 48.4 35.3
+NatLan Qwen-1.5 (14B) en 47.8 35.5
Llama-2 (7B) zh 21.3 14.7
+NatLan Qwen-1.5 (4B) en 25.6 18.7
+NatLan Qwen-2 (7B) en 25.2 17.3
+NatLan Qwen-1.5 (14B) en 27.6 18.6

Table 3: Performance comparison of NatLan using dif-
ferent Transferor LLMs on the C-Eval test sets.

For this purpose, Qwen series models, which ex- 442

hibit strong average semantic capabilities in the tar- 443

get language (Chinese) and possess varying levels 444
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Figure 7: Performance comparison of NatLan using different Transferor LLMs in the C-Eval test sets, divided into
52 distinct disciplines, with Phi-3-small (7B) as the Speaker LLMs. More details are available in Appendix A.4.

of semantic proficiency, were deployed as Trans-445

feror LLMs. As shown in Table 3, Qwen-2 (7B)446

and Qwen-1.5 (14B) exhibit comparable semantic447

capabilities, each with their own strengths, while448

Qwen-1.5 (4B) has relatively weaker semantic ca-449

pabilities in comparison. Furthermore, when they450

serve as Transferor LLMs, the relative strengths451

and weaknesses of their semantic capabilities are452

generally reflected in the varying degrees of knowl-453

edge elicitation from the Speaker LLMs.454

Specifically, NatLan Qwen-2 (7B) and NatLan455

Qwen-1.5 (14B) generally provide comparable per-456

formance improvements. The former tends to per-457

form better in terms of average accuracy across458

most models, while the latter excels in average459

accuracy at the hard level, aligning with their re-460

spective strengths. This confirms the pivotal role461

of the semantic capabilities of Transferor LLMs in462

the effectiveness of the proposed NatLan method.463

5.6 Analysis of NatLan with Different464

Transferors in Various Domains465

More comprehensively, we conducted a fine-466

grained analysis of the impact of Transferor LLMs467

on NatLan across four subdomains and even at the468

level of individual disciplines within C-Eval.469

As shown in Figure 5, NatLan consistently470

achieved stable performance improvements across471

four subdomains. Moreover, the trends in per-472

formance improvements across four subdomains,473

which correlate with shifts in the semantic capa-474

bilities of Transferor LLMs, align closely with the475

analyses presented in §5.5. Additionally, it can be476

observed that the degree of improvements brought477

by NatLan is closely linked to the upper limits of478

performance of Speaker LLMs in their native lan-479

guage. This implies that when the semantic transfer480

challenges attributed to Transferors are alleviated,481

the primary determinant of NatLan’s performance482

increasingly becomes the intrinsic knowledge level483

of Speaker LLMs in their native language. 484

Additionally, it should be noted that the de- 485

gree of performance improvement NatLan delivers 486

varies across more fine-grained disciplines. As 487

shown in Figure 7, in the majority of disciplines, 488

such as Veterinary Medicine (Vet. Med.) and Basic 489

Medicine (Basic Med.), NatLan achieves substan- 490

tial improvements. We believe that in such disci- 491

plines, Speaker LLMs have access to more relevant 492

knowledge in their native language training data 493

compared to the target language. However, in a few 494

rare cases, such as Probability and Statistics (Prob. 495

& Stat.) and Ideological and Moral Cultivation 496

(Ideol.), using NatLan leads to a slight decline in 497

performance. We believe such results are consistent 498

with intuition, as in these disciplines, challenges 499

arise from the complexity of translation, which can 500

lead to semantic transfer errors, or from knowledge 501

that is intimately associated with Chinese. These 502

factors contribute to the diminished performance of 503

Speaker LLMs in their native language (English). 504

6 Conclusion 505

It has been observed that MLLMs fail to answer 506

some questions articulated in non-dominant lan- 507

guages, which they could address when presented 508

in their dominant language. To mitigate this, we 509

propose NatLan to simulate PNLT in the cogni- 510

tive processes of human multilinguals. It reinter- 511

prets the effectiveness of the existing translate-first 512

prompting methods from the perspective of PNLT 513

in human multilinguals and suggests employing 514

multi-MLLM collaboration to alleviate the Lan- 515

guage Comprehension Bottlenecks and refine se- 516

mantic transfer, thereby more effectively eliciting 517

relevant knowledge for question-answering. The 518

proposed NatLan achieves up to a 10.1% average 519

accuracy improvement in the C-Eval benchmark, 520

as well as up to a 5.0% increase in the hard-level 521

subset, surpassing all top-notch related methods. 522
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Limitations523

The Speaker LLMs selected for this study all use524

English as their dominant language (native lan-525

guage). Although we aimed to assess MLLMs with526

various native languages, the vast majority of exist-527

ing MLLMs primarily utilize English as their na-528

tive language. Even if some MLLMs demonstrate529

stronger capabilities in other languages, they still530

cannot significantly outperform the performance531

under English prompting. Therefore, we encourage532

future research to explore MLLMs with different533

native languages other than English, or investigate534

whether the phenomenon of PNLT can be trans-535

ferred to other non-native languages through alter-536

native methods. Such explorations could have a537

profound impact on the development of applica-538

tions for low-resource languages.539

Furthermore, although NatLan significantly en-540

hances the performance of MLLMs, the potential541

improvements attributable to NatLan are inherently542

limited by the capabilities of the Transferor LLMs543

and particularly the Speaker LLMs, where the pri-544

mary bottlenecks tend to occur. Moreover, as ob-545

served in the analysis from §5.6, for a minority of546

disciplines, NatLan fails to enhance performance.547

In addition to translation errors produced by Trans-548

feror LLMs, another significant factor is that some549

knowledge is closely tied to specific languages,550

such as in the Ideology and Moral Cultivation dis-551

cipline. Employing the native language to address552

these types of issues may not yield benefits and553

could instead prevent the successful recall of rele-554

vant knowledge. Therefore, we encourage future555

work to explore the scope of knowledge covered by556

various languages in MLLMs, aiming to achieve557

an adaptive and dynamic language switching dur-558

ing question-answering, specifically switching to559

the language that best encompasses the required560

knowledge for optimal knowledge elicitation.561

Ethical Considerations562

LLMs are prone to generating incorrect and po-563

tentially biased information. This issue becomes564

especially significant when LLMs are tasked with565

responding to sensitive questions. While NatLan566

enhances the performance of LLMs, it does not567

eliminate the issue of producing biased or incorrect568

statements. In light of some potential issues, this569

study advocates for usage under research purposes.570

Cautious deployment is advisable when integrating571

such systems into user-facing applications.572

All the datasets and models used in this study 573

are publicly available with permissible licenses. C- 574

Eval benchmark has CC-BY-NC-SA-4.0 License 1, 575

Phi-3-* models have MIT License 2, Qwen-1.5-* 576

models have Tongyi-Qianwen-Research License 3, 577

Qwen-2-* and Mistral-0.3-* models have Apache- 578

2.0 License 4, Llama-2-* models have Llama 2 579

Community License 5 and Gemma-1.1-* models 580

have Gemma Terms of Use 6. 581
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A Appendix773

A.1 Implementation Details774

In this study, to minimize randomness introduced775

during the sampling process, we standardized the776

decoding method across all MLLMs to greedy777

decoding, which includes both Transferor and778

Speaker LLMs. Furthermore, all MLLMs involved779

in the experiments are open-source models of the780

Instruct/Chat version: Phi-3-mini (3.8B) 7, Phi-3-781

small (7B) 8, Gemma-1.1 (7B) 9, Mistral-0.3 (7B)782
10, Llama-2 (7B) 11, Qwen-1.5 (4B) 12, Qwen-2783

(7B) 13, and Qwen-1.5 (14B) 14.784

At the same time, as we deployed Transferor785

LLMs within NatLan that required designing trans-786

lation prompts, we used GPT-4o 15 to translate787

the dev sets of various disciplines in the C-Eval788

benchmark from Chinese to English. This en-789

sures the quality of the translations in the prompts,790

with each discipline’s dev set containing five exam-791

ples, allowing us to construct five-shot translation792

prompts for each discipline. We also created five-793

shot Q&A prompts using the C-Eval dev sets. In794

practical applications, we provide the MLLMs with795

prompts corresponding to the discipline currently796

being tested, thus maximizing the elicitation of797

their domain-specific knowledge.798

Since the Transferor LLMs and Speaker LLMs799

used in the proposed NatLan method are required800

to undertake distinct processes, the former are801

required to translate questions from the target802

language to the native language, while the latter are803

required to provide answers based on the translated804

questions in the native language. Therefore, they805

use different sets of prompts. First, we report806

the details of the translation prompts used in our807

experiments as follows:808

809

<System Prompts>810

You are a professional Chinese-English811

7https://huggingface.co/microsoft/Phi-3-mini-
128k-instruct

8https://huggingface.co/microsoft/Phi-3-small
-128k-instruct

9https://huggingface.co/google/gemma-1.1-7b-i
t

10https://huggingface.co/mistralai/Mistral-7B-
Instruct-v0.3

11https://huggingface.co/meta-llama/Llama-2-7b
-chat-hf

12https://huggingface.co/Qwen/Qwen1.5-4B-Chat
13https://huggingface.co/Qwen/Qwen2-7B-Instruc

t
14https://huggingface.co/Qwen/Qwen1.5-14B-Chat
15API version: gpt-4o-2024-05-13

translator. Translation rules: Proper 812

nouns in English or Chinese need to be 813

retained without translation, retain the 814

original meaning to the greatest extent, 815

and follow the original format in the 816

translation process. 817

818

<Original Question Prompts> 819

Now help me translate the following 820

sentence into English, only return 821

the translated sentence, the original 822

sentence is: 823

Question: 824

{original example[‘question’]} 825

Choices: 826

A. {original example[‘choice A’]} 827

B. {original example[‘choice B’]} 828

C. {original example[‘choice C’]} 829

D. {original example[‘choice D’]} 830

Answer: 831

832

<Translated Question Prompts> 833

Question: 834

{translated example[‘question’]} 835

Choices: 836

A. {translated example[‘choice A’]} 837

B. {translated example[‘choice B’]} 838

C. {translated example[‘choice C’]} 839

D. {translated example[‘choice D’]} 840

Answer: 841

842

Furthermore, we report the details of the Q&A 843

prompts used in our experiments as follows: 844

845

<System Prompts> 846

You are a professional {discipline 847

name} expert, and you are currently 848

answering a multiple-choice question 849

about {discipline name}, you need to 850

provide only one option as the answer 851

based on the question, and you only need 852

to return one single capital character 853

as the answer. 854

855

<Question Prompts> 856

Question: 857

{translated example[‘question’]} 858

Choices: 859

A. {translated example[‘choice A’]} 860

B. {translated example[‘choice B’]} 861

C. {translated example[‘choice C’]} 862

D. {translated example[‘choice D’]} 863
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Answer:864

865

<Answer Prompts>866

{example[‘answer’]}867

868

A.2 Comparative Analysis of869

Chinese-to-English Translation Cases870

As a supplement to Table 2, we report a more de-871

tailed comparative analysis of Chinese-to-English872

translation cases between Google-MT and the pro-873

posed NatLan in Table 4.874

As shown in Table 4, in the examples from the875

first two rows, NatLan provides more semantically876

coherent translations. This coherent semantic de-877

scription enables Speaker LLMs to more easily878

understand the relationship between the question879

and the answer. In the cases presented in the latter880

two rows, NatLan delivers translations with greater881

semantic accuracy. For these two questions pertain-882

ing to the High School Chemistry discipline, the883

enriched semantic comprehension of the Transferor884

LLMs enables NatLan to generate terminology that885

aligns more closely with domain-specific usage.886

For instance, it translates to "combusted", which887

is preferred in chemical contexts, rather than the888

general term "burned", and "Reactivity" instead of889

"The intensity of reaction".890

This comparative study further confirms the su-891

periority of NatLan over methods using external892

NMT systems like Google-MT in terms of semantic893

transfer during translation. The effective seman-894

tic conveyance provided by NatLan enhances the895

understanding of questions by Speaker LLMs and896

facilitates knowledge elicitation, thereby yielding897

superior practical performance.898

A.3 Sampled Cases Used for Knowledge899

Activation900

As a supplement to §5.4, we report cases used to901

measure differences in knowledge activation in this902

experiment, which were sampled from the C-Eval903

val/test sets. Detailed content is shown in Table 5.904

It should be noted that the reason for exclud-905

ing the comparison of the Self-Translation method906

in the experiments for Figure 6 is due to its in-907

ability to guarantee basic accuracy in the semantic908

transfer process. This method may generate incom-909

plete translated questions, preventing the Speaker910

LLMs from accessing complete question informa-911

tion. Such issues can greatly disrupt overall knowl-912

edge activation, making comparisons of activation913

differences with this method meaningless. If com- 914

plete question information cannot be conveyed to 915

the Speaker LLMs, it is akin to the Speaker LLMs 916

addressing an entirely different question, thereby 917

rendering its knowledge activation incomparable. 918

Additionally, as the case shown in the second 919

row of Table 5 is mathematical and lacks substan- 920

tial textual content, and given that our goal is to 921

demonstrate that the knowledge activation provided 922

by NatLan can unlock the limitations posed by dif- 923

ferent language contexts on the effective applica- 924

tion of knowledge in Speaker LLMs, this case may 925

not effectively illustrate the differences between 926

target language (Chinese) and native language (En- 927

glish) prompt contexts. 928

Figure 8: Activation differences between different meth-
ods for the same questions. Contents in parentheses in-
dicate the correctness of the Speaker LLMs’ responses.
This is a supplement to Figure 6 (Top).

Therefore, we provide a supplementary case in 929

Table 6, which contains more extensive textual con- 930

tent (rather than mathematical formulas) to demon- 931

strate more convincingly whether prompts are de- 932

livered directly in the target language (Chinese) 933

to utilize implicit Positive Native Language Trans- 934

fer (PNLT), or explicitly guide PNLT through Nat- 935

Lan at the native language (English) level, when 936

both methods can accurately respond, the patterns 937

of knowledge activation in Speaker LLMs are ex- 938

tremely similar, as depicted in Figure 8. This 939

knowledge activation similarity shows that the ac- 940

tivation pattern is independent of the specific lan- 941

guage contexts of the prompts, and confirms that 942

our proposed NatLan can effectively simulates 943

PNLT in its performance. Since NatLan is designed 944

to explicitly promote PNLT, this further confirms 945

that NatLan can provide the correct knowledge ac- 946

tivation patterns, thus successfully unlocking the 947
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limitations posed by different language contexts in948

Speaker LLMs and effectively eliciting the corre-949

sponding knowledge.950

A.4 Analysis of NatLan with Different951

Transferors in Various Domains952

As a supplement to Figure 7, we present a de-953

tailed performance analysis of NatLan, employing954

three different Transferor LLMs applied to various955

Speaker LLMs, across specific disciplines. These956

include Phi-3-mini (3.8B) in Figure 9, Gemma-1.1957

(7B) in Figure 10, Mistral-0.3 (7B) in Figure 11,958

and Llama-2 (7B) in Figure 12.959

As shown in these figures, NatLan has provided960

widespread and consistent performance improve-961

ments across all Speaker LLMs, with only minor962

performance declines in a very few disciplines.963

Furthermore, across each Speaker LLM, perfor-964

mance improvements and the disciplines where de-965

clines occur vary due to differences in performance966

preferences, the proportion of different language967

data in the training corpora, and variations in data968

sources and quality. This variation highlights that969

the knowledge elicitation facilitated by NatLan,970

aside from the influence of Transferor LLMs, is pri-971

marily dependent on the capabilities of the Speaker972

LLMs in their native languages.973

Additionally, it is important to note that since974

NatLan relies heavily on the collaboration of975

MLLMs, it also demands a high level of compli-976

ance with instructions from the MLLMs. As shown977

in Figure 12, Llama-2 (7B), compared to other978

Speaker LLMs, has relatively weaker instruction-979

following capabilities. Consequently, it is more980

prone to producing answers that do not conform981

to the prescribed format during testing. We ap-982

plied a strict evaluation criterion in these instances,983

considering any output that did not meet the estab-984

lished format as incorrect. Thus, the performance985

improvements brought about by NatLan using dif-986

ferent Transferor LLMs on Llama-2 (7B) show rel-987

atively greater variability. However, from a holistic988

perspective, disregarding the variations between989

different Transferor LLMs, NatLan still manages990

to provide stable performance improvements for991

Llama-2 (7B). This further confirms the superiority992

of the proposed NatLan method.993

Furthermore, we have reported the detailed per-994

formance evaluation scores of NatLan and top-995

notch related methods in Table 7 for all settings, as996

a supplement to Table 1 and Table 3997
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Figure 9: Performance comparison of NatLan using different Transferor LLMs in the C-Eval test sets, divided into
52 distinct disciplines, with Phi-3-mini (3.8B) as the Speaker LLMs.

Figure 10: Performance comparison of NatLan using different Transferor LLMs in the C-Eval test sets, divided into
52 distinct disciplines, with Gemma-1.1 (7B) as the Speaker LLMs.
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Original Question Google-MT Trans. Question NatLan Trans. Question Answers
某计算机的指令系统
中共有101条不同的指
令，采用微程序控制
方式时，控制存储器
中具有的微程序数目
至少是____。
A. 100
B. 102
C. 103
D. 104

There are 101 different instruc-
tions in the instruction system
of a certain computer. When us-
ing microprogram control, the
number of microprograms in
the control memory is at least
____.
A. 100
B. 102
C. 103
D. 104

In a computer’s instruction set
with a total of 101 different in-
structions, the minimum num-
ber of microprograms required
in the control memory when
using microprogram control is
____.
A. 100
B. 102
C. 103
D. 104

Original: B

+Google-MT: C

+NatLan : B

True Label : B

迁都后对帕朗卡拉亚
的影响有____。
A. 有利于缓解住房紧
张问题
B. 有利于缓解交通拥
堵状况
C. 有利于环境污染的
治理
D.基础设施的完善

The impact of the capital relo-
cation on Palangkaraya is____.
A. It is conducive to alleviating
housing shortages
B. It is conducive to alleviating
traffic congestion
C. It is conducive to the control
of environmental pollution
D. The improvement of infras-
tructure

The impact of the capital relo-
cation on Palangkaraya would
include____.
A. Alleviating housing short-
ages
B. Alleviating traffic congestion
C. Facilitating environmental
pollution control
D. Improvement of infrastruc-
ture

Original: A

+Google-MT: C

+NatLan : D

True Label: D

下列各物质完全燃
烧，产物除二氧化碳
和水外，还有其他物
质的是____。
A.甲烷
B.乙烯
C.氯乙烯
D.乙醇

When the following substances
are completely burned, the
products include carbon diox-
ide and water, and other
substances____.
A. Methane
B. Ethylene
C. Vinyl chloride
D. Ethanol

Among the following sub-
stances, which one, when com-
pletely combusted, produces
products other than carbon diox-
ide and water?____.
A. Methane
B. Ethylene
C. Vinyl chloride
D. Ethanol

Original: C

+Google-MT: D

+NatLan : C

True Label : C

下列有关NaHCO3与
Na2CO3的说法中不正
确的是____。
A. 在水中溶解性：
Na2CO3 < NaHCO3

B. 与 相 同 浓 度 酸
反应的剧烈程度：
Na2CO3 < NaHCO3

C. 热 稳 定 性 ：
Na2CO3 < NaHCO3

D. 二者间在一定条件
下可相互转化

Which of the following state-
ments about NaHCO3 and
Na2CO3 is incorrect____.
A. Solubility in water:
Na2CO3 < NaHCO3

B. The intensity of the reaction
with the same concentration of
acid: Na2CO3 < NaHCO3

C. Thermal stability:
Na2CO3 < NaHCO3

D. The two can be converted
into each other under certain
conditions

Which of the following state-
ments about NaHCO3 and
Na2CO3 is incorrect?____.
A. Solubility in water:
Na2CO3 < NaHCO3

B. Reactivity with equal con-
centration acids: Na2CO3 <
NaHCO3

C. Thermal stability:
Na2CO3 < NaHCO3

D. They can transform into each
other under certain conditions

Original: B

+Google-MT: B

+NatLan : C

True Label : C

Table 4: Supplementary comparative analysis of Chinese-to-English translation cases, with cases sampled from the
C-Eval test sets. The contents marked in green indicate semantic accuracy/coherence in the translation or correctness
in the response of Phi-3-mini (3.8B) , while those marked in red indicate errors.
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Original Question Google-MT Trans. Question NatLan Trans. Question Answers
《尼伯龙根的指环》
是____的作品。
A.布拉姆斯
B.肖邦
C.威尔第
D.瓦格纳

−

"Der Ring des Nibelungen" is
the work of ____.
A. Brahms
B. Chopin
C. Verdi
D. Wagner

Original: C

+NatLan : D

True Label : D

求极限：

limx→0

∫ x
x2

sin(xt)
t

dt

x2

= ____
A. 5

6 B. 1

C. 7
6 D. 4

3

−

Find the limit:

limx→0

∫ x
x2

sin(xt)
t

dt

x2

= ____
A. 5

6 B. 1

C. 7
6 D. 4

3

Original: B

+NatLan : B

True Label : B

间址寻址第一次访问
内存所得到的信息
经____传送到MDR。
A.数据总线
B.地址总线
C.控制总线
D.总线控制器

The information obtained by in-
direct addressing when access-
ing the memory for the first time
is transmitted to MDR via____.
A. Data bus
B. Address bus
C. Control bus
D. Bus controller

The information obtained from
the first memory access using
indirect addressing is transmit-
ted to the MDR via____.
A. data bus
B. address bus
C. control bus
D. bus controller

Original: B

+Google-MT: B

+NatLan : A

True Label : A

Table 5: Cases sampled from the C-Eval val/test sets for knowledge activation analysis in §5.4.

Original Question Google-MT Trans. Question NatLan Trans. Question Answers
某应急避难场所安装
消防应急照明和疏
散指示系统等消防
设施，对于面积大
于____的防火分区应
单独设置应急照明配
电箱或应急照明分配
电装置。
A. 1000m2

B. 2000m2

C. 2500m2

D. 3000m2

−

In a certain emergency shel-
ter, if fire safety lighting and
evacuation sign systems are
installed, separate emergency
lighting distribution boxes or
emergency lighting distribution
devices should be provided for
the fire protection zone with an
area greater than____.
A. 1000m2

B. 2000m2

C. 2500m2

D. 3000m2

Original: B

+NatLan : B

True Label : B

Table 6: The supplemental case in Figure 8, which is provided to further elucidate §5.4.
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Figure 11: Performance comparison of NatLan using different Transferor LLMs in the C-Eval test sets, divided into
52 distinct disciplines, with Mistral-0.3 (7B) as the Speaker LLMs.

Figure 12: Performance comparison of NatLan using different Transferor LLMs in the C-Eval test sets, divided into
52 distinct disciplines, with Llama-2 (7B) as the Speaker LLMs.

18



Model Lang. STEM Social Sci. Human. Others Avg. Avg. (Hard)
Transferor LLMs

Qwen-1.5 (4B) zh 55.2 73.7 62.0 54.9 60.1 42.3
Qwen-2 (7B) zh 71.4 88.7 80.9 81.8 78.9 56.7
Qwen-1.5 (14B) zh 69.9 86.7 76.3 71.6 74.9 58.9

Speaker LLMs
Phi-3-mini (3.8B) zh 40.5 46.9 37.8 40.5 41.2 36.3
+Self-Translation en 44.8 48.9 37.4 43.7 43.8 37.7
+Google-MT en 50.1 56.3 46.7 51.4 50.9 40.4
+NatLan Qwen-1.5 (4B) en 47.6 56.5 41.8 47.7 48.1 37.9
+NatLan Qwen-2 (7B) en 50.5 56.1 45.4 51.7 50.8 39.9
+NatLan Qwen-1.5 (14B) en 50.6 59.2 45.1 51.7 51.3 41.3
Phi-3-small (7B) zh 47.9 57.7 43.4 48.8 49.0 41.6
+Self-Translation en 51.4 59.6 46.4 51.8 52.0 42.1
+Google-MT en 54.0 63.5 51.0 56.5 55.7 42.7
+NatLan Qwen-1.5 (4B) en 51.8 60.5 47.8 52.1 52.7 41.9
+NatLan Qwen-2 (7B) en 54.1 64.6 50.5 57.1 56.0 43.5
+NatLan Qwen-1.5 (14B) en 54.3 63.4 51.6 56.4 55.9 44.7
Gemma-1.1 (7B) zh 44.6 49.9 40.1 43.6 44.4 36.3
+Self-Translation en 42.3 44.9 38.2 42.3 41.9 33.9
+Google-MT en 47.5 50.4 41.9 46.5 46.7 38.2
+NatLan Qwen-1.5 (4B) en 45.5 49.9 39.1 45.4 45.0 38.2
+NatLan Qwen-2 (7B) en 47.5 53.3 43.0 47.5 47.7 38.6
+NatLan Qwen-1.5 (14B) en 47.1 53.7 43.1 47.5 47.6 38.0
Mistral-0.3 (7B) zh 40.5 51.1 40.3 41.7 42.8 32.6
+Self-Translation en 35.5 36.1 31.6 35.6 34.8 30.9
+Google-MT en 44.5 55.9 45.8 49.2 48.0 33.3
+NatLan Qwen-1.5 (4B) en 43.4 53.9 42.0 45.8 45.6 33.6
+NatLan Qwen-2 (7B) en 46.5 56.5 44.7 48.4 48.4 35.3
+NatLan Qwen-1.5 (14B) en 44.8 57.3 44.1 48.4 47.8 35.5
Llama-2 (7B) zh 18.9 25.9 21.6 20.9 21.3 14.7
+Self-Translation en 8.7 8.7 11.5 9.6 9.6 10.3
+Google-MT en 19.9 31.9 29.9 24.9 25.4 15.1
+NatLan Qwen-1.5 (4B) en 22.3 31.8 28.4 23.2 25.6 18.7
+NatLan Qwen-2 (7B) en 21.4 30.8 28.3 24.0 25.2 17.3
+NatLan Qwen-1.5 (14B) en 23.3 36.3 30.4 24.8 27.6 18.6

Table 7: Detailed performance scores (accuracy) of NatLan and top-notch related methods under different configura-
tions on the C-Eval test sets. The meanings assigned to the different colors correspond to those in Table 1.
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