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Abstract

With the rapid growth in language processing applications, fairness has emerged as an important consideration in data-driven solutions. Although various fairness definitions have been explored in the recent literature, there is lack of consensus on which metrics most accurately reflect the fairness of a system. In this work, we propose a new formulation – accumulated prediction sensitivity, which measures fairness in machine learning models based on the model’s prediction sensitivity to perturbations in input features. The metric attempts to quantify the extent to which a single prediction depends on a protected attribute, where the protected attribute encodes the membership status of an individual in a protected group. We show that the metric can be theoretically linked with a specific notion of group fairness (statistical parity) and individual fairness. It also correlates well with humans’ perception of fairness. We conduct experiments on two text classification datasets – Jigsaw Toxicity, and Bias in Bios, and evaluate the correlations between metrics and manual annotations on whether the model produced a fair outcome.

In our work, we propose a formulation based on models sensitivity to input features – the accumulated prediction sensitivity, to measure fairness of model predictions. We establish its theoretical relationship with statistical parity (group fairness) and individual fairness (Dwork et al., 2012) metrics. We then demonstrate the correlation between the proposed metric and human perception of fairness using empirical experiments.

Researchers have proposed metrics to quantify fairness based on a model’s sensitivity to input features. Specifically, Maughan and Near (2020); Ngong et al. (2020) propose a prediction sensitivity metric that attempts to quantify the extent to which a single prediction depends on a protected attribute. The protected attribute encodes the membership status of an individual in a protected group. Prediction sensitivity can be seen as a form of feature attribution, but specialized to the protected attribute. In our work, we extend their concept of prediction sensitivity to propose accumulated prediction sensitivity. Akin to the metric proposed by (Maughan and Near, 2020; Ngong et al., 2020), our metric also relies on model output’s sensitivity to changes in input features. Our metric generalizes their notion of sensitivity, where the model sensitivity to various input features can be weighted non-uniformly. We show that the formulation follows certain properties for the chosen definitions.
of group and individual fairness and also present several methodologies to select weights assigned to sensitivity of model’s output to input features. For each selection, we present the correlation between the accumulated prediction sensitivity and human assessment of the model-output fairness.

We define our metric in the Section 3 and present bounds on it (under settings when a classifier follows the selected group fairness or individual fairness constraints) in Sections 4 and 5, respectively. Next, given that the human perception of fairness is not theoretically defined, we present an empirical study on two text classification tasks in Section 6. We request a group of annotators to annotate whether they think that model output is biased against a specific gender and observe that the proposed metric correlates positively with more biased outcomes. We then observe correlations between our metric and the stated human understanding of fairness. We find that not only the proposed accumulated prediction sensitivity metric correlates positively with human perception of bias, but also beats an existing baseline based on counterfactual fairness.

2 Related Work

Over the past decade multiple efforts have been made on defining, measuring, and mitigating biases in natural language understanding and generation models (Sun et al., 2019; Mehrabi et al., 2019a; Sheng et al., 2021). Dwork et al. (2012) and Kusner et al. (2017) focus on individual fairness and propose novel classification approaches to ensure that a classification decision is fair towards an individual. Another set of works focus on group fairness. Corbett-Davies et al. (2017) present fair classification to ensure population from different race groups receive similar treatment. Hardt et al. (2016) focus on shifting the cost of incorrect classification from disadvantaged groups for group fairness. Zhao and Chang (2020) propose an approach to measure group fairness in local regions. Finally, Kears et al. (2019) combine the best properties of the group and individual notions of fairness.

Multiple recent works also focus on developing new dataset and associated metrics to capture various types of biases in specific application domains. For example, Dhamala et al. (2021) and Nangia et al. (2020) propose dataset and metrics to measure social biases and stereotypes in language model generations, Bolukbasi et al. (2016); Caliskan et al. (2017); Manzini et al. (2019) define metrics to access gender and race biases in word vector representations, and Wang et al. (2019) define metrics to quantify and mitigate biases in visual recognition task. Ethayarajh (2020) propose Bernstein bounds to represent uncertainty about the bias. Majority of these bias metrics are automatically computed, for example, using a regard classifier (Sheng et al., 2019), sentiment classifier (Dhamala et al., 2021), toxicity classifier (Dixon et al., 2018) or true positive rate difference between privileged and under-privileged groups (De-Arteaga et al., 2019b). A few works additionally validate the alignment of these automatically computed bias metrics with human understanding of biases by collecting annotations of biases on a subset of test data from crowd-workers (Sheng et al., 2019; Dhamala et al., 2021). Blind et al. (2021, 2020) discuss the limitations of several these bias datasets and measurements.

However, the majority of existing bias metrics are specific to the type of the model and the application domain used, they may not be tested for correlation with human judgement of biases, and their relationship to existing definitions of fairness has not been explored. Additionally, metrics such as true positive or error difference between groups requires ground truth labels, thereby making their computation in real-time systems difficult. Speicher et al. (2018) have attempted to present unified approach to measuring group and individual fairness via inequality indices, however we note that such metrics are non-trivial to extend to unstructured data such as text. For example, gender information in a text may be subtle (e.g. mention of softball) and it is unclear whether presence of this word should be considered to impact the genderness of the text. Accumulated prediction sensitivity metric, presented in this paper, attempts to address all the above limitations of existing bias metrics. We acknowledge that the proposed metric is yet to be associated with other notions of fairness (e.g. preference based notion of fairness (Zafar et al., 2017)).

3 Accumulated Prediction Sensitivity

Below, we define accumulated prediction sensitivity, a metric that capture the sensitivity of a model to protected attributes.

Definition 1 (Accumulated Prediction sensitivity).
Let $x \in X$ be a feature vector drawn from the input space $X$. Let $w, v$ be stochastic vectors whose entries are non-negative values that sum to one. Given $x$, let $f$ be a $K$-class classifier, such that $f(x) = [f_1(x), \ldots, f_K(x)]$ denotes the $K$-dimensional probability output generated by the classifier. We define accumulated prediction sensitivity $P$ as:

$$P = w^T J v; \text{ where } J(k, i) = \left| \frac{\partial f_k(x)}{\partial x_i} \right|.$$  

$J$ is a matrix such that the $(k, i)^{th}$ entry is $\frac{\partial f_k(x)}{\partial x_i}$, where $x_i$ is the $i^{th}$ entry in $x$. The product $w^T J$ sums the absolute derivatives $\left| \frac{\partial f_k(x)}{\partial x_i} \right|$ across $f_k, k = 1, \ldots, K$ and returns a vector of summed derivatives with respect to each $x_i \in x$. The product of $v$ with $w^T J$ further averages the derivatives across all the features $x_i \in x$ to yield the scalar $P$.

The value $\frac{\partial f_k(x)}{\partial x_i}$ captures the expected change in model output for the $k^{th}$ class given a perturbation in $x_i$. If $x_i$ is a protected feature, arguably a smaller value of $\frac{\partial f_k(x)}{\partial x_i}$ implies a fairer model; as then the model’s outcome does not change sharply with changes in $x_i$. In order to capture the sensitivity of the model with respect to the protected features, one also needs to choose $v$ judiciously. For example, given the explicit set of protected features in $x$, one can select $v$ such that only entries corresponding to them are assigned a non-zero value, while the rest are set to zero. Given this heuristic, we expect the value $P$ to be smaller for fairer models. In the next sections, we connect the accumulated prediction sensitivity to two known notions of fairness and human perception of fairness. Note that we use the following notation scheme in this paper—bold capital letters for matrices, bold small letters for vectors and un-bolded letters for scalars.

4 Relation to Group Fairness: Statistical Parity

Given a set of protected features (e.g., gender), a model satisfies statistical parity if model outcome is independent of the protected features (we note that identifying protected features may not always be feasible in the real world). We represent the feature vector $x = [x_p, x_l]$, where $x_p$ is the set of protected features and $x_l$ is the remainder. Accordingly, we choose $v$ to be a vector such that the entries that sum $\left| \frac{\partial f_k(x_l)}{\partial x_i} \right| \forall x_p \in x_p$ in $J$ are non-zero; and zero otherwise. This choice is intuitive as then we sum the gradients in $J$ that correspond to protected features and measure model’s sensitivity to them. The predictor $f(x)$ will satisfy statistical parity if $f(x_p, x_l) = f(x_p', x_l) \forall x_p \neq x_p'$. Given this, we state the following theorem.

Theorem 1. Given a vector $v$ with non-zero entries corresponding to $x_p$ and zero entries for $x_l$, if the predictor $f(x)$ satisfies statistical parity with respect to $x_p$, accumulated prediction sensitivity will be zero.

Proof: If $f(x)$ satisfies statistical parity with respect to $x_p$, the values $\frac{\partial f_k(x)}{\partial x_p}$ will be all zero. This is due to the fact that the function $f_k(x)$ can not be defined based on entries $x_p \in x_p$ for it to be independent of them. Therefore, for every multiplication in the product $J v$, either the entry $\frac{\partial f_k(x)}{\partial x_p}$ will be 0 or the entry in $v$ corresponding to $x_l$ will be 0. Hence, $P$ will be 0.

5 Relation to Individual Fairness

Dwork et al. (2012) state the notion of individual based fairness as: “We interpret the goal of mapping similar people similarly to mean that the distributions assigned to similar people are similar”. They propose adding a Lipschitz property constraint during the classifier optimization. Given a loss function $\mathcal{L}$ defined to optimize the parameters $\theta$ of the classifier $f(x)$, a distance function $d(x, x')$ that computes distance between data-points $x, x'$, another distance function $\mathcal{D}(f(x), f(x'))$ that computes distance between classifier predictions on $x, x'$ and a constant $L$, Dwork et al. (2012) propose the following constrained optimization.

$$\min_{\theta} \mathcal{L}; \text{ such that } \mathcal{D}(f(x), f(x')) < Ld(x, x'); \forall x, x' \in X.$$  

It is natural to choose an $L_p$ norm (Bourbaki, 1987) for $d$ and $\mathcal{D}$. For a classifier $f$ that is trained with the above constrained optimization and the choice of distance metrics $\mathcal{D}, d$ is an $L_p$ norm, we state the following.

Theorem 2. If the predictor $f(x)$ is trained with the constrained optimization stated in Eq. (2), the accumulated prediction sensitivity will be upper bounded by $L$.

Proof: We restate the constraint in Eq. (2) as (note that the inequality sign does not change as
$$\forall x \neq x', \quad L > \frac{\mathcal{D}(f(x), f(x'))}{d(x, x')}.$$  

Given the inequality holds for any pair of $x, x'$, it must also hold true for an $x'$ of the following choice.

$$x' = x + [0, 0, \Delta x_i, 0, 0];$$

where $\Delta x_i$ is a scalar perturbation in the $i$th entry in $x$. For a chosen $L_p$ norm, Eq (3) becomes

$$L > \frac{\sum_{k=1}^{K} |f_k(x) - f_k(x')|^p}{|\Delta x_i|} \geq \frac{|f_k(x) - f_k(x')|^p}{|\Delta x_i|}. \quad (4)$$

Since each entry $|f_k(x) - f_k(x')|^p$, $k = 1, \ldots, K$ is expected to be non-zero and zeroing out all such entries (but one) will yield a lower value than the summation $\sum_{k=1}^{K} |f_k(x) - f_k(x')|^p$. We can rewrite Eq. (4) as:

$$\frac{|f_k(x) - f_k(x + [0, 0, \Delta x_i, 0, 0])|}{|\Delta x_i|}.$$  

We can further choose $\Delta x_i$ such that it is small perturbation, leading to the following.

$$L \geq \lim_{\Delta x_i \rightarrow 0} \frac{|f_k(x) - f_k(x + [0, 0, \Delta x_i, 0, 0])|}{|\Delta x_i|} = |\partial f_k(x)|.$$  

Therefore, each entry in $J$ is upper bounded by $L$. As vectors $v, w$ are stochastic and they compute weighted averages of bounded entries in $J, P$ (defined in Eq. (1)) must be less than or equal to $L$.

We also note that as $L$ becomes larger, the constraint in the Eq. (2) becomes looser. Therefore, a higher value of $L$ during optimization is expected to loosen the fairness constraint as well as the bound on fairness sensitivity. This aligns with our intuition of lower values of $P$ for fairer models.

6 Correlations with Human Perception of Fairness

While the conditional statistical parity and individual fairness establish theoretical constraints on the model behaviour (e.g. independence from protected features and similarity in prediction outcomes for similar data-points), humans may carry a different notion of fairness for model outcomes on individual data-points. This notion may be based on their understanding of cultural norms, which in turn effect their decisions in identifying which model outputs could be considered biased. In this section, we present experiments that correlate accumulated prediction sensitivity with human perception of fairness.

6.1 Human Perception of Fairness

Given a data-point $x$ and model prediction $f(x)$, we assign one of the $K$ classes to the data-point. In order to evaluate the human perception of fairness on the data-point, we request a group of annotators to evaluate the model prediction (taken as the argmax of the model output) and assess whether they believe the output is biased. For instance, given the social/cultural norms, a profession classifier assigning a data-point “she worked in a hospital” to nurse instead of doctor can be perceived as biased. To correlate the accumulated prediction sensitivity $P$ with the human understanding of fairness, we conduct experiments on two text classification datasets. We describe the datasets below, followed by our choices for $w$ and $v$.

6.2 Datasets

We experiment with our proposed metric on two classification tasks, i.e., occupation classification on Bias in Bios dataset (De-Arteaga et al., 2019a)\(^1\) and toxicity classification with Jigsaw Toxicity dataset\(^2\). We focus on these two datasets as they have been investigated in several previous studies (Pruksachatkun et al., 2021) and have been reported to carry significant presence of bias. Bias in bios data (De-Arteaga et al., 2019a) is purposed to train occupation classifier which predicts occupation given the biography of an individual. We split the data to have 107,171 train samples, 71,447 validation samples and 91,917 test examples. For this data, the task classifier is an occupation classification model which is composed of a standard LSTM-based encoder combined with the output layer of 28 nodes, i.e., number of occupation classes. Jigsaw Toxicity dataset is commonly used to train

\(^1\)The data is available at https://github.com/microsoft/biosbias
\(^2\)The data is available at https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity-classification
toxic classifier which is tasked to predict if an input sentence is toxic or not. This dataset has input sentences as the comments from Wikipedia’s talk page edits labeled with the degree of toxicity. We split the dataset such that we have 1,443,900 training, 360,974 validation samples and 97,320 test samples. In this dataset, the task classifier is a binary classifier trained to predict whether a comment is toxic or not. We labeled the samples with >0.5 toxicity score as toxic and others as non-toxic to train the task classifier. The task classifier trained with Jigsaw Toxicity dataset achieved an AUC of 0.957.

6.3 Selecting the vectors \( \mathbf{w} \)

The vector \( \mathbf{w} \) sums up the absolute partial derivatives of \( f_k(x) \) with respect to a given feature \( x_i, \forall k = 1, \ldots, K \). In our setup, we consider input features to be the word embeddings and the matrix \( \mathbf{J} \) is computed over the same. Given a \( D \)-dimensional word embedding, \( K \) classes and \( N \) words in \( x \), \( \mathbf{J} \) will be a matrix of size \( (K) \times (DN) \). In all our experiments, we choose \( \mathbf{w} \) to be a uniform vector with entries \( 1/K \). Such a choice assigns equal weight to the partial derivatives computed over each class. One may chose to put a higher weight on derivatives computed over a specific class, if there is a reason to believe that the accumulated prediction sensitivity should be informed more with respect to that class. For instance, for a classifier that stratifies medical images into various diseases (Agrawal et al., 2019), disparity in model performance with respect to malicious diseases can be considered more costly. Therefore, derivatives for classes that represent more malicious disease can be weighted higher.

6.4 Selecting the vectors \( \mathbf{v} \)

Through the vector \( \mathbf{v} \), we aim to select words in \( x \) that carry gendered information. We use two formulations for the the vector \( \mathbf{v} \) as discussed below.

6.4.1 Using a list of gendered words

In this setup, we use the set of gendered words from (Bolukbasi et al., 2016) and assign entries in \( \mathbf{v} \) corresponding to those words as \( 1/(N_g \times D) \), where \( N_g \) is the count of gendered words in the data-point.

6.4.2 Using a Protected Status Model (PSM)

While prior work has used word matching to a pre-defined corpus of tokens describing various demographic cohorts (Bolukbasi et al., 2016), these corpus do not contain words that stereotypically are associated with a particular cohort but may not be explicitly tied to that cohort. For example, the word “volleyball” is associated with females in the analysis presented by (Dinan et al., 2020).

To capture this nuance, we propose using another classifier (that acts on the same dataset as used to train the original classifier, for which we aim to compute \( P \)) and using it to identify tokens containing information about the protected attribute (e.g. gender). We discuss the model training below.

Protected Status Model: To extend accumulated prediction sensitivity to settings with no explicit protected attribute, we train a protected status model \( g \). Given the data-point \( x \), goal of the PSM model \( g(x) \) is to predict the protected attributes. Given a trained \( g(x) \), we then compute another matrix \( \mathbf{J}_g \), where the \((j, i)\)th entry is \( |\partial g_{m}(x_i)|/g_m \) is the probability outcomes corresponding to the \( m \)th protected attribute class; e.g. male in a gender classifier. We then define an entry \( v_i \in \mathbf{v} \) as \( \sum_{j} J_{g}(m, i) \) (the vector \( \mathbf{v} \) is normalized to be stochastic). Intuitively, the sum \( \sum_{j} J_{g}(m, i) \) captures the model output sensitivity with respect to the input features \( x_i \) and is expected to higher if \( x_i \) carries more gendered information.

In our experiments, we train separate PSM models for gender sensitivity computation on Bias-in-bios and Jigsaw data-sets, as each data-point in these data-sets is additionally labeled with a binary gender class (male/female)

3We note that this is a limitation of this work as gender can be non-binary.
6.4.3 Using Word Embedding Vectors

In addition to using the list of gendered words and PSM, we also test with a setting where we multiply the word embedding vectors to the proposed formulations of \(v\). We stack the word embedding vectors for each word \(x_i \in x\) to obtain a vector of embeddings \(e_i\). We perform an element-wise multiplication of the embedding vectors \(e_i\) with the vector with entries \(1/(N_g \times D)\) for gendered words or \(\sum_j J_g(j,i)\) obtained using PSM. This choice is motivated based upon the findings in (Han et al., 2020). They leverage the magnitude of embedding vectors in determining saliency of the input words for the classification task at hand. Their proposed methodology computes saliency maps over the features \(x_i \in x\) by multiplying embedding vectors with partial derivatives of the class probabilities with respect to embedding vectors themselves.

6.5 Fairness Metrics

We experiment with six fairness metrics. Out of the six, one metric is a baseline based on counter-factual fairness and the rest are variants of the accumulated prediction sensitivity \(P\).

**Counter-factual Fairness (CF)**: We use the counter-factual fairness definition mentioned in Garg et al. (2019) and compute the metric as the difference in model predictions between the original sample \(f(x)\) and its corresponding counter-factual gendered sample \(f(\bar{x})\). We take the L1 norm of the vector \(f(x) - f(\bar{x})\). For example, we take the difference in predictions between the sample "She practices dentistry" and "He practices dentistry", which is the corresponding counter-factual sample. We use the definitional gender token substitutions from Bolukbasi et al. (2016) to create counter-factual samples.

**P1: Uniformly weighted prediction sensitivity**: In this setting, the values of \(w\) and \(v\) are set to uniform values \(\frac{1}{N}\) and \(\frac{1}{DN}\), respectively. This is a weak baseline as the choice of \(v\) does not provide any information regarding the gender-ness of the input words.

**P2: Weighted Prediction Sensitivity based on PSM**: In this setting, \(w\) is chosen to be a uniform vector, while \(v\) is chosen based on the PSM model.

**P3: Weighted Prediction sensitivity + Embeddings**: This setting is same as above, except entries in \(v\) are further multiplied element-wise with the word embedding vectors.

**P4: Hard gender weights based Prediction sensitivity**: In this metric, we use the list of gendered words described in section 6.4.1 to determine \(v\). The value of entries in \(v\) is set to \(\frac{1}{DN}\).

**P5: Hard gender weights based prediction sensitivity + Embeddings**: This setting is same as above, except entries in \(v\) are further multiplied element-wise with the word embedding vectors.

6.6 Evaluation

To evaluate whether the proposed prediction sensitivity correlates with human perception of fairness, we collect annotations from crowd workers using the Amazon Mechanical Turk platform. Crowd workers are asked to annotate if a model prediction appears to be a biased prediction or not. For *Bias in Bios* dataset, each sample presented to the annotators has the biography and occupation predicted by the model. We collect annotations on a random sample of the test set. For each biography and a predicted occupation, we ask annotators to label if the prediction is indicative of bias or if it is unbiased. Bias refers to a situation where an occupation is incorrectly predicted based on the gender associated with the biography. For instance, if the input biography is "she studied at Harvard Medical School and practices dentistry," and is
predicted as nurse, then we call this prediction biased since the biography fits better for a doctor. In case of unbiased predictions, the prediction is not expected to be influenced by the gender content in the biography.

Figure 1 presents a sample of examples provided to the annotators for annotating the Bias in bios dataset. Each page in the annotation task consisted of ten biography-profession pairs. We collect annotations for each biography-profession pair from at least three annotators and pick the label with majority vote. Similarly for Jigsaw Toxicity dataset, each sample presented to the annotators contains the text and associated toxicity predicted by the model. We restrict the set of annotators to be master annotators and the location of annotators to be United States. Based on the initial pilot studies conducted in the Amazon Mechanical Turk platform, we setup a payment rate to ensure a fair compensation of at least 15$/hour for all annotators that work at an average pace.

We annotated 900 test data-points from each dataset. We note that these test data-points were misclassified by the classifiers $f$ trained for each dataset. While such a sampling may not conform to the true distribution of biased/unbiased model outcomes on the overall test set, we expect to get more biased samples amongst the misclassified samples. The distribution between biased and unbiased outputs was about 55:45 for Bias in Bios and 50:50 for Jigsaw Toxicity. For the Bias in Bios and Jigsaw Toxicity datasets, we obtained a Fleiss’ kappa of 0.43 and 0.47, respectively, amongst the three annotators. This is considered a moderate level of agreement, which we believe is expected for an relatively ambiguous task to identify model outcomes influenced by gender. We compute mutual information and bi-serial correlations as the primary measures of association between the human annotations and the accumulated model sensitivity.

7 Results

Table 1 lists the bi-serial correlations and mutual information between manual annotations and the different fairness metrics. First, we observe that correlations of the baseline with human judgement are mediocre (0.326 and 0.214) compared to the human judgement. We attributed this to the fact that the metric attempts to quantify a fairly subjective assessment of bias that may have different interpretation (as also pointed out by the moderate level of annotation agreement across annotators). However, the proposed variants of $P$ have stronger correlations compared to the counter-factual baseline (except the method P1). As expected, we see the smallest correlation for P1, since this metric does not account for gender-ness in $v$. However, metrics that determine $v$ based on PSM prediction sensitivity and gendered words get higher correlations over P1 and the CF baseline. Variant of $P$ with $v$ informed using the embedding vectors further lead to improved correlations. We also observe weaker statistical significance in the case of Jigsaw Toxicity due to a weaker PSM. We attribute this to the noise present in gender annotations for Jigsaw Toxicity dataset. Hence, the performance of PSM in predicting the protected status is crucial for accurately measuring fairness.

7.1 Discussion

In order to further analyse the effect of PSM, we look into heat-maps capturing $w^T J$ and $v$ separately. As a reminder, the first quantity captures the weighted average of partial derivatives of class
probabilites with respect to the input features, while the second quantity computes the weights assigned to sum up the aforementioned averages. Table 2 shows while $v$ mostly captures gendered words such as “she”, “her” and “woman”, it also captures words such as “social”, “architecture” and “cheated” to carry more gendered information compared to other words. While these words conventionally are not gendered, for the datasets at hand, they seem to provide information whether the input data-point belongs to male/female gender. We also note that $w^T J$ weighs on occupation specific tokens such as “physician”, “executive”, etc.

This finding supports our motivations to compute $v$ based on PSM and capturing feature attributions assigned to tokens that are implicitly related to a specific gender (instead of the definitional gender tokens only). Hence, by incorporating PSM in computing $P$, we can capture bias present in non-trivial gendered tokens.

8 Conclusion

Evaluating fairness is a challenging task as it requires selecting a notion of fairness (e.g. group or individual fairness) and then identifying metrics that can capture these notions of fairness while evaluating a classifier. Additionally, certain notions of fairness may not be well defined and can change based upon social norms (e.g. “volleyball” being closely associated with females); that may seep into the dataset at hand. In this work, we define an accumulated prediction sensitivity metric that relies on the partial derivatives of model’s class probabilities with respect to input features. We establish properties of this metric with respect to the three verticals of fairness metrics: group, individual and human-perception based. We provide bounds on the metric’s value when a predictor is expected to carry statistical parity or is trained with individual fairness. We also evaluate this metric with fairness as perceived through human evaluation of model outputs. We test variants of the proposed metric against an existing baseline derived from counter-factual fairness and observe better mutual information and correlation. Specifically, a variant of the metric that relies on a Protected Status Model (that identifies tokens that carry gender information but may not conventionally be considered gendered) yields the best correlation with the human evaluation.

In the future, one can associate the proposed formulation with other categories of group and individual fairness (Mehrabi et al., 2019a). We also aim to test the metric on other datasets with other protected attributes (e.g. race, nationality). Finally, we can compare the metric across these datasets to compare trends across protected groups.

9 Broader Impact

This work can be used to evaluate bias in models, and thus used to evaluate models serving human consumers. As with all metrics, the metric does not capture all notions of bias, and thus should not be the only consideration for serving models. While this is a valid risk, this is one that is not specific to prediction sensitivity. Good use of this metric requires users to be cognizant of these strengths and weaknesses. We also note that the metric requires defining protected attributes (e.g. gender) and our work carries the limitation that the selected datasets contain binary gender annotations. Defining protected attributes may not always be possible and when possible, the protected attribute classes may not be comprehensive.
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