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Abstract
Probabilistic energy-based models (EBMs) offer
a flexible framework for parameterizing proba-
bility distributions using neural networks. How-
ever, learning probabilistic EBMs by exact maxi-
mum likelihood estimation (MLE) is generally in-
tractable, due to the need to compute the partition
function (normalization constant). In this paper,
we propose a novel formulation for approximately
learning probabilistic EBMs in combinatorially-
large discrete spaces, such as sets or permutations.
Our key idea is to jointly learn both an energy
model and its log-partition, both parameterized as
neural networks. Our approach not only provides
a novel tractable objective criterion to learn EBMs
by stochastic gradient descent (without relying on
MCMC), but also a novel means to estimate the
log-partition function on unseen data points. On
the theoretical side, we show that our approach re-
covers the optimal MLE solution when optimizing
in the space of continuous functions. Furthermore,
we show that our approach naturally extends to
the broader family of Fenchel-Young losses, al-
lowing us to obtain the first tractable method for
optimizing the sparsemax loss in combinatorially-
large spaces. We demonstrate our approach on
multilabel classification and label ranking.

1. Introduction
Probabilistic energy-based models (EBMs) are a powerful
framework for parameterizing probability distributions us-
ing neural networks, without any factorization assumptions.
They have been successfully used both in the unsupervised
setting (density estimation, image generation), where the
goal is to learn a probability density function p(x) and in
the supervised learning setting (classification, structured pre-
diction), where the goal is to learn a conditional probability
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distribution p(y|x). Probabilistic EBMs include Bolzmann
machines (Ackley et al., 1985) as a special case.

Unfortunately, this flexibility makes learning, sampling and
inference with probabilistic EBMs much more challenging.
Indeed, without factorization assumptions, turning an en-
ergy function into a valid probability distribution involves
computing the partition function (normalization constant),
which is generally intractable to compute exactly in contin-
uous spaces or in combinatorially-large discrete spaces. To
perform maximum likelihood estimation (MLE) of the net-
work parameters, a standard approach is to rely on Markov
chain Monte Carlo (MCMC) methods to estimate stochastic
gradients of the log-likelihood function (Song & Kingma,
2021). However, deriving an MCMC sampler is usually
case by case. For instance, for continuous outputs we may
use Langevin-MCMC and for binary outputs we may use
Gibbs sampling. In practice, as is the case in contrastive
divergences (Hinton, 2002), MCMC iterations are not run
to convergence, leading to biased stochastic gradient esti-
mates (Fischer & Igel, 2010). In continuous spaces, score
matching (Hyvärinen & Dayan, 2005) is often used as an
alternative to MLE but it requires computing the Lapla-
cian operator, which is challenging in high dimension. In
combinatorially-large discrete spaces, one can use the gen-
eralized perceptron loss (LeCun et al., 2006) or the gen-
eralized Fenchel-Young loss (Blondel et al., 2022), which
only involve computing an argmax or a regularized argmax,
respectively. These losses sidestep computing the partition
function, but they learn non-probabilistic EBMs.

In this paper, we propose a novel formulation for learning
probabilistic EBMs p(y|x) in combinatorially-large discrete
spaces (such as sets or permutations in our experiments) by
MLE or any loss function in the Fenchel-Young family
(Blondel et al., 2020a). Our approach not only provides a
new tractable objective criterion that can be optimized by
stochastic gradient descent (SGD) without MCMC, but also
a new means to estimate the log-partition function on unseen
data points using a jointly-learned separate neural network.
We demonstrate our method on multilabel classification
(space of sets) and label ranking (space of permutations).

Contributions.

• After reviewing some extensive background, we propose
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a novel min-min formulation for learning probabilistic
EBMs p(y|x) in combinatorially-large discrete spaces.
Our approach consists in jointly learning two separate
functions: an energy model and its log-partition.

• When minimizing the proposed objective in the space
of continuous functions, we show that our approach
exactly recovers MLE.

• In practice, we propose to parameterize the log-partition
as a neural network and we replace minimization in the
space of functions with minimization in the space of net-
work parameters. An advantage of our approach is that
the learned log-partition network can benefit from the
universal approximation properties of neural networks,
as we empirically demonstrate.

• To jointly learn the energy model and the log-partition,
we propose an MCMC-free doubly stochastic optimiza-
tion scheme. Our stochastic gradients are unbiased: our
only assumption is that we are able to sample from a
reference distribution, which can be the uniform distri-
bution when no prior knowledge is available.

• We generalize our approach to the broader family of
Fenchel-Young losses (Blondel et al., 2020a), such as
the sparsemax loss (Martins & Astudillo, 2016). In
this case, our approach consists in jointly learning the
energy-based model and a Lagrange mutiplier (dual
variable), that we parametrize as a neural network in
practice. This is to our knowledge the first tractable
approach for learning EBMs with the sparsemax loss in
general combinatorially-large discrete spaces.

Notation. We denote the continuous input space by X and
the discrete output set by Y . We denote the set of continu-
ous functions g : X × Y → R as F(X × Y). Similarly, we
use F(X ) for continuous functions τ : X → R. We denote
the set of conditional positive measures over Y conditioned
on X as P+(Y|X ). Similarly, we use P1(Y|X ) for condi-
tional probability measures. Given x ∈ X , we denote the
partial evaluation of g ∈ F(X × Y) as g(x, ·) ∈ F(Y).
Given h ∈ F(Y) and p ∈ P+(Y), we define ⟨h, p⟩ :=∑

y∈Y h(y)p(y). We denote the convex conjugate of f(u)
by f∗(v) := supu uv−f(u). Throughout this paper, we will
use E(x,y) as a shorthand for E(x,y)∼ρX×Y where ρX×Y is
the joint data distribution over X ×Y and Ex as a shorthand
for Ex∼ρX , where ρX is the marginal data distribution, i.e.,
ρX (x) :=

∑
y∈Y ρX×Y(x,y).

2. Background
2.1. Probabilistic energy-based models (EBMs)

Given a function g ∈ F(X ×Y), which captures the affinity
between an input x ∈ X and an output y ∈ Y (typically,
a parameterized neural network), we define a probabilistic

energy-based model (EBM) as

pg(y|x) :=
q(y|x) exp(g(x,y))∑

y′∈Y q(y′|x) exp(g(x,y′))
, (1)

where q ∈ P+(Y|X ) is a prior conditional positive measure.
When such a measure is not available, we can just use the
uniform positive measure, which gives

pg(y|x) =
exp(g(x,y))∑

y′∈Y exp(g(x,y′))
.

We focus on (1) for generality, though in our experiments
we will use a uniform reference measure. Throughout this
paper, we leave the dependence on q implicit, as it is a fixed
reference measure. It is well-known (Boyd, 2004) that (1)
can be written from a variational perspective as

pg(·|x) = argmax
p∈P1(Y)

⟨g(x, ·), p⟩ −KL(p, q(·|x)). (2)

The corresponding log-partition, a.k.a. log-sum-exp, is

LSEg(x) := log
∑
y′∈Y

q(y′|x) exp(g(x,y′)). (3)

It is related to the log-likelihood of the pair (x,y) through

log pg(y|x) = g(x,y)− LSEg(x) + log q(y|x). (4)

Similarly to (2), we have

LSEg(x) = max
p∈P1(Y)

⟨g(x, ·), p⟩ −KL(p, q(·|x)). (5)

Architecture of EBMs. As g is an affinity function, it is
both natural and standard to decompose it as

g(x,y) := Φ(h(x),y), (6)

where Φ(θ,y) is a coupling function and θ := h(x) is
a model function producing logits θ ∈ Θ (Blondel et al.,
2022). Typically, h and Φ are designed on a per-task basis.
The simplest example of coupling is the bilinear form

Φ(θ,y) := ⟨θ,y⟩. (7)

In this case, an EBM coincides with an exponential family
distribution with natural parameters θ. We will define more
advanced couplings in Section 4.

2.2. Inference with EBMs

Computing the mode. Predicting the most likely output
associated with an input x according to an EBM corre-
sponds to computing the mode of the learned probability
distribution, defined as

y⋆
g(x) := argmax

y∈Y
pg(y|x) = argmax

y∈Y
q(y|x) exp(g(x,y)).

(8)
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Unfortunately, when Y is a combinatorially-large discrete
set, this problem is often intractable. A common approxima-
tion is to replace Y with a convex set C ⊃ Y . The tightest
such set is C = conv(Y), the convex hull of Y . For ex-
ample, in multilabel classification with k labels, the output
space is the power set of [k], which can be represented as
Y = {0, 1}k and whose convex hull is conv(Y) = [0, 1]k.

With uniform prior q, assuming that g ∈ F(X ×C), and not
just g ∈ F(X × Y), we can solve the relaxed problem

x 7→ argmax
µ∈C

g(x,µ) ≈ y⋆
g(x), (9)

where we used that exp is monotonically increasing. If
the coupling Φ(θ,µ) is concave in µ, this problem can
be solved optimally in polynomial time. Typically, one
can use a gradient-based solver to obtain an approximate
solution in C and then use a rounding procedure to produce
a prediction that belongs to Y . If Φ(θ,µ) is the bilinear
coupling (7), then (9) is known as maximum a posteriori
(MAP) inference (Wainwright & Jordan, 2008) when C =
conv(Y). According to the fundamental theorem of linear
programming, a solution happens at one of the vertices of C
and therefore y⋆

g(x) ∈ Y in this case.

Computing the mean. Another important problem is that
of computing the conditional expectation

µg(x) := Ey∼pg(·|x)[y] =
∑
y∈Y

pg(y|x)y ∈ conv(Y).

(10)
In the special case of the bilinear coupling (7), we have
that µg(x) is the gradient w.r.t. h of LSEg(x). Moreover,
(10) is known as marginal inference and conv(Y) is known
as the marginal polytope, because, if Y uses a binary en-
coding (indicator function) of outputs, then µg(x) contains
marginal probabilities (Wainwright & Jordan, 2008). For ex-
ample, if Y = {0, 1}k, then [µg(x)]j contains the marginal
probability of label j given x.

When using the bilinear coupling (7) and when the variables
in Y form a tree, LSEg and µg can be computed by message-
passing-like dynamic programming algorithms (Wainwright
& Jordan, 2008; Blondel & Roulet, 2024). Efficient algo-
rithms also exist for particular structures, such as spanning
trees (Zmigrod et al., 2021). However, these algorithms no
longer work for non-bilinear couplings. In addition, even
in the case of bilinear couplings, computing LSEg and µg

is intractable in general. For example, if Y is the space of
permutations, then computing LSEg and µg is known to be
#P-complete, making exact MLE intractable.

2.3. MLE of EBMs is intractable in general

The log-likelihood of an observed pair (x,y) is given in
(4). Accordingly, the MLE objective, which corresponds to

expected risk minimization with a logistic loss, is

LMLE(g) := E(x,y) [− log pg(y|x)]
= Ex [LSEg(x)]− E(x,y) [g(x,y)− log(q(y|x))] .

(11)

Unfortunately, when Y is a combinatorially-large discrete
set or a continuous set, this objective is intractable due to
the log-partition function over all possible outputs.

2.4. Approximate MLE of EBMs with MCMC

Let us denote by gw a function with parameters w. Then,
the gradient can be computed by (Song & Kingma, 2021)

∇wLMLE(gw) =Ex

[
Ey′∼pgw (·|x)[∇wgw(x,y′)]

]
−

E(x,y) [∇wgw(x,y)] .

For completeness, see Appendix C.7 for a proof. Therefore,
as long as we can draw samples from pgw(·|x), we can have
access to an unbiased Monte-Carlo estimate of the gradient,
allowing us to perform optimization based on stochastic gra-
dient descent. However, sampling from pgw(·|x) is difficult.
The literature has focused on Markov chain Monte Carlo
(MCMC) methods, such as Metropolis-Hastings, Gibbs sam-
pling and Langevin. Typically, running MCMC until con-
vergence is expensive. Therefore, MCMC is usually run for
a small number of iterations, as in contrastive divergences
(Hinton, 2002). Unfortunately, truncated MCMC can lead
to biased gradient updates that hurt the learning dynam-
ics (Song & Kingma, 2021). There are methods for bias
removal but they typically greatly increase the variance.

2.5. Non-MLE probabilistic approaches

Departing from MLE, we can learn probabilistic EBMs of
the form (1) using score matching (Hyvärinen & Dayan,
2005). It trains a model to estimate the gradient of the log-
density function of the data, known as the score function.
However, score matching requires the log-density of the
data distribution to be continuously differentiable and finite
everywhere, which limits it to continuous output spaces. In
addition, score matching requires to compute and differenti-
ate the Laplacian operator (the trace of the Hessian), which
is often challenging in high dimension. Even though some
extensions to discrete spaces have been proposed, such as
concrete score matching (Meng et al., 2022) and ratio match-
ing (Hyvärinen, 2007), score matching is seldom used in
discrete spaces.

Another non-MLE approach is noise contrastive estimation
(NCE) (Pihlaja et al., 2010; Gutmann & Hyvärinen, 2010;
Gutmann & Hirayama, 2011). It works by training a model
to discriminate between true data samples and generated
noise samples. However, the performance of NCE can be
sensitive to the choice of the noise distribution. In addi-
tion, the ratio of noise samples to data samples can affect
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performance and finding the optimal ratio usually requires
experimentation.

2.6. Loss functions for non-probabilistic EBMs

When the goal is not to learn the probabilistic model (1)
but just the relaxed argmax (9), we can use the generalized
perceptron loss (LeCun et al., 2006),

(x,y) 7→ max
µ∈C

g(x,µ)− g(x,y).

To ensure uniqueness of the argmax, we can add regulariza-
tion Ω in (9) to define the regularized relaxed problem

x 7→ argmax
µ∈C

g(x,µ)− Ω(µ).

The corresponding generalized Fenchel-Young loss (Blon-
del et al., 2022) is

(x,y) 7→ max
µ∈C

g(x,µ)− Ω(µ)− g(x,y) + Ω(y).

Crucially, the gradient w.r.t. the parameters of g can be
computed easily using the envelope theorem. However,
these losses do not learn probabilistic models. They only
learn to make the (relaxed) argmax predict the correct output.
See also the discussion on distribution-space vs. mean-space
losses in Blondel et al. (2020a).

2.7. Log-partition as an optimization variable

The idea of treating the log-partition as an optimization vari-
able, rather than as a quantity to compute or estimate, was
also explored in several earlier works in the unsupervised
setting (Wang et al., 2018; Arbel et al., 2021; Senetaire et al.,
2025). Compared to these works, our paper provides new
theoretical guarantees regarding MLE recovery when opti-
mizing in function space (Propositions 1 and 2), extends to
the broader Fenchel-Young losses (Proposition 4), focuses
on the supervised structured prediction setting, and most im-
portantly, parameterizes the input-dependent log-partition
as a neural network with generalization ability (in the unsu-
pervised setting, the log-partition is an input-independent
scalar value, therefore parameterizing the log-partition as a
neural network would not make sense).

3. Proposed approach
In this section, we first propose a novel min-min formu-
lation for learning probabilistic EBMs by MLE. We then
generalize it to the family of Fenchel-Young losses.

3.1. A min-min formulation for MLE in EBMs

Overview of the approach. The partition function (nor-
malization constant) in (1) can equivalently be formulated

as an (intractable) equality constraint
∑

y∈Y pg(y|x) = 1
for all x ∈ X . To deal with that constraint, our key idea is to
introduce a Lagrange multiplier (dual variable), that we treat
as a separate function τ ∈ F(X ) to minimize over. The
Lagrange multiplier exactly coincides with the log-partition
function in the MLE (logistic loss) case. Our approach con-
sists in jointly learning the energy function g ∈ F(X × Y)
and the log-partition function τ ∈ F(X ). Using duality ar-
guments in the space of functions (see Proposition 1 below),
we arrive at the objective function

LMLE(g, τ) := Ex [Lg,τ (x)]− E(x,y) [g(x,y)] , (12)

where

Lg,τ (x) := τ(x)+
∑
y′∈Y

q(y′|x) (exp(g(x,y′)− τ(x))− 1) .

(13)
The minimization problem in the space of functions is then

min
g∈F(X×Y)

min
τ∈F(X )

LMLE(g, τ).

Intuitively, by minimizing the proposed objective with re-
spect to both g and τ , we are able to approximate the true
log-partition function while simultaneously learning the
energy function so as to fit the data. In practice, we param-
eterize the energy model as gw and the log-partition as τv.
The minimization problem in the space of parameters is then

min
w∈W

min
v∈V

LMLE(gw, τv).

In our experiments in Section 4, we consider linear mod-
els, multilayer pecerptrons (MLPs) and residual networks
(ResNets) for gw, and we consider constant models, MLPs,
ResNets and input-convex neural networks (ICNNs) (Amos
et al., 2017) for τv .

Doubly stochastic gradient descent. When q is a proba-
bility distribution (if such a distribution is not available, we
simply use the uniform distribution), we can rewrite (13) as

Lg,τ (x) = τ(x) + Ey′∼q(·|x) [exp(g(x,y
′)− τ(x))]− 1.

(14)
As a result, we can estimate LMLE(g, τ) and its stochastic
gradients, provided that we can sample from q(·|x) for any
x. This suggests a doubly stochastic scheme, in which we
sample both (x,y) pairs from the data distribution ρX×Y
and y′ prior samples from the reference distribution q(·|x);
see Algorithm 1. For simplicity, we group w ∈ W and
v ∈ V as a tuple and optimize both blocks of parameters
simultaneously using Adam (Kingma, 2014). Although not
explored in this work, it would also be possible to perform
alternating minimization w.r.t. w ∈ W and v ∈ V .
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Algorithm 1 Doubly stochastic objective value computation
Inputs: models g and τ , batch sizes B and B′

Draw (x1,y1), . . . , (xB ,yB)
i.i.d.∼ ρX×Y

Draw y′
i,1, . . . ,y

′
i,B′

i.i.d.∼ q(·|xi) for i ∈ [B]

L̃g,τ (xi) := τ(xi)+
1
B′

∑B′

j=1(exp(g(xi,y
′
i,j)−τ(xi))−1)

Output: 1
B

(∑B
i=1 L̃g,τ (xi)− g(xi,yi)

)

Equivalence with MLE. Although our proposed objec-
tive (12) appears quite different from the original MLE
(expected risk) objective, we can show that they are in fact
equivalent when minimizing over the space of functions.

Proposition 1. Optimality of min-min, MLE case

Suppose that for all y ∈ Y , x 7→ q(y|x) is continuous.
Then, we have

min
g∈F(X×Y)

LMLE(g) = min
g∈F(X×Y)
τ∈F(X )

LMLE(g, τ)

and for all (x,y) ∈ X × Y

LSEg⋆(x) = τ⋆(x)

pg⋆(y|x) = q(y|x) exp(g⋆(x,y)− τ⋆(x)).

See Appendix C.2 for a proof. The optimality in Proposi-
tion 1 holds because we perform minimization in the space
of continuous functions. If we parameterize τ as a neural
network, and perform minimization in the space of parame-
ters instead, our approach only performs approximate MLE.
However, thanks to the universality of neural networks, min-
imization in the space of parameters should be close to
minimization in the space of continuous functions, provided
that the neural network used is sufficiently expressive. This
is confirmed in Figure 1. The larger the number of y′ sam-
ples we draw to estimate the expectation in (14), which
corresponds to B′ in Algorithm 1, the faster we converge to
the exact MLE objective.

Generalization ability of the learned log-partition. Our
approach not only provides a tractable objective criterion
to learn EBMs by SGD, but also a novel means to estimate
the log-partition function on unseen data points. Indeed,
because we parameterize τv as a neural network, we can
evaluate it on new datapoints at inference time. Figure 2
empirically confirms the generalization ability of our learned
log-partition function on unseen data points.

Learning the partition function, as opposed to computing
it or estimating it, bears some similarity with learning the
value function in reinforcement learning (Konda & Tsit-
siklis, 1999; Schulman et al., 2017). Parameterizing dual
variables as neural networks, as we do in this work, has

also been explored in optimal transport (Seguy et al., 2018;
Korotin et al., 2021) and in generative adversarial networks
(Nowozin et al., 2016).

3.2. Finite sum setting

The MLE objective (11) corresponds to the expected risk
minization setting, in which there are potentially infinitely-
many (x,y) pairs. In practice, we often work in the empiri-
cal risk minimization or finite sum setting, in which we use
a finite number of pairs (x1,y1), ..., (xn,yn). The classical
MLE objective (11) then becomes

L̃MLE(g) :=
1

n

(
n∑

i=1

LSEg(xi)− g(xi,yi)

)
(15)

and our proposed objective (12) becomes

L̃MLE(g, τ) :=
1

n

(
n∑

i=1

Lg,τ (xi)− g(xi,yi)

)
. (16)

In the finite sum setting, if we do not need τ to generalize to
unseen x instances (recall that the log-partition is not needed
at inference time if all we want to compute is the mode, i.e.,
the argmax prediction), then we can set τv(xi) := vi, for
v := (v1, . . . , vn) ∈ Rn. Our approach then solves the
finite-sum MLE objective optimally.

Proposition 2. Optimality, finite sum setting

Suppose τv(xi) := vi for i ∈ [n]. Then,

min
w∈W

L̃MLE(gw) = min
w∈W
v∈Rn

L̃MLE(gw, τv)

and v⋆i = LSEgw⋆ (xi) for all i ∈ [n].

See Appendix C.3 for a proof. Remarkably, the result holds
even if gw is nonlinear in w ∈ W .

Joint convexity in the case of linear models. If
gw(xi,yi) = ⟨hw(xi),yi⟩, where hw is linear in w, then
the classical MLE objective (15) is that of conditional ran-
dom fields (Lafferty et al., 2001; Sutton & McCallum, 2012)
and it is convex in w. However, despite convexity, it could
be intractable if for example Y is the set of permutations.
In contrast, our objective (16) is jointly convex in (w,v),
as proved in Appendix C.6, and it remains tractable as long
as we can sample from q(·|x). In this convex setting, SGD
enjoys a convergence rate of O(1/

√
t), and if we further add

strongly-convex regularization on the parameters, the rate
becomes O(1/t) (Garrigos & Gower, 2023; Bach, 2024).
Therefore, our objective can be optimized using stochastic
gradient methods, and we have obtained convergence rates
for learning EBMs in arbitrary combinatorial spaces.
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Figure 1. Convergence of the proposed approach as a function of the number of iterations, when varying the number of prior samples
y′ drawn. To be able to compute the exact MLE objective (15), we use the unary multilabel model (Section 4.1) on the cal500 dataset
(174 classes and therefore 2174 possible configurations) as the test bed. Note that the loss and gradient in plots (a) and (b) are computed
using (15) even for our method. We make two key observations: i) our approach converges to exact MLE as predicted by our theory, ii)
the number of y′ samples can have a regularization effect on the test f1-score. See Figure 3 for more results.

3.3. Comparison with min-max formulation

One distinguishing feature of our approach is that it uses a
min-min formulation. It is therefore insightful to compare it
with a min-max formulation. With some overloading of the
notation, let us define

LMLE(g, p) :=ExEy′∼p(·|x)[g(x,y
′)]− Ω(p(·|x))−

E(x,y)[g(x,y)],

where

Ω(p) := ⟨p, log p⟩ =
∑
y∈Y

p(y) log p(y) = Ey∼p[log p(y)].

We then have the following proposition.

Proposition 3. Optimality of min-max, MLE case

We have

min
g∈F(X×Y)

LMLE(g) = min
g∈F(X×Y)

max
p∈P1(Y|X )

LMLE(g, p).

A proof is given in Appendix C.4. This is akin to adversarial
approaches, where the function g plays the role of a discrim-
inator and the distribution p plays the role of a generator
(Nowozin et al., 2016; Ho & Ermon, 2016). Because the
maximization w.r.t. p in the space of distributions is usually
intractable when Y is combinatorial or infinite and because
we need to be able to sample from p(·|x), it is common
to replace p with a parameterized distribution from which
it is easy to sample. An additional challenge comes from
gradient computations: since p appears in the sampling, one
typically uses the score function estimator (REINFORCE)
to estimate the gradient w.r.t. the parameters of p. However,
this estimator suffers from high variance. In contrast, in
our min-min approach, the variable τ is a function, not a
distribution and its gradients are easy to compute.

3.4. Generalization to Fenchel-Young losses

Another advantage of our proposed approach is that it natu-
rally generalizes to any loss function in the Fenchel-Young
family (Blondel et al., 2020a). It is well-known that the
log-sum-exp can be interpreted as a “softmax”. To obtain
a more general notion of softmax, we replace the KL di-
vergence in (5) with f -divergences (Csiszár, 1967; Ali &
Silvey, 1966), which are defined when Y is a finite set as

Df (p, q) :=
∑
y∈Y

f(p(y)/q(y))q(y).

We assume that f is strictly convex and differentiable on
(0,+∞). We can then define the f -softmax as

softmaxfg (x) := max
p∈P1(Y)

⟨g(x, ·), p⟩ −Df (p, q(·|x)),

and the f -softargmax as

pfg (·|x) := argmax
p∈P1(Y)

⟨g(x, ·), p⟩ −Df (p, q(·|x)).

By analogy with the MLE objective in (11), we can then
consider the objective

Lf (g) := Ex

[
softmaxfg (x)

]
− E(x,y) [g(x,y)] .

Unfortunately, just as for the log-sum-exp in the MLE set-
ting, the f -softmax is intractable to compute when Y is
combinatorially large. Similarly to (12), using duality argu-
ments, we arrive at the objective

Lf (g, τ) := Ex

[
Lf
g,τ (x)

]
− E(x,y) [g(x,y)] ,

with Lf
g,τ (x) := τ(x)+

∑
y∈Y q(y|x)f∗

+(g(x,y)−τ(x)).

Here, f∗
+ is the convex conjugate of f+, the restriction of f

to R+. We have the next generalization of Proposition 1.
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Figure 2. Generalization ability of the learned log-partition function for multilabel classification. As a testbed to compare the
learned log-partition (dark purple), we use the unary model (see Section 4.1 for details), which enjoys a closed-form expression for the
exact log-partition (light purple). We pick randomly 100 test samples (x-axis) on 5 multilabel classification datasets, after training models
with hyper-parameters optimized against the validation set.

Proposition 4. Optimality of min-min, general case

Let f be a strictly convex differentiable function such
that (0,+∞) ⊆ dom f ′. Suppose that for all y ∈ Y ,
x 7→ q(y|x) is continuous. Then, we have

min
g∈F(X×Y)

Lf (g) = min
g∈F(X×Y)
τ∈F(X )

Lf (g, τ)

and for (x,y) ∈ X × Y

pfg⋆(y|x) = q(y|x)(f∗
+)

′(g⋆(x,y)− τ⋆(x)).

A proof is given in Appendix C.5. In the MLE case, τ co-
incided exactly with the log-partition function. In the more
general setting, τ corresponds to the Lagrange multiplier as-
sociated with the equality constraints

∑
y∈Y pfg (y|x) = 1.

Example: sparsemax for EBMs. When f(u) = 1
2 (u

2 −
1), which is the generating function of the chi-square diver-
gence, we obtain the first tractable method for optimizing
the sparsemax loss (Martins & Astudillo, 2016) on EBMs
in combinatorially-large discrete spaces. We have

Lf
g,τ (x) = τ(x) +

1

2

∑
y∈Y

q(y|x) [g(x,y)− τ(x)]
2
+

and pfg⋆(y|x) = q(y|x) [g⋆(x,y)− τ⋆(x)]+ , where
[·]+ := max(., 0) is the non-negative part. Previous at-
tempts to use the sparsemax loss for structured prediction
require a k-best maximization oracle (Pillutla et al., 2018).
Unfortunately, such oracles are not available for all sets Y
(e.g., permutations) and their cost is usually polynomial in
k, while k could be arbitrarily large. In contrast, our doubly-
stochastic approach only requires us to be able to sample
from the reference probability measure q(·|x).

4. Experiments
We now demonstrate our approach through experiments
on multilabel classification and label ranking. Through-
out our experiments, as in (6), we assume that g(x,y) =
Φ(h(x),y) where Φ(θ,y) is a coupling function and h(x)
is a model function producing logits θ. Experimental details
and additional results are presented in Appendix A.

4.1. Multilabel classification

In this section, we perform experiments on multilabel clas-
sification with k classes. Here, given an input x, the goal
is to predict an output y belonging to the powerset of [k],
which can be represented as Y = {0, 1}k. The cardinality
is |Y| = 2k and the convex hull is conv(Y) = [0, 1]k.

Unary model. To perform multilabel classification, the
simplest approach is to use the bilinear coupling (7)
Φ(θ,y) =

∑k
j=1 θjyj together with logits θ = h(x) ∈ Rk.

In this case, predicting the mode (8) with uniform q reads

y⋆
g(x) = argmax

y∈{0,1}k

Φ(θ,y) = argmax
y∈{0,1}k

⟨θ,y⟩,

for which the optimal solution is

[y⋆
g(x)]j =

{
1 if θj ≥ 0

0 if θj < 0
∀j ∈ [k].

The log-sum-exp (3) and marginal inference (10) both enjoy
closed-form solutions:

LSEg(x) =

k∑
j=1

softplus(θj) (17)

[µg(x)]j = sigmoid(θj) ∀j ∈ [k].

Therefore, the unary model boils down to placing sigmoid
activations on top of the logits θ = h(x), as usual in deep

7
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Table 1. f1-score on multi-label classification for different models and losses (with constant τ model, that is τv(xi) := vi.)
Loss Model g yeast scene birds emotions cal500

Logistic (min-min) Linear (unary) 63.41 70.78 45.49 61.63 40.19
MLP (unary) 65.04 75.35 46.48 65.33 44.91

ResNet (unary) 65.03 75.64 36.93 67.45 45.23
Linear (pairwise) 63.40 70.72 45.49 61.63 40.23
MLP (pairwise) 65.11 75.22 46.08 64.84 45.00

ResNet (pairwise) 64.84 75.68 41.34 64.26 44.61
Sparsemax (min-min) Linear (unary) 62.92 70.43 45.12 63.14 45.18

MLP (unary) 63.22 75.83 42.42 66.86 46.39
ResNet (unary) 62.27 75.44 28.63 44.53 39.11

Linear (pairwise) 62.91 69.89 45.12 63.14 45.18
MLP (pairwise) 63.39 74.94 40.68 66.28 46.39

ResNet (pairwise) 62.32 75.63 27.85 64.58 30.93

Logistic (exact MLE) Linear (unary) 61.46 70.64 43.97 63.35 37.31
MLP (unary) 60.71 70.81 40.88 62.99 36.24

Resnet (unary) 62.27 71.02 40.78 61.50 37.45

Generalized Fenchel-Young Linear (unary) 61.41 70.26 44.13 61.70 36.85
MLP (unary) 61.31 70.84 40.73 61.85 37.35

Linear (pairwise) 61.62 70.42 42.28 63.05 35.12

Logistic (MCMC) Linear (unary) 61.98 70.53 44.93 61.76 44.61
MLP (unary) 60.34 71.57 33.13 62.23 45.70

Resnet (unary) 56.57 71.24 27.03 58.98 44.34
Linear (pairwise) 61.96 70.50 44.93 61.76 44.61
MLP (pairwise) 60.83 71.92 34.61 63.15 45.95

Resnet (pairwise) 56.68 70.46 27.08 64.05 44.35

Logistic (min-max) Linear (unary) 52.80 52.29 27.59 61.72 35.08
MLP (unary) 58.58 52.54 24.95 60.53 46.08

Resnet (unary) 57.53 42.82 25.32 55.85 47.59
Linear (pairwise) 52.80 52.29 27.59 61.72 35.08
MLP (pairwise) 58.76 51.59 26.71 58.68 43.31

Resnet (pairwise) 57.53 42.95 22.35 46.72 47.67

learning. While our approach is not needed in the unary
model, the unary model is a useful testbed for our method,
as we can use (17) as a ground-truth for evaluating τ .

Pairwise model (Ising model). To try our approach on
a model for which a closed form is not available for the
log-partition, we consider a linear-quadratic coupling,

Φ(θ,y) := ⟨u,y⟩+ 1

2
⟨y,Uy⟩

=

k∑
j=1

ujyj +
1

2

k∑
i=1

k∑
j=1

Ui,jyiyj ,

where θ := (u,U) = h(x) ∈ Rk × Rk×k. As its name
indicates, this coupling is linear in θ, but quadratic in y.
The model function h associates weights uj to labels yj and
weights Ui,j to pairwise label interactions yiyj . The relaxed
inference problem (9) becomes

y⋆
g(x) ≈ argmax

µ∈[0,1]k
Φ(θ,µ) = argmax

µ∈[0,1]k
⟨u,µ⟩+ 1

2
⟨µ,Uµ⟩.

Contrary to the unary model case, there is no longer a closed-
form solution. However, if we assume that U is negative
semi-definite (which is easy to impose), this problem is
concave in µ and can be solved optimally without learning
rate tuning using coordinate ascent (Blondel et al., 2022).

Results. We evaluate our models on classical multilabel
classification datasets. The hyperparameters (learning rate
and regularization) are optimized on a validation set. Once
the best hyperparameters are found, we refit the model on
the combined training and validation sets and evaluate it on
the test set. Our results in Table 1 show that the logistic and
sparsemax losses trained with our approach work better than
the generalized Fenchel-Young loss as well as min-max and
MCMC sampling approaches in various configurations. For
the min-max approach, we use optimistic ADAM as solver,
an MLP as generator and we use REINFORCE (score func-
tion estimator) for gradient estimation. For MCMC sam-
pling, we use standard Metropolis–Hastings algorithm with
uniform proposal distribution. We also present learning
curves in Figure 1. We numerically validate that our ap-
proach converges to true MLE as more y′ samples are used.
We also observe a regularization phenomenon: using fewer
y′ samples leads to better f1 scores than exact MLE. These
findings are confirmed on other datasets (Figure 3).

Generalization ability of the learned partition function.
A natural question is whether the learned log-partition τ gen-
eralizes to unseen test samples, that is, whether it correctly
approximates the true log partition function. To empirically
demonstrate this, we consider the unary model, for which
the log-sum-exp enjoys the closed form solution (17). We
parameterize τ as an MLP and g as a linear network. Af-
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Table 2. Kendall rank correlation coefficient on label ranking for different models and losses, with MLP τ model
Loss Polytope C Model g authorship glass iris vehicle vowel wine

Logistic (min-min) P Linear 85.14 80.47 57.78 79.74 50.82 91.36
P MLP 88.69 84.39 97.78 86.27 74.26 90.12
B Linear 87.71 81.29 97.78 83.33 56.33 95.06
B MLP 90.80 85.43 98.52 86.41 65.20 91.98

Sparsemax (min-min) P Linear 84.88 79.84 52.59 78.76 50.25 93.83
P MLP 86.52 85.94 99.26 85.75 68.34 91.36
B Linear 89.09 79.43 97.78 82.81 56.24 90.12
B MLP 87.84 80.47 98.52 87.19 55.43 85.80

Logistic (MCMC) P Linear 84.29 80.67 55.56 79.15 49.97 91.36
P MLP 87.90 75.50 97.04 86.34 57.90 91.98
B Linear 88.10 79.33 97.78 82.22 55.99 96.91
B MLP 89.68 80.16 97.78 85.88 48.90 91.98

Logistic (min-max) P Linear 61.01 79.22 61.48 70.20 45.68 65.43
P MLP 70.02 67.03 55.56 68.56 40.22 70.99
B Linear 82.58 78.40 61.48 74.90 52.86 93.21
B MLP 78.50 71.68 42.96 68.76 48.99 83.33

ter training, we evaluate the learned τ on 100 randomly
sampled test samples and compare it with the true log-sum-
exp. Results are shown in Figure 2. We observe strong
correlation between the learned and true log-sum-exp.

4.2. Label ranking

In this section, we perform label ranking of k labels. Given
an input x, the goal is to predict a ranking y of the labels,
that is, a permutation of (1, . . . , k). The cardinality is then
|Y| = k!. We focus on the bilinear coupling Φ(θ,y) =
⟨θ,y⟩. We consider two representations for permutations.

Permutahedron. A permutation can be represented as a
vector. In this case, conv(Y) = P , where P is the per-
mutahedron (Bowman, 1972; Ziegler, 2012; Blondel et al.,
2020b). We set the logits to θ = h(x) ∈ Rk. The argmax
y⋆
g(x) = argmaxy∈Y Φ(θ,y) = argmaxy∈P⟨θ,y⟩ can

be solved optimally using an argsort (Sander et al., 2023,
Proposition 1). However, LSEg and µg are known to be
#P-complete to compute, making classical MLE intractable.

Birkhoff polytope. A permutation can also be represented
as a permutation matrix. In this case, conv(Y) = B, where
B is the Birkhoff polytope, the set of doubly-stochastic
matrices. The logits are θ = h(x) ∈ Rk×k. The argmax
y⋆
g(x) = argmaxy∈Y Φ(θ,y) = argmaxy∈B⟨θ,y⟩ can

be solved optimally using the Hungarian algorithm (Kuhn,
1955). However, LSEg and µg are again #P-complete to
compute, making classical MLE intractable.

Results. We use the same procedure as before to tune the
hyperparameters. Our main results are in Table 2, confirm-
ing that our approach successfully learns in the space of
permutations. The Birkhoff polytope works better than the
permutahedron when using linear models. This makes sense
because the logits when using the Birkhoff polytope are in
Rk×k, enabling to capture label interactions even with a

linear model, while the logits when using the permutahe-
dron are in Rk, which gives the ability to assign weight to
single labels only. However, when using an MLP, we ob-
serve that the permutahedron works as well as the Birkhoff
polytope, which is thanks to nonlinearity. The logistic and
the sparsemax losses perform comparably overall.

5. Conclusion and future work
In this paper, we proposed a novel min-min formulation for
jointly learning probabilistic EBMs and their log-partition in
combinatorially-large spaces. Our method provably solves
the MLE objective when minimizing the expected risk in
the space of continuous functions. To optimize the model
parameters, we proposed a doubly-stochastic MCMC-free
SGD scheme, which only requires the ability to sample
outputs from a prior reference probability distribution. We
experimentally showed that parameterizing τ as a neural
network leads to successful generalization on unseen data
points. We demonstrated our method through experiments
on multilabel and label ranking tasks.

In this paper, we evaluated our proposed method primarily
in the prediction setting (finding the mode). Our paper does
not directly address the challenge of sampling from p(y|x),
which is central to evaluating performance in a probabilistic
or generative setting. We leave to future work whether the
learned log-partition function can be used to design better
samplers.
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A. Experimental details and additional results
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Figure 3. Convergence of the proposed approach as a function of the number of prior samples y′ drawn. To be able to compute the
exact MLE objective (15), we use the unary multilabel model (Section 4.1) as the test bed. Note that the loss and gradient in the left and
center columns are computed using (15) even for our method. We make two key observations: i) our approach converges to exact MLE as
predicted by our theory, ii) the number of y′ samples can have a regularization effect on the test f1-score.

Our implementation is made using JAX (Bradbury et al., 2018).
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Multilabel classification datasets. We use the same datasets as in Blondel et al. (2022). The datasets can be downloaded
from https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/. The dataset characteristics are
described in Table 3 below.

Table 3. Dataset Characteristics
Dataset Type Train Dev Test Features Classes Avg. labels

Birds Audio 134 45 172 260 19 1.96
Cal500 Music 376 126 101 68 174 25.98

Emotions Music 293 98 202 72 6 1.82
Mediamill Video 22,353 7,451 12,373 120 101 4.54

Scene Images 908 303 1,196 294 6 1.06
Yeast Micro-array 1,125 375 917 103 14 4.17

Convergence curves. Convergence curves are in Figure 3. We use a linear model for g (unary model), and an MLP for τ
with ReLU acivation and a hidden dimension of 128. Models are trained with the logistic loss. We use the Adam optimizer
(Kingma, 2014) with a learning rate of 10−4 for the parameters of both g and τ . The models are trained for 5000 steps with
full batch w.r.t. (xi,yi) pairs. The reason why we use full batches is to reduce the noise in the gradients and obtain a more
stable training procedure.

Results over different models and losses. Additional experimental results are shown in Tables 4 and 5.

Table 4. f1-score on multi-label classification for different models and losses, with ICNN τ model

Loss Model g yeast scene birds emotions cal500

logistic Linear (unary) 63.53 70.44 45.36 62.90 42.74
MLP (unary) 65.16 74.64 46.58 64.99 44.89

Resnet (unary) 65.40 75.60 38.71 67.05 45.23
Linear (pairwise) 63.53 70.47 45.36 62.90 42.75
MLP (pairwise) 64.95 74.84 44.11 64.52 45.00

Resnet (pairwise) 65.15 75.53 39.59 66.17 44.62
sparsemax Linear (unary) 63.15 71.07 45.79 63.36 45.94

MLP (unary) 63.52 74.34 40.77 66.50 46.44
Resnet (unary) 62.62 76.79 30.18 63.38 46.64

Linear (pairwise) 63.15 71.05 45.79 63.36 45.94
MLP (pairwise) 63.25 74.93 41.61 66.18 46.40

Resnet (pairwise) 62.07 75.59 28.14 63.42 37.53
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Table 5. f1-score on multi-label classification for different models, with logistic loss

Model τ Model g yeast scene birds emotions cal500

Constant Linear (unary) 63.41 70.78 45.49 61.63 40.19
MLP (unary) 65.04 75.35 46.48 65.33 44.91

ResNet (unary) 65.03 75.64 36.93 67.45 45.23
Linear (pairwise) 63.40 70.72 45.49 61.63 40.23
MLP (pairwise) 65.11 75.22 46.08 64.84 45.00

ResNet (pairwise) 64.84 75.68 41.34 64.26 44.61
MLP Linear (unary) 61.51 70.77 44.65 60.93 42.40

MLP (unary) 62.03 70.81 39.70 62.26 46.24
ResNet (unary) 63.01 70.69 25.25 62.60 45.65

Linear (pairwise) 61.52 70.81 44.65 60.85 42.08
MLP (pairwise) 62.42 69.96 38.89 63.38 46.08

ResNet (pairwise) 63.04 70.90 33.79 63.11 45.25
ICNN Linear (unary) 63.53 70.44 45.36 62.90 42.42

MLP (unary) 65.15 74.65 44.99 64.99 44.89
ResNet (unary) 65.39 75.60 38.84 67.10 45.23

Linear (pairwise) 63.53 70.47 45.36 62.90 42.42
MLP (pairwise) 64.94 74.84 45.82 64.52 45.00

ResNet (pairwise) 65.14 75.30 39.52 66.30 44.62

Label ranking. The publicly-available datasets can be downloaded from https://github.com/akorba/
Structured_Approach_Label_Ranking. The experimental results are summarized in Tables 6 and 7.

Table 6. Kendall’s tau on label ranking for different models and losses, with MLP τ model

Loss Polytope C Model g authorship glass iris vehicle vowel wine

logistic P Linear 85.14 80.47 57.78 79.74 50.82 91.36
logistic P MLP 88.69 84.39 97.78 86.27 74.26 90.12
logistic P Resnet 88.49 84.29 98.52 87.06 71.08 93.21
logistic B Linear 87.71 81.29 97.78 83.33 56.33 95.06
logistic B MLP 90.80 85.43 98.52 86.41 65.20 91.98
logistic B Resnet 88.89 85.74 97.04 86.73 62.17 91.98

sparsemax P Linear 84.88 79.84 52.59 78.76 50.25 93.83
sparsemax P MLP 86.52 85.94 99.26 85.75 68.34 91.36
sparsemax P Resnet 88.17 85.53 58.52 86.21 59.52 90.74
sparsemax B Linear 89.09 79.43 97.78 82.81 56.24 90.12
sparsemax B MLP 87.84 80.47 98.52 87.19 55.43 85.80
sparsemax B Resnet 89.22 84.70 97.04 87.52 55.87 91.98
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Table 7. Kendall’s tau on label ranking for different models, with logistic loss

Polytope C Model τ Model g authorship glass iris vehicle vowel wine

P Constant Linear 84.94 79.64 57.78 79.61 49.18 91.98
P Constant MLP 87.38 84.39 97.04 85.75 73.68 89.51
P Constant ResNet 88.10 83.88 98.52 87.19 68.98 94.44
B Constant Linear 88.17 77.16 97.78 83.66 57.29 95.06
B Constant MLP 89.41 84.19 98.52 87.32 62.36 91.98
B Constant ResNet 88.76 84.60 98.52 87.78 62.70 91.98
P MLP Linear 85.14 80.47 57.78 79.74 50.82 91.36
P MLP MLP 88.69 84.39 97.78 86.27 74.26 90.12
P MLP Resnet 88.49 84.29 98.52 87.06 71.08 93.21
B MLP Linear 87.71 81.29 97.78 83.33 56.33 95.06
B MLP MLP 90.80 85.43 98.52 86.41 65.20 91.98
B MLP Resnet 88.89 85.74 97.04 86.73 62.17 91.98
P ICNN Linear 84.35 75.30 56.30 79.74 50.84 91.36
P ICNN MLP 84.62 83.67 82.96 84.84 65.24 93.83
P ICNN ResNet 87.25 82.53 85.19 83.66 65.09 93.83
B ICNN Linear 88.76 81.71 87.41 82.88 53.94 95.06
B ICNN MLP 90.20 77.98 90.37 84.97 46.83 94.44
B ICNN ResNet 89.81 85.01 91.11 85.42 54.48 93.83

B. Additional materials
B.1. Loss functions using other forms of supervision

To workaround the intractable log-partition function arising in MLE, another alternative is to use loss functions that leverage
other forms of supervision than (x,y) pairs. We review them for completeness, though we emphasize that these methods do
not learn the probabilistic model (1).

Learning from pairwise preferences. If we have a dataset of triplets of the form (x,y+,y−) such that y+ ≻ y− given
x, we can learn a Bradley-Terry model

pg(y1 ≻ y2|x) := sigmoid(g(x,y1)− g(x,y2))

=
exp(g(x,y1))

exp(g(x,y1)) + exp(g(x,y2))
,

where sigmoid(u) := 1/(1+exp(u)) is the logistic sigmoid. The loss associated with the triplet (x,y+,y−) is the pairwise
logistic loss, − log pg(y+ ≻ y−|x). A major advantage of this approach is that there is no log-partition involved. The DPO
loss (Rafailov et al., 2024) can be thought as a generalization of this pairwise logistic loss to non-uniform prior distributions
q. However, it learns a probabilistic model of y1 ≻ y2 given x, not of y given x.

Learning from pointwise scores. As an alternative, if we have a dataset of triplets (x,y, t) where t is a scalar score
assessing the affinity between x and y, for instance a binary score or a real value score, we can use ℓ(g(x,y), t) for some
classification or regression loss ℓ. Again, no log-partition is involved as we can estimate the parameters of g directly.
However, this corresponds to learning a probabilistic model of t given (x,y), not of y given x.

B.2. Fenchel-Young losses

Let us define some dual regularization
Ω1(p) := Ω+(p) + ιP1(Y)(p),

where ιS is the indicator function of the set S and dom(Ω+) ⊆ P+(Y). A common choice for Ω+ is the negative Shannon
entropy Ω+(p) = ⟨p, log p⟩ but we will see below how to define very general family of regularizations using f -divergences.
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Given g ∈ F(Y) and p ∈ P1(Y), we define the Fenchel-Young loss (Blondel et al., 2020a) regularized by Ω1 as

LΩ1(g, p) := Ω∗
1(g) + Ω1(p)− ⟨g, p⟩

= Ω∗
1(g) + Ω1(p)− Ey∼p[g(y)].

The Fenchel-Young loss is primal-dual, in the sense that we see g ∈ F(Y) as a primal variable (a function) and p ∈ P1(Y)
as a dual variable (a distribution). We will omit the constant term Ω(p) in our derivations. While we focus on discrete spaces
in this paper, Fenchel-Young losses were also extended to continuous spaces in Mensch et al. (2019); Martins et al. (2022).

C. Proofs
We define the shorthand notations ρx := ρ(·|x), qx := q(·|x) and gx := g(x, ·).

C.1. Lemmas

In this section, we state and prove useful lemmas.

Lemma 1. Ω∗
1 as unconstrained minimization of Ω∗

+

Let Ω1 := Ω+ + ιP1(Y), where Ω+ is convex with dom(Ω+) ⊆ P+(Y). Then, for all h ∈ F(Y),

Ω∗
1(h) = min

τ∈R
τ +Ω∗

+(h− τ) ∈ R

and
∇Ω∗

1(h) = ∇Ω∗
+(h− τ⋆) ∈ F(Y),

where τ⋆ is an optimal solution.

Proof.

Ω∗
1(h) = max

p∈P1(Y)
⟨h, p⟩ − Ω+(p)

= max
p∈P+(Y)

min
τ∈R

⟨h, p⟩ − Ω+(p)− τ(⟨p,1⟩ − 1)

= min
τ∈R

τ + max
p∈P+(Y)

⟨h− τ, p⟩ − Ω+(p)

= min
τ∈R

τ +Ω∗
+(h− τ).

The expression of ∇Ω∗
1(h) follows from Danskin’s theorem. □

Lemma 2. Given f+ : R+ → R, p ∈ P+(Y) and a fixed reference measure q ∈ P+(Y), let

Ω+(p; q) := ⟨f+(p/q), q⟩ =
∑
y∈Y

q(y)f+(p(y)/q(y)).

Then,
Ω∗

+(h) =
∑
y∈Y

q(y)f∗
+(h(y)) ∈ R

and
∇Ω∗

+(h)(y) = q(y)(f∗
+)

′(h(y)) ∈ R+.

Proof. This follows from classical conjugate calculus. □

C.2. Proof of Proposition 1 (equivalence with MLE, expected risk setting)

Proposition 1 is a corollary of Proposition 4 with the choice

f(u) := u log u− (u− 1) = f+(u). (18)
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In this case, we obtain
f∗(v) = f∗

+(v) = exp(v)− 1.

Using Lemma 2, we obtain for all x ∈ X

Ω∗
+(g(x, ·)− τ(x); qx) =

∑
y∈Y

q(y|x)[exp(g(x,y)− τ(x))− 1].

For x fixed, minimizing w.r.t. τ , we get∑
y∈Y

q(y|x)(f∗
+)

′(g(x,y)− τ(x)) = 1 ⇐⇒
∑
y∈Y

q(y|x) exp(g(x,y)− τ(x)) = 1

⇐⇒
∑
y∈Y

q(y|x) exp(g(x,y)) = exp(τ(x))

⇐⇒ log
∑
y∈Y

q(y|x) exp(g(x,y)) = τ(x),

which is continuous in x if g is itself continuous. Thus the overall objective is

min
g∈F(X×Y)

min
τ∈F(X )

Ex

τ(x) +∑
y∈Y

q(y|x)[exp(g(x,y)− τ(x))− 1]

− E(x,y)g(x,y)

and
πg⋆,q(y|x) = q(y|x) exp(g⋆(x,y)− τ(x))

C.3. Proof of Proposition 2 (optimality in the empirical risk setting)

Using Lemma 1 with h := g(x, ·), we obtain

min
g∈F(X×Y)

1

n

n∑
i=1

[Ω∗
1(gxi

; qxi
)− ⟨gxi

, δyi
⟩] = min

g∈F(X×Y)

1

n

n∑
i=1

[(
min
τi∈R

τi +Ω∗
+(gxi

− τi; qxi
)

)
− ⟨gxi

, δyi
⟩
]
.

= min
g∈F(X×Y)

min
τ∈Rn

1

n

n∑
i=1

[(
τi +Ω∗

+(gxi
− τi; qxi

)
)
− ⟨gxi

, δyi
⟩
]
,

where δy ∈ P1(Y) is a delta distribution such that δy(y′) = 1 for y′ = y and 0 for y′ ̸= y. Choosing (18) as in the proof
of Proposition 1 gives the final result.

C.4. Proof of Proposition 3 (min-max formulation)

We have

min
g∈F(X×Y)

L(g) = min
g∈F(X×Y)

Ex [Ω∗(gx)− ⟨gx, ρx⟩]

= min
g∈F(X×Y)

Ex

[(
max

px∈P1(Y)
⟨gx, px⟩ − Ω(px)

)
− ⟨gx, ρx⟩

]
= min

g∈F(X×Y)
max

p∈P1(Y|X )
Ex [(⟨gx, px⟩ − Ω(px))− ⟨gx, ρx⟩]

= min
g∈F(X×Y)

max
p∈P1(Y|X )

Ex [(Ey∼px [g(x,y)]− Ω(px))− Ey∼ρx [g(x,y)]] .

C.5. Proof of Proposition 4 (optimality in the general Fenchel-Young loss and expected risk setting)

Using Lemma 1 with h := g(x, ·), we obtain

min
g∈F(X×Y)

Ex [Ω∗
1(gx; qx)− ⟨gx, ρx⟩] = min

g∈F(X×Y)
Ex

[(
min
τx∈R

τx +Ω∗
+(gx − τx; qx)

)
− ⟨gx, ρx⟩

]
.
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We are going to show that

min
τx∈R

τx +Ω∗
+(gx − τx; qx) = τ⋆(x) + Ω∗

+(gx − τ⋆(x); qx)

where τ⋆ ∈ F(X ).

Step 1. We first show that we can define a function x 7→ τ⋆(x).

We have τx +Ω∗
+(gx − τx; qx) = τx +

∑
y∈Y q(y|x)f∗(max{g(x,y)− τx, f

′(0)}) with f ′(0) := limx→0,x≥0 f
′(x) ∈

R ∪ {−∞}. Without loss of generality, we can assume that q(y|x) > 0 for all y and x.

Since (0,+∞) ⊆ dom f ′, q > 0 and Y is finite, f ′
((∑

y∈Y q(y|x)
)−1

)
and f ′( 1

miny∈Y q(y|x) ) are well defined. We can

then define

τmin(x) := max
y∈Y

g(x,y)− f ′
(

1

miny∈Y q(y|x)

)

τmax(x) := max
y∈Y

g(x,y)− f ′


∑

y∈Y
q(y|x)

−1
 .

Since q > 0 and since f ′ is increasing, one has τmin(x) < τmax(x).

We can then analyze the following function on [τmin(x), τmax(x)]×X :

h(τ,x) := τ +
∑
y∈Y

q(y|x)f∗(max{g(x,y)− τ, f ′(0)}).

First, we need to ensure that we can compute derivatives of this function with respect to its first variable τ in
[τmin(x), τmax(x)]. We have that f∗(max{g(x,y) − τ, f ′(0)}) = (f + ιR+)

∗(g(x,y) − τ) and dom(f + ιR+)
′
∗ =

dom f ′
∗∪(−∞, f ′(0)]. Therefore, if f ′(0) > −∞, the domain of (f+ιR+)

′
∗ is unbounded below. Otherwise, if f ′(0) = −∞,

since Imf ′ ⊆ dom f ′
∗, the domain of f ′

∗, and so of (f+ιR+
)′∗, are unbounded below. Denoting then α = supdom(f+ιR+

)′∗,
since maxy∈Y g(x,y)− τmin(x) = f ′( 1

miny∈Y q(y|x) ) ∈ dom f ′
∗, we have maxy∈Y g(x,y)− τmin(x) < α and therefore

τ ≥ τmin(x)

=⇒ max
y∈Y

g(x,y)− τ < α

⇐⇒ g(x,y)− τ < α, for all y ∈ Y
=⇒ τ ∈ domh′.

We can then show that h′(τmin(x),x) ≤ 0 and h′(τmax(x),x) ≥ 0. Indeed, denoting y⋆ ∈ argmax g(x,y) (we omit the
dependency in x to ease the notations), we have

h′(τmin(x),x) = 1−
∑
y∈Y

q(y|x)f ′
∗(max{g(x,y)− τmin(x), f

′(0)})

(i)

≤ 1− q(y⋆|x)f ′
∗(max{g(x,y⋆)− τmin(x), f

′(0)})

= 1− q(y⋆|x)f ′
∗(max{f ′(

1

miny∈Y q(y|x)
), f ′(0)})

(ii)
= 1− q(y⋆|x)

miny∈Y(q(y,x))
≤ 0,

where in (i) we used that q > 0 and f ′
∗(max{z, f ′(0)}) ≥ 0 for any z ∈ dom(f + ιR+)

′
∗, and in (ii), we used that f ′ is

increasing and f ′
∗(f

′(p)) = p for any p ∈ dom f ′.
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Similarly, we have

h′(τmax(x),x) = 1−
∑

y∈Yq(y|x)f ′
∗(max{g(x,y)− τmax(x), f

′(0)})
(i)

≥ 1−
(∑

y∈Yq(y|x)
)
f ′
∗(max{g(x,y⋆)− τmax, f

′(0)})

= 1−
(∑

y∈Yq(y|x)
)
f ′
∗

(
max

{
f ′
((∑

y∈Yq(y|x)
)−1

)
, f ′(0)

})
(ii)
= 0,

where in (i) we used that
∑

y ayby ≤ (
∑

y ay)maxy by if ay ≥ 0 with here ay = q(y|x) > 0 and by =
f ′
∗(max{g(x,y)− τmax(x), f

′(0)}), and in (ii) we used the same reasoning as for h′(τmin).

Finally, we show that h′ is increasing on [τmin(x), τmax(x)]. When τ ≤ τmax(x), one has maxy∈Y g(x,y) − τ ≥
maxy∈Y g(x,y)− τmax(x) ≥ f ′(0).

Since θ 7→ f ′
∗(max{θ, f ′(0)}) is increasing on dom f∗ \ (−∞, f ′(0)] we have that τ 7→ −f ′

∗(max{(g(x,y⋆)− τ, f ′(0)})
is increasing on [τmin(x), τmax(x)] and therefore τ 7→ h′(τ,x) = 1 −

∑
y∈Y q(y|x)f ′

∗(max{g(x,y) − τ, f ′(0)}) is
increasing on [τmin(x), τmax(x)].

Overall h is well defined and strictly convex on [τmin(x), τmax(x)] such that h′(τmin(x)) ≤ 0 and h′(τmax(x)) ≥ 0. Hence,
since h is convex, we have

inf
τ∈R

h(τ,x) = min
τmin(x)≤τ≤τmax(x)

h(τ,x)

and the unique minimizer τ⋆(x) can then be found by solving the first order optimality condition h′(τ,x) = 0
in [τmin(x), τmax(x)]. We can therefore define a function τ⋆ mapping each x to the unique root of h′(τ,x) in
[τmin(x), τmax(x)].

Step 2. We then show that τ⋆ is continuous.

Note that, because Y is finite and x 7→ q(y|x), x 7→ g(x,y) and f ′ are continuous, both τmin and τmax are continuous
functions of x. Let (xk)k be a sequence such that xk → x as k → +∞. Since τmin and τmax are continuous, τmin(xk) →
τmin(x) and τmax(xk) → τmax(x). Therefore, (τ⋆(xk))k is a bounded sequence. As such, it admits a converging sub-
sequence (τ⋆(xφ(k)))k converging to some t⋆(x). One has h′(τ⋆(xφ(k)),xφ(k)) = 0. By continuity of h′, this gives
h′(t⋆(x),x) = 0 and therefore t⋆(x) = τ⋆(x) by unicity of the root. Therefore, any converging subsequence of the
bounded sequence (τ⋆(xk)) converges to τ⋆(x). This exactly proves that τ⋆(xk) → τ⋆(x) as k → +∞. Therefore, τ⋆ is
continuous and

Ex min
τx∈R

[
τx +Ω∗

+(gx − τx)
]
= Ex

[
τ⋆(x) + Ω∗

+(gx − τ⋆(x))
]
.

Step 3. Last, we show that minτ∈F(X ) Ex

[
τ(x) + Ω∗

+(gx − τ(x))
]
= Ex minτx∈R

[
τx +Ω∗

+(gx − τx)
]
.

By definition of τ⋆, we have minτ∈F(X ) Ex

[
τ(x) + Ω∗

+(gx − τ(x))
]

≤ Ex

[
τ⋆(x) + Ω∗

+(gx − τ⋆(x))
]

=

Ex minτx∈R
[
τx +Ω∗

+(gx − τx)
]
. On the other hand, for any x and any τ ∈ F(X ), we have

Ex

[
τ(x) + Ω∗

+(gx − τ(x))
]
≥ Ex min

τx∈R

[
τx +Ω∗

+(gx − τx)
]
.

Since this holds for any continuous function τ , this gives

min
τ∈F(X )

Ex

[
τ(x) + Ω∗

+(gx − τ(x))
]
≥ Ex min

τx∈R

[
τx +Ω∗

+(gx − τx)
]
.

We then have
min

τ∈F(X )
Ex

[
τ(x) + Ω∗

+(gx − τ(x))
]
= Ex min

τx∈R

[
τx +Ω∗

+(gx − τx)
]
.

Therefore,

min
g∈F(X×Y)

Ex [Ω∗
1(gx; qx)− ⟨gx, ρx⟩] = min

g∈F(X×Y)
min

τ∈F(X )
Ex

[
τ(x) + Ω∗

+(gx − τ(x))− ⟨gx, ρx⟩
]
.
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In addition, for all (x,y) ∈ (X × Y)

πg⋆,q(y|x) = ∇Ω∗
+(g

⋆
x − τ⋆(x); qx)(y) = q(y|x)(f∗

+)
′(g⋆(x,y)).

This concludes the proof.

C.6. Joint convexity
Proposition 5. Given q ∈ P+(Y|X ), f differentiable, strictly convex well defined on (0,+∞), for a coupling gw(x, y)
linear in w ∈ W and a finite dimensional representation of the log-partition function, τv(xi) = vi for i ∈ [n], the
objective

L̃f (gw, τv) :=
1

n

(
n∑

i=1

Lf
gw,τv (xi)− gw(xi,yi)

)
,

where Lf
gw,τv (xi) := τv(xi) +

∑
y′∈Y

q(y′|xi)f
∗
+(gw(xi,y

′)− τv(xi))

is jointly convex in w,v, where f∗
+ is the convex conjugate of the restriction of f to R+.

Proof. The function (w,v 7 → gw(xi,y
′) − τv(xi) is linear in w,v by assumption. Since f∗

+ is convex, (w,v) 7→
f∗
+(gw(xi,y

′)− τv(xi)) is then jointly convex in w,v since the composition of a linear function and a convex function
is always convex. Since q(y′|xi) is positive, (w,v) 7→ q(y′|xi)f

∗
+(gw(xi,y

′) − τv(xi)) is also jointly convex. The
functions w → gw(xi,yi) and v 7→ τv(xi) are linear in w and v respectively. A sum of convex functions is convex hence
the result.

C.7. Proof of gradient computation

One has

∇wLSEgw(x) = ∇w log
∑
y∈Y

q(y|x) exp(gw(x,y))

=

∑
y∈Y q(y|x)∇w exp(gw(x,y))∑

y∈Y q(y|x) exp(gw(x,y))

=

∑
y∈Y q(y|x) exp(gw(x,y))∇wgw(x,y)∑

y∈Y q(y|x) exp(gw(x,y))
=

Ey∼q(·|x) [exp(gw(x,y))∇wgw(x,y)]

Ey∼q(·|x) [exp(gw(x,y))]

=
∑
y∈Y

pgw(y|x)∇wgw(x,y) = Ey∼pgw (·|x) [∇wgw(x,y)] .
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