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Abstract

Language models (LMs) are trained on web001
text originating from many points in time002
and, in general, without any explicit temporal003
grounding. This work investigates the temporal004
chaos of pretrained LMs and explores various005
methods to align their internal knowledge to a006
target time, which we call “temporal alignment.”007
To do this, we first automatically construct a008
dataset containing 20K time-sensitive questions009
and their answers for each year from 2000 to010
2023. Based on this dataset, we empirically011
show that pretrained LMs (e.g., LLaMa2), de-012
spite having a recent pretraining cutoff (e.g.,013
2022), mostly answer questions using earlier014
knowledge (e.g., in 2019). We then develop sev-015
eral methods, from prompting to finetuning, to016
align LMs to use their most recent knowledge017
when answering questions, and investigate var-018
ious factors in this alignment. Our experiments019
show that aligning LLaMa2 to the year 2022020
can boost its performance by up to 62% rela-021
tively as measured by that year, even without022
mentioning time information explicitly, indicat-023
ing the possibility of aligning models’ internal024
sense of time after pretraining. Finally, we find025
that alignment to a historical time is also pos-026
sible, with up to 2.8× the performance of the027
unaligned LM in 2010 if finetuning models to028
that year. These findings hint at the sophistica-029
tion of LMs' internal knowledge organization030
and the necessity of tuning them properly.1031

1 Introduction032

Large-scale pretraining (Devlin et al., 2019; Raffel033

et al., 2020; Brown et al., 2020, i.a.) has enabled034

language models (LMs) to learn extensive knowl-035

edge from unlabeled text (Petroni et al., 2019).036

However, since pretraining corpora are constructed037

over a wide time period, they inevitably contain038

outdated and contradictory information (Longpre039

et al., 2023). Previous studies have found that the040

1Our dataset and code will be released at AnonymousURL.

temporal misalignment between LM pretraining 041

and deployment has a significant impact on models’ 042

performance (Lazaridou et al., 2021; Agarwal and 043

Nenkova, 2022; Luu et al., 2022), which motivates 044

many studies on making model’s knowledge up-to- 045

date, by either continual learning (Jin et al., 2022; 046

Ke et al., 2023), knowledge editing (Mitchell et al., 047

2022; Meng et al., 2023), or retrieval augmentation 048

(Zhang and Choi, 2023; Vu et al., 2023). These 049

approaches mainly focus on updating models with 050

new knowledge and do not evaluate LM’s internal 051

temporal knowledge across time. 052

In this work, we hypothesize that LMs, af- 053

ter pretraining, encode a chaotic sense of time, 054

which means that models do not know which time- 055

sensitive knowledge to use even if they have seen it 056

during pretraining. We empirically investigate this 057

temporal chaos and explore methods to do tempo- 058

ral alignment, which aims to align models’ internal 059

knowledge to a target time. 060

We first introduce our TemporalAlignmentQA 061

dataset (TAQA, §2) consisting of 20,148 questions, 062

each with at least five different answers between 063

2000 and 2023. This dataset is automatically con- 064

structed based on Wikipedia tables that contain 065

temporal information, making it easily scalable for 066

future study as the world keeps changing. Comple- 067

mentary to previous temporal QA datasets (Chen 068

et al., 2021; Dhingra et al., 2022; Kasai et al., 2022; 069

Liska et al., 2022; Tan et al., 2023; Wei et al., 2023), 070

TAQA focuses on facts that changed multiple times 071

during a recent period when most pretraining data 072

is collected, so that it can be used to probe the tem- 073

poral knowledge distribution of pretrained LMs. 074

Figure 1 plots the F1 score of several represen- 075

tative LMs relative to ground-truth answers from 076

each year, demonstrating that they tend to use ear- 077

lier knowledge to answer questions, even when 078

they have a very recent pretraining cutoff date (e.g., 079

performance peaks in 2019 for LLaMa2, which has 080

a cutoff of September 2022; Touvron et al., 2023b). 081
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Figure 1: Performance (F1 score) of various LMs on our TAQA dataset, by year. Unaligned LMs (left) and
conventionally aligned models (upper right) show relatively stronger performance when measured by the answers in
earlier years, with their predictions more scattered across time. Our temporal alignment methods (lower right) lead
to improved performance closer to a recent time (here, 2022) with a higher peak. The dotted line between GPT-3
and ChatGPT implies an uncertain relation (the latter is not necessarily derived from the former).

Next, we explore how to align LMs to answer082

questions based on a target time. Specifically, we083

first try aligning models to the most recent possible084

time, as given by their knowledge cutoff date (§3).085

This is often desired when LMs are deployed for086

general user populations who seek current answers087

to their questions. We propose three methods, in-088

cluding 1) time-aware prompting, where we prompt089

LMs using time information and time-sensitive ex-090

amples; 2) target-year finetuning, where we fine-091

tune LMs with ground truth answers in a target year092

so that they can generalize and answer new ques-093

tions based on that year; 3) adaptive finetuning,094

where we elicit the most recent knowledge each095

LM knows about a question (which can be earlier096

if the model does not know the updated version),097

and teach the model to answer adaptively based on098

the year proper for its own.099

Experimental results (§4) show that finetuning100

LLaMa2 on TAQA, even without explicit temporal101

information, can relatively improve the answer per-102

formance in 2022 by up to 62.2%. We additionally103

explore the possibility of aligning LMs to a histor-104

ical time (§5) and find our finetuning alignment105

strategy can boost the QA performance by 2.8×106

when aligning to 2010. We also find that 2019 is107

the most readily alignable year for LLaMa2, while108

aligning it to 2015 causes the fewest errors mea-109

sured against all valid answers from 2000 to 2023.110

2 TAQA: A QA Dataset for Studying LM 111

Temporal Alignment 112

To study the temporal chaos of pretrained LMs 113

and how to align them temporally, we curate the 114

TAQA dataset, featuring questions with frequently 115

changing answers in a recent time period (2000- 116

2023). We introduce the formulation of TAQA in 117

§2.1, detail the data construction process in §2.2, 118

and further describe the evaluation metrics in §2.3. 119

2.1 Problem Formulation 120

We formally define the task of TAQA as follows: 121

given a question q, which has a set of answers 122

A = {(a, ts, te)}, where each answer a is only 123

correct when the question is being asked during 124

times t ∈ [ts, te]. Such a dataset can be represented 125

as D = {(qi, Ai)}Ni=1, where at a specific timepoint 126

t, the valid answers of question q shall be A(q, t) = 127

{a | ∃(a, ts, te) ∈ A ∧ (q,A) ∈ D, s.t. t ∈ [ts, te]} (1) 128

We consider a response from a QA system â to 129

question q at time t as correct as long as â ∈ 130

A(q, t). Since only questions with varied answers 131

through history are useful to us, we quantify a ques- 132

tion’s time-sensitivity as the number of unique an- 133

swers during a time, i.e., 134

S(q, ts, te) = |{A(q, t) | t ∈ [ts, te]}| (2) 135

In practice, we only keep questions such that 136

S(q, 2000, 2023) ≥ 5} in our TAQA dataset. 137
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Figure 2: The data construction process of our TAQA dataset.

2.2 Data Construction138

To get question q with its multiple temporal an-139

swers (a, ts, te), we use tables with temporal140

columns from the Wikipedia dump to build our141

TAQA dataset, as the temporal columns can be142

seen as qualifiers ts, te and other columns can143

be leveraged to generate QA pairs. The advan-144

tage of Wikipedia is that its topics are popular,145

well-structured, and less biased regarding domains.146

Furthermore, Wikipedia is used in the pretraining147

corpus for most modern LMs, ensuring that LMs148

have learned such knowledge from pretraining. We149

demonstrate our steps for constructing the TAQA150

dataset as shown in Figure 2 as follows.151

Temporal table extraction from Wikipedia.152

Given the Wikipedia dump2, we use the WikiEx-153

tractor (Attardi, 2015) tool to extract all tables from154

it into the CSV format. Then, we use heuristic-155

based methods to identify the columns denoting156

temporal information (i.e., (ts, te)) for answers.157

As we want to gather questions for contemporary158

knowledge only, we only keep tables with informa-159

tion for every year from 2010 to 2023, resulting in160

17,932 tables.161

Question generation with LLMs. To generate162

natural questions with varied styles, we prompt163

GPT-4 with our manually curated few-shot exam-164

ples with the tables gathered. We also add each ta-165

ble’s Wikipedia page information (title and section166

names) to the prompt to provide sufficient context.167

To reduce the query cost, we sample the table and168

use only the rows corresponding to 2010, 2020, and169

2We use the English Wikipedia dump created on January
1, 2024.

2023. To extract answers from the table later, we 170

instruct GPT-4 to generate the column name before 171

each question. After this process, 96,309 question- 172

column pairs are generated in total. Appendix §C 173

presents the detailed prompt. 174

Answer extraction. With the question-column 175

pairs generated, we use the column names to ex- 176

tract the answers to curate QA pairs from the table 177

directly. When multiple rows have a shared period 178

[ts, te], we treat all answers in those rows as valid. 179

To ensure the question q aligns with our sensitivity 180

requirement S(q, 2000, 2023) ≥ 5, we only keep 181

the QA pairs with at least five unique answers. 182

QA post-processing. To avoid data leakage in 183

our TAQA dataset, we discard QA instances based 184

on their question and answer similarities, mea- 185

sured using BM 25 scores calculated with Lin et al. 186

(2021). When duplicates are found, we keep the in- 187

stance with fewer words in the question as they are 188

often more natural and popular among real people. 189

Next, we attempt to reduce the dataset’s answer 190

bias as we do not want LMs to improve their QA 191

performance by memorizing frequently occurring 192

answers. We begin by identifying questions with 193

answers that are numerical or occur more than 300 194

times and randomly sample only 10% of them to 195

be kept in our TAQA dataset. 196

Train-test splitting. Finally, we randomly split 197

the 20,148 questions into train, development, and 198

test sets in TAQA. To better probe LMs’ under- 199

standing of temporal knowledge like Figure 1, we 200

only put questions that can be answered since 2000 201

into the dev. and test sets. We also ensure that 202

there is no QA-originated Wikipedia page overlap 203

3



Split ↓ # Questions # Tables # Pages Popularity Sensitivity

Train 10,148 6,109 5,751 10912.7 14.6
Dev. 1,000 582 539 5592.2 16.6
Test 9,000 5,290 4,725 6812.5 16.9

Table 1: Statistics of our TAQA dataset. We use
Wikipedia pages’ averaged monthly pageview to mea-
sure questions’ popularity, and sensitivity is defined as
Equation (2). Popularity and sensitivity are averages
across each split.

between the train, dev., and test sets, as we want204

to avoid LMs improving their QA performance by205

memorizing the training data’s knowledge. The206

data characteristics are illustrated in Table 1.207

2.3 Evaluation Metrics208

In TAQA, we focus on the question-answering task209

and expect models to output short answers. So,210

following prior QA evaluation (Rajpurkar et al.,211

2016; Kwiatkowski et al., 2019), we adopt the212

token-level F1 score to measure the quality of the213

LM-generated answers given ground truth answers.214

We further developed three variants tailored for the215

temporal alignment evaluation.216

Target-year F1 Since the ground truth of a ques-217

tion q in our TAQA dataset changes across time,218

we first calculate the F1 score of an LM-predicted219

answer â to the ground truth in each year be-220

tween 2000 to 2023, for example, F2023(â) =221

F1(â, a2023) for the LM-predicted answer’s accu-222

racy as of in 2023.223

Max F1 over history To determine whether an224

LM can answer questions with historically correct225

answers if the recent knowledge is unknown to226

the LM, we also calculate the maximum F1 score227

among different years’ ground truth answers, i.e.,228

Fmax(â) = max
2000≤i≤2023

F i(â).229

Decayed F1 towards target Ideally, temporally230

aligned LMs’ Fmax scores should not be worse than231

the unaligned one. Furthermore, to differentiate the232

answers based on recent and outdated knowledge,233

we softly penalize the outdated answers by calcu-234

lating the maximum value among F1 scores expo-235

nentially decayed by the time gap of the ground236

truths’ year i to the target year j, defined as:237

Fj

decay(â) = max
2000≤i≤2023

(F i(â) · α|i−j|) (3)238

where 0 < α < 1 is the decaying factor, which239

controls acceptance of the outdated answers. When240

α = 1, F j
decay is the same as Fmax, and when α → 241

0, F j
decay → F j . In practice, we set α = 0.8 so 242

that a three-year-outdated answer will receive only 243

half of its original F1 score. 244

3 Aligning LMs towards Recency 245

In this section, we propose several methods for 246

aligning LMs to recent years. Complementary to 247

existing studies that aim to teach language models 248

up-to-date knowledge (Jin et al., 2022; Meng et al., 249

2023), our alignment methods focus on how to 250

steer models to reorganize their knowledge and 251

align them to the most-recent possible time. 252

3.1 Time-Aware Prompting 253

An intuitive method to make LMs respond based 254

on a specific time is to prompt them explicitly with 255

the time information. We can achieve this by in- 256

cluding the target year information. In addition, we 257

also find models can benefit from being prompted 258

with a few demonstration examples that are time- 259

sensitive and with answers in the target time, in a 260

sense that it is inferring the year information from 261

these demonstration answers. We analyze the ef- 262

fects of these elements in Appendix §A Therefore, 263

we propose this time-aware prompting with the 264

year information and a few time-sensitive examples 265

in the prompt to activate models’ knowledge of a 266

specific year. Specifically, we append the prompt 267

“as of year y, the answer is” at the end of each ques- 268

tion q, where y is the target year we want the LM 269

to be aligned to. For the demonstration examples, 270

we randomly sample 5 instances multiple times 271

from the top-200 popular3 QA instances in TAQA 272

training set as few-shot examples, and choose the 273

five examples that achieve the best performance on 274

TAQA development set. 275

The chief advantage of this method is its sim- 276

plicity, requiring no model updates; it can be used 277

with models that only offer API access. However, 278

prompting does not change models’ internal state 279

of time, and for many users, the additional infor- 280

mation and few-shot examples are unnatural and 281

add extra costs to inference. 282

3.2 Target-Year Finetuning 283

We next explore ways to align LMs temporally by 284

finetuning their parameters. As we want to change 285

3Here, we use the QA’s originated Wikipedia page’s av-
eraged monthly pageview from 2016 to 2023 to represent
popularity.
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the models’ internal sense of time, we choose not286

to add any temporal information in the context so287

that LMs can only generalize when they adjust288

parameters to model the time information. We refer289

readers to Appendix §B for the training details.290

One critical factor for finetuning is to select the291

data that can align LMs effectively. In fact, much292

up-to-date knowledge may not be presented to LMs293

during pretraining or not be memorized success-294

fully. Tuning LMs with the knowledge they do not295

know can increase the risk of hallucination (Ad-296

lakha et al., 2023; Zhang et al., 2023a), i.e., LMs297

are encouraged to respond to questions with an-298

swers not seen during pretraining4. To address299

this, we propose selecting training data based on300

the correctness of sampled answers from the LMs.301

Given a question, we use the time-aware prompt-302

ing in §3.1 to first sample ten outputs from the303

to-be-finetuned LM and calculate whether any of304

the ten samples can hit the ground truth answer. We305

select the top 5000 examples from the TAQA train-306

ing set with the largest F1 overlaps between model307

samples and ground truth answers. By finetuning308

on question-answer pairs where the model already309

has some chance of giving the correct answer, we310

hope to steer it toward the target year rather than311

“teaching it” entirely new facts. We also explored312

other data selection methods based on popularity313

or model confidence, which are reported in §4.3314

3.3 Temporal-Adaptive Finetuning315

Finetuning to a year assumes the model should316

answer all questions based on that target time; it,317

however, fails to take into account a desired grace-318

ful degradation: when the LM doesn’t have access319

to the target-year answer, it should revert back to320

the most recent prior answer.321

To achieve this goal, we propose a temporally322

adaptive finetuning technique, where we dynami-323

cally determine the most recent and proper target324

year for each question. In practice, given a ques-325

tion, we iterate from the pretraining cutoff year326

(2022 for LLaMa2) to earlier years; for each year,327

we try using the correctness-based approach de-328

scribed in §3.2 to sample ten outputs, compare329

with the ground truth answers; if the F1 overlap is330

larger than a certain threshold (0.7), we will use331

this year as the target year for this question. As a332

4This hallucination effect was mentioned
in https://news.berkeley.edu/2023/04/24/
berkeley-talks-chatgpt-developer-john-schulman
and then widely discussed by the community.

result, we can adaptively assign each question with 333

its expected target year, and then train the model 334

to output “Based on my latest knowledge for this 335

question from year . . . , the answer is:” before an- 336

swering the question. Hence, we hope that the LM 337

can learn to pick the target year for each question 338

based on internal knowledge. 339

4 Experiments 340

This section describes our experiments on aligning 341

LLaMa2 using our proposed methods on the TAQA 342

dataset. Since the pretraining cutoff of LLaMa2 is 343

September 2022, we try aligning LLaMa2 to both 344

2022, which it has seen partially, and 2021, which 345

it should have seen entirely. We first introduce sev- 346

eral baselines (§4.1), present the effectiveness of 347

aligning LLaMa2 (§4.2), ablate different data selec- 348

tion strategies (§4.3), and finally conduct various 349

analyses to verify the improvement (§4.4). 350

4.1 Baselines 351

Unaligned models To demonstrate the perfor- 352

mance of LMs after pretraining, we choose several 353

representative LMs, including LLaMa1-65B (Tou- 354

vron et al., 2023a), LLaMa2-70B (Touvron et al., 355

2023b), and GPT-3 (Brown et al., 2020) (the 356

“Davinci-002” engine using OpenAI’s API). To 357

make them answer questions in the right format, 358

we prompt them with five time-insensitive QA ex- 359

amples, presented in Appendix §A. 360

Normally aligned models To show the necessity 361

of temporal alignment against other types of align- 362

ment in prior work, we additionally test ChatGPT 363

(“gpt-3.5-turbo-0125” engine), which went through 364

an RLHF process (Ouyang et al., 2022), and Tülu2- 365

70B (Ivison et al., 2023), a LLaMa2 model that 366

underwent supervised instruction tuning. 367

4.2 Results of Recency Alignment 368

We present the results of aligning LLaMa2 to the 369

years 2021 and 2022 in Table 2, as well as the per- 370

formance of baseline models. All the temporally 371

aligned models perform better than unaligned 372

and normally aligned models in both target years, 373

suggesting the possibility and effectiveness of our 374

proposed temporal alignment. Among all the meth- 375

ods, finetuning to the target year performs better 376

than just prompting. Given that we do not include 377

any time information in the prompt for finetuned 378

models, this suggests that the model is learning to 379
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Model ↓ Training Cutoff ↓ F2022 F2022
decay F2021 F2021

decay Fmax

LLaMA1-65B Aug. 2022 12.1 26.8 13.2 29.5 54.5
GPT-3 Sep. 2021 10.0 22.9 11.4 25.1 46.5

ChatGPT Sep. 2021 17.1 32.5 23.8 35.5 46.0
Tülu2-70B - 16.2 32.2 19.1 35.1 50.1

LLaMA2-70B Sep. 2022 17.2 34.1 19.8 37.0 55.9
+ prompting to 2021 19.7 (+2.5) 38.9 (+4.8) 25.9 (+6.1) 42.4 (+5.4) 56.7 (+0.8)
+ prompting to 2022 27.4 (+10.2) 40.3 (+6.2) 23.9 (+4.1) 40.5 (+3.5) 54.1 (-1.8)
+ finetuning to 2021 20.8 (+3.6) 39.3 (+5.2) 29.2 (+9.4) 42.5 (+5.5) 56.7 (+0.8)
+ finetuning to 2022 27.9 (+10.7) 40.7 (+6.6) 23.7 (+3.9) 40.8 (+3.8) 55.4 (-0.5)
+ adaptive finetuning 25.7 (+8.5) 40.0 (+5.9) 23.5 (+3.7) 40.9 (+3.9) 57.9 (+2.0)

Table 2: Performance of temporally unaligned and aligned model on the TAQA dataset. Here, we mainly target
2021 and 2022 for recency alignment, and we evaluate the aligned LMs based on the target-year (F2022 and F2021),
temporal-decayed (F2022

decay and F2021
decay ), and historical-max (Fmax) F1 scores, as defined in §2.3.

adjust its internal state to activate more of its memo-380

rized recent pretraining knowledge. The benefit of381

adaptive finetuning is more on historical years,382

which is reflected by its best performance on Fmax383

metric and further confirmed by its performance on384

a broader range of years shown in Figure 1.385

Moreover, comparing the two target years, our386

models always perform better on 2021. This could387

be because LLaMa2 did not see all the informa-388

tion in 2022 but we also speculate the information389

in recent years is less exposed in the pretraining390

data, as is also shown in Figure 1. We leave the391

investigation into pretraining data as future work.392

4.3 What Data is More Proper for Alignment?393

Data selection ↓ F2022 F2022
decay Fmax

All data 19.8 30.9 44.9

Random 19.5 (-0.3) 30.5 (-0.4) 44.3 (-0.6)
Popularity 19.9 (+0.1) 31.3 (+0.4) 45.1 (+0.2)
Model confidence 19.5 (-0.3) 30.7 (-0.2) 44.9 (+0.0)
Model correctness 20.5 (+0.7) 31.8 (+0.9) 45.5 (+0.6)

Table 3: Training data selection analysis with LLaMA2-
13B model for optimizing the temporal alignment.

We further analyze the effectiveness of our394

correctness-based data selection strategy (Model395

Correctness) described in §3.2. We compare396

it with full-data training, as well as four other397

selection strategies, including random selection398

(Random), selecting the most popular questions399

according to page views (Popularity), and select-400

ing questions that the model is mostly confident401

about its answer (Model Confidence). All the se-402

lection methods select 5000 examples from TAQA403

training set for fair comparison.404

Table 3 compares these methods, proving the su-405

perior performance of correctness-based selection. 406

This additionally confirms that the finetuning is 407

activating models’ internal knowledge, rather than 408

injecting new knowledge into the model. Other- 409

wise, the popularity-based or full-data training will 410

lead to better performance. 411

4.4 Improvement Analysis 412

We provide more detailed analyses of how temporal 413

alignment improves model predictions and confirm 414

that the improvement is not from trivial factors. 415

Popular knowledge gets aligned better. We first 416

illustrate the association between question popu- 417

larity and models' improvement on them through 418

temporal alignment, shown in Figure 3 (left). Over- 419

all, the target-year F1 scores of both unaligned and 420

aligned models improve as the popularity grows, 421

confirming that popular questions are easier for 422

LMs to answer. Moreover, the improvement from 423

temporal alignment also increases on popular ques- 424

tions, indicating that models have more potential 425

to be aligned on popular topics, since such knowl- 426

edge is better memorized during pretraining but not 427

triggered due to the temporal chaos. 428

Improvement is not from memorizing facts in 429

finetuning. The surprising effectiveness of doing 430

temporal alignment through finetuning might be 431

weakened if it is mainly due to some knowledge 432

overlap between the finetuning and testing sets. To 433

confirm this is not the reason, Figure 3 (right) plots 434

the relationship between testing questions'semantic 435

similarity 5 to the training set and models’ perfor- 436

mance on them. We see that the improvement from 437

alignment does not increase as the similarity grows. 438

5We use sentence-BERT embeddings (Reimers and
Gurevych, 2019) to compute the similarity.
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Figure 3: (Left) Relationship between question popularity (measured by the pageviews of their originated Wikipedia
page) and models' F1 score on them, as in 2022. (Right) Relationship between testing questions' maximum
semantic similarity to the training set and models' F1 score on them, as in 2022.
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Figure 4: The temporal knowledge distribution of LMs
finetuned with the NQ dataset and our TAQA dataset
where the answers are randomly sampled.

This implies that memorization is not the reason439

for better performance on TAQA.440

Models are aligned beyond just QA formatting.441

We further test whether the temporally aligned LMs442

are learning to activate recent knowledge rather443

than just learning to answer questions in the correct444

format. We conduct another two finetunings, with445

1) data randomly sampled from NaturalQuestions446

(NQ, Kwiatkowski et al., 2019) and 2) data ran-447

domly sampled from TAQA paired with answers448

picked from random years. We see from Figure 4449

that both of them generally do not have the effect of450

aligning the model to a recent time. Interestingly,451

NQ actually aligns the model towards 2017, which452

we speculate is because the dataset was constructed453

using much information back then.454

4.5 Scaling Trend w.r.t. Model Size455

We compare the performance of LLaMa2 70B, 13B,456

and 7B models before and after finetuning to ana-457

lyze the effect of model size on temporal alignment.458

As is shown in Table 4, the improvement of fine-459

tuned 7B and 13B models on target-year F1 score460

(F2022) are both lower than that of the 70B model.461

Moreover, considering the historical-max F1 score462

Method Metric 7B 13B 70B

Unaligned
F2022 10.4 13.0 17.2
F2022

decay 21.6 25.6 34.1
Fmax 41.1 45.5 55.9

Finetuned
F2022 17.6 (+7.2) 20.5 (+7.5) 27.9 (+10.7)
F2022

decay 28.5 (+6.9) 31.8 (+6.2) 40.7 (+6.6)
Fmax 43.1 (+2.0) 46.5 (+1.0) 55.4 (-0.5)

Adaptive
F2022 17.3 (+6.9) 18.9 (+5.9) 25.7 (+8.5)
F2022

decay 28.8 (+7.2) 32.0 (+6.4) 40.0 (+5.9)
Fmax 44.9 (+3.8) 50.2 (+4.7) 57.9 (+2.0)

Table 4: Effect of LLaMA2 model sizes on temporal
alignment, when finetuning to the year 2022.

(Fmax), the 70B model sees diminishing improve- 463

ment after temporal alignment finetuning, while 7B 464

and 13B models keep benefiting from finetuning. 465

We speculate that the reason is the 70B pretrained 466

model memorizes more factual knowledge, which 467

might suffer from more forgetting. 468

5 Further Analysis: To What Year Are 469

LMs Most Readily Alignable? 470

Aside from aligning LMs to a recent time, we are 471

also curious about which year, historically speak- 472

ing, an LM is most readily alignable to and achieve 473

the best performance. We investigate this by fine- 474

tuning LLaMa-70B to different years. Figure 5 475

shows that 2019 is the best year for aligning the 476

LLaMa2-70B model instead of the year of the pre- 477

training cutoff. Meanwhile, the performance of 478

models finetuned with data whose answers are true 479

in 2010, 2015, and 2019 are all better than in re- 480

cent years (2022 and 2023). We believe this is 481

because the information about the most recent fac- 482

tual knowledge is too short in existing pretraining 483

corpora, so it is more challenging to align the inter- 484

nal knowledge of LMs to recent times than slightly 485

further to the past. 486

Furthermore, if considering the historical max- 487

imum Fmax, the target year of 2015 performs the 488

best among all our target year choices. We argue 489
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Figure 5: LMs’ F1 score in every year between 2000-2023 (left) along with their historical-max F1 scores Fmax

(right) after being finetuned to 2010, 2015, 2019, 2021, 2022, and 2023. The dotted line shows the trend of each
aligning year’s F1 score evaluated with that year’s answers.

that the reason could be factual knowledge in 2015490

aligns the most with LLaMa2-70B’s internal (but491

unactivated) knowledge learned from pretraining,492

and therefore, finetuning the LM on TAQA where493

the answers were true in 2015 causes the least con-494

tradiction and thus makes the LM the least likely495

to produce historically-incorrect answers.496

6 Related Work497

Temporal Misalignment in LMs Temporal mis-498

alignment is a much-studied issue for LMs. For499

instance, Lazaridou et al. (2021) pointed out that500

LMs suffer from the temporal gap between their501

training and deployment data, and Jang et al. (2022)502

proposed the benchmark of training and evaluating503

LMs throughout time. Luu et al. (2022) showed504

that temporal misalignment also hurts LMs’ per-505

formance on downstream finetuning tasks, and fol-506

lowing research indicated this effect can be task-507

dependent (Agarwal and Nenkova, 2022). Recent508

research suggested that chaotic pretraining corpus509

is one of the reasons for LMs’ temporal misalign-510

ment (Longpre et al., 2023), and LMs can represent511

temporal knowledge learned from pretraining in512

their internal states (Gurnee and Tegmark, 2023).513

These findings open up the possibility of align-514

ing models to a specific time. Different techniques515

have been proposed to tackle the temporal misalign-516

ment issue (Zhang et al., 2023b), including contin-517

ual pretraining (Jin et al., 2022; Loureiro et al.,518

2022; Ke et al., 2023), knowledge editing (Mitchell519

et al., 2022; Meng et al., 2023), and retrieval aug-520

mentation (Zhang and Choi, 2023; Vu et al., 2023).521

These methods edit LMs’ knowledge instead of522

eliciting the knowledge already learned from pre-523

training, as we aim to do in this work.524

Temporal QA and Reasoning Temporal QA525

and reasoning are tasks where the correct answers526

change through time, e.g., “Who is the president 527

of the United States?” Prior research tried using 528

knowledge graphs to tackle these tasks (Jia et al., 529

2021; Saxena et al., 2021; Shang et al., 2022). As 530

modern LMs can memorize factual knowledge, 531

new benchmarks (Chen et al., 2021; Dhingra et al., 532

2022; Tan et al., 2023; Wei et al., 2023) address the 533

challenge of leveraging LMs to answer questions 534

with contextual temporal mentions provided (e.g., 535

“in 2023”, “after” certain events, etc.). However, 536

such question structure can sound unnatural, and 537

these studies do not explicitly focus on questions 538

whose answers have changed in recent years. Other 539

news article-based datasets like RealtimeQA (Ka- 540

sai et al., 2022) and StreamingQA (Liska et al., 541

2022), despite having more natural questions, still 542

lack questions whose answers can change multiple 543

times, rather than a single time. In contrast, our 544

TAQA dataset curates natural questions without 545

temporal information but with at least five different 546

answers after 2000. Several approaches have been 547

proposed to tackle the temporal QA and reasoning 548

challenges (Son and Oh, 2023; Tan et al., 2023), yet 549

these approaches require dedicated training for en- 550

hancing LMs’ understanding of temporal mentions, 551

which are missing in most natural questions. 552

7 Conclusion 553

We build TAQA, a QA dataset with time-sensitive 554

questions during a recent time period (2020-2023). 555

Using this dataset, we quantitatively show that LMs 556

can respond to questions quite chaotically in terms 557

of the time it should be based on. We thus propose 558

the concept of temporal alignment and a set of 559

methods for it. Extensive experiments demonstrate 560

the possibility and effectiveness of aligning model 561

internal knowledge temporally, both to a recent 562

time and to a historical time. 563
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8 Limitations564

Throughout the development of this project, we565

identified several limitations that invite additional566

investigation. Firstly, in our dataset construction,567

we use GPT-4 to general natural language questions568

from tabular Wikipedia data without human anno-569

tation. While we do adopt quality control policies,570

it may still be the case that there are noisy gener-571

ations. These noisy generations, where the ques-572

tion’s text content might not be consistent with the573

quality of a human-written question, may impact574

the usefulness of such data in the alignment process575

and thus the effectiveness overall. Secondly, it is576

difficult to determine the exact date and time that577

knowledge changes. This, coupled with the fact the578

exact pretraining corpora of LLaMa2 and similar579

models are unknown, means we cannot determine580

whether an LM has observed certain knowledge.581

This can introduce inaccuracies to scoring when582

measuring both the original year the model is inter-583

nally aligned to and the year it is aligned to after584

our methods are applied. Finally, we note that this585

study only considers English and English-focused586

LMs; the applicability of the approaches to other587

languages is left for future exploration.588

9 Ethics Statement589

The authors recognize the impact of LMs as compo-590

nents of real-world systems with real-world effects.591

We wish for our proposed methods make these sys-592

tems more reliable and useful regarding temporal593

knowledge for the casual use of LMs and LMs for594

the professional and research communities. While595

LMs are still imperfect, our methods of alignment596

can be used to create more robust systems and mit-597

igate the presentation of inaccurate information to598

users, which can significantly influence attitudes599

toward these technologies and the decisions of peo-600

ple using them. We recognize and uphold the ACL601

Ethics Policy and present the motivation, method-602

ology, and results of our work as accurately as603

possible.604
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Supplemental Material835

A Prompting Strategies836

We use five strategies to prompt the model and elicit837

temporal knowledge. In Table 6, we demonstrate838

each of these strategies with real examples from839

our dataset that were used to prompt the models840

used in our experiments.841

B Finetuning and Evaluation Details842

At first of our finetuning, we did a hyperparameter843

search using LLaMa2 13 model on the develop-844

ment set of TAQA. We then keep the same set of845

hyperparameters for all our finetuning experiments.846

These hyperparameters are shown as follows:

Hyperparameter Value

Precision BFloat16
Epochs 2

Learning rate 5e-6
Warmup ratio 0.03
Weigtht decay Linear

Max. seq. length 128
Batch size 128

Table 5: Finetuing hyperparameters

847
During the inference of unaligned and normally-848

aligned LMs, we add five time-sensitive few-shot849

examples in the prompt as shown in the third row850

of Table 6 to ensure that the LMs would respond851

to questions with short answers. When inferring852

finetuned temporally-aligned models, we do not853

use specific instructions or prompts but query them854

with the questions directly.855

C Question Generation Details856

We use eight few-shot examples to prompt the GPT-857

4-turbo model (the “gpt-4-1106-preview” engine)858

for question generation as it is updated with knowl-859

edge in 2023, with relatively shorter latency and860

lower cost. We demonstrate our prompt in Table 7,861

Table 8, Table 9, and Table 10. We set the temper-862

ature to 1.0 for all our queries, hoping to gather863

more diverse questions in styles and formats. We864

specifically curated the few-shot examples in vast865

domains, including sports, films, law, politics, etc.866

in order to ensure GPT-4 can learn the correct task867

format in most scenarios when being queried with868

contents from various Wikipedia pages. We also869

deliberately add one example (Example 8) with- 870

out any valid question to be generated to make 871

sure GPT-4 will reject to generate time-insensitive 872

questions when being queried with such unsuitable 873

tables. 874

D QA Post-Processing Details 875

After extracting the answers from the Wikipedia 876

tables based on columns selected by GPT-4, we 877

first use a set of heuristic rules to discard noisy 878

QA instances. Specifically, we remove the data 879

that 1) has more than five correct answers per year 880

on average and 2) the averaged answer length is 881

bigger than ten. Therefore, we can ensure that the 882

answers in our TAQA dataset are concise and clear, 883

and short in format. 884

During QA post-processing, we first use Py- 885

serini (Lin et al., 2021) with Lucene engine to 886

calculate the BM25 scores of each question and 887

answer pairs in the curated dataset. However, since 888

the range of BM25 scores is unbounded, we can- 889

not directly use them to identify duplicate ques- 890

tions with a static threshold. As a result, we 891

use the score normalized with the score between 892

the question/answer to itself to stand for similar- 893

ity: Sim(qi, qj) = BM25(qi, qj)/BM25(qi, qi) ∈ 894

[0, 1]. A pair of QA instances are marked as du- 895

plicates if they fit the following criteria: 1)either 896

question or answer similarity is greater than 0.9, 897

or 2)their question similarity is greater than 0.8 898

AND their answer similarity is greater than 0.5. 899

We set the first criteria’s threshold relatively higher 900

because QA instances might have almost the same 901

questions but correspond to totally different an- 902

swers, e.g., “Who is the President of the United 903

States?” v.s. “Who is the Vice President of the 904

United States”. 905

After de-duplicating the QA data based on the 906

policies above and selecting the instances based on 907

popularity and answer occurrence, as described in 908

§4.3, we further clean the answer texts to confirm 909

there is little noise for LM training and evalua- 910

tion. In detail, we first discard QA data with an- 911

swers demonstrating unavailable information, e.g., 912

“N/A”, “TBA”, “TBD”, etc. Afterward, we further 913

clean the redundant HTML tags and Wikitext tem- 914

plates in the answer texts. Finally, as nationalities 915

often appear near peoples’ names on Wikipedia 916

tables, we use country codes to identify and clean 917

them as those columns’ are designed for questions 918

regarding people but not countries. 919
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Strategy (QA Template) Template Example

Standard "prompt": "Answer the following question: What is the role of Karla Estrada in her most
recent television series?
The answer is:"

"completion": " Host"

Time-Aware "prompt": "Answer the following question: What edition of the Producers Guild of America
Awards was last held?
As of year 2022, the answer is:"

"prediction_text": "33rd"

5-Shot Time-Aware w/ insensi-
tive Examples

"prompt": "Answer the following question: What is the capital of France?
As of year 2022, the answer is: Paris

Answer the following question: Who wrote Harry Potter?
As of year 2022, the answer is: J.K. Rowling

Answer the following question: Where did the Titanic sink?
As of year 2022, the answer is: Atlantic Ocean

Answer the following question: What is the gravity of earth?
As of year 2022, the answer is: 9.807 m/s^2

Answer the following question: Is the speed of light faster than the speed of sound?
As of year 2022, the answer is: Yes

Answer the following question: What edition of the Producers Guild of America
Awards was last held?
As of year 2022, the answer is:"

"prediction_text": "33rd"

5-Shot Time-Aware w/ sensi-
tive Examples

"prompt": "Answer the following question: Which Hindi film has the highest domestic net
collection currently?
As of year 2022, the answer is: Brahmāstra: Part One – Shiva

Answer the following question: Where is the NHL Winter Classic taking place?
As of year 2022, the answer is: Target Field

Answer the following question: Who are the current drivers for the Mercedes-Benz Formula
One team?
As of year 2022, the answer is: Lewis Hamilton George Russell

Answer the following question: Who received the Player of the Game award for
offense in the most recent Rose Bowl Game?
As of year 2022, the answer is: Jaxon Smith-Njigba

Answer the following question: Where was the final of the last FIFA Club World
Cup held?
As of year 2022, the answer is: Prince Moulay Abdellah Stadium, Rabat

Answer the following question: What edition of the Producers Guild of America
Awards was last held?
As of year 2022, the answer is:"

"prediction_text": "33rd"

Adaptive "prompt": "Answer the following question: What edition of the Producers Guild of America
Awards was last held?"

"raw_output": "Based on my latest knowledge for this question from year 2022,
the answer is: 33rd"

Table 6: Our prompting strategies and their examples.
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Question Generation Template Example

"prompt": "Below is a table in CSV format separated with commas ",". Based on this table’s information along with its
description and abstracts, please raise up to ten questions that the answers are different in 2010, 2019, and 2023. After
raising the question, please get answers for those time points from the table. Please make sure the answers should be
totally different without overlapping. Please only raise questions regarding the latest status of those time points instead of
the history, while also do not explicitly mention the time information in the question to make them more natural. Do not
ask questions cannot be answered based on the information provided in the table. Make sure the full and explicit names of
related entities are used in the question based on the description in the prompt and do not use pronouns. Each question
should contain only one column’s information and no other columns’ values shall be mentioned. Please select columns
and generation questions based on the Query data, but not the examples. Do not answer the questions in your response.
Please reply with the same format as the examples. Do not use a column to generate questions more than once. Do not use
other columns’ information to be the condition or the clause of the question.
Example 1:
Table description: this table is about List of highest-grossing films Timeline of highest-grossing films.
Table content:
Established,Title,Record-setting gross
1998,Titanic,"$1,843,373,318"
2010,Avatar,"$2,743,577,587"
2010,Avatar,"$2,788,416,135"
2019,Avengers: Endgame,"$2,797,501,328"
2022,Avatar,"$2,923,706,026"

Generated questions for Example 1 asking for information in a specific column:
Column 0: Title
Question 0: What is the highest grossing film of all time?

Column 1: Record-setting gross
Question 1: What is the record-setting gross of the highest grossing film of all time?

Example 2:
Table description: this table is about List of NBA champions Champions.
Table content:
Year,Western champion,Result,Eastern champion,Finals MVP,Coach (1),Coach (2)
2000,"Los Angeles Lakers (1) (25, 12–13)",4–2,"Indiana Pacers (1) (1, 0–1)",Shaquille O’Neal,Phil Jackson,Larry Bird
2010,"Los Angeles Lakers (1) (31, 16–15)",4–3,"Boston Celtics (4) (21, 17–4)",Kobe Bryant,Phil Jackson,Doc Rivers
2019,"Golden State Warriors (1) (11, 6–5)",2–4,"Toronto Raptors (2) (1, 1–0)",Kawhi Leonard,Steve Kerr,Nick Nurse
2023,"Denver Nuggets (1) (1, 1–0)",4–1,"Miami Heat (8) (7, 3–4)",Nikola Jokić,Michael Malone,Erik Spoelstra

Generated questions for Example 2 asking for information in a specific column:
Column 0: Eastern champion
Question 0: Which team was the eastern champion played in the last NBA final?

Column 1: Finals MVP
Question 1: Who’s the MVP of the last NBA final?

Example 3:
Table description: this table is about Chris Pratt Filmography, Film.
Table content:
Year,Title,Role,Notes
2000,Cursed Part 3,Devon,Short film
2009,Bride Wars,Fletcher Flemson,
2009,Deep in the Valley,Lester Watts,
2009,Jennifer’s Body,Roman Duda,
2009,The Multi-Hyphenate,Chris,Short film
2019,The Lego Movie 2: The Second Part,"Emmet Brickowski, Rex Dangervest",Voice
2019,The Kid,Grant Cutler,
2019,Avengers: Endgame,Peter Quill / Star-Lord,
2023,The Super Mario Bros. Movie,Mario,Voice
2023,Guardians of the Galaxy Vol. 3,Peter Quill / Star-Lord,

Table 7: Our prompting strategies and their examples (part 1).
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Question Generation Template Example

Generated questions for Example 3 asking for information in a specific column:
Column 0: Title
Question 0: What’s the movie that Chris Pratt most recently starred in?

Column 1: Role
Question 1: What’s the role that Chris Pratt played in the last movie?

Example 4:
Table description: this table is about Judicial Committee of the Privy Council Jurisdiction, Jurisdiction removed.
Table content:
Country,Date,Abolishing statute,New court of final appeal,Notes
The Gambia,1998,1997 Constitution of the Gambia,Supreme Court,"A restructure of the Gambian judiciary by Yahya
Jammeh, which made the Supreme Court of The Gambia the highest court instead of being below the Court of Appeal of
the Gambia as was the case under the 1970 Constitution of the Gambia."
BLZ,2010,"Belize Constitution (Seventh Amendment) Act, 2010",Caribbean Court of Justice,
DMA,2015,"Constitution of Dominica (Amendment) Act, 2014",Caribbean Court of Justice,
LCA,2023,"Constitution of Saint Lucia (Amendment) Act, 2023",Caribbean Court of Justice,

Generated questions for Example 4 asking for information in a specific column:
Column 0: Country
Question 0: What country abolished the Judicial Committee of the Privy Council of the Uinted Kingdom most recently?

Column 1: Abolishing statute
Question 1: What is the abolishing statute of the Judicial Committee of the Privy Council of the United Kingdom in the
last country that abolished it?

Example 5:
Table description: this table is about National People’s Congress Membership, Membership of previous National People’s
Congresses.
Table content:
Congress,Year,Total deputies,Female deputies,Female %,Minority deputies,Minority %
Ninth,1998,2979,650,21.8,428,14.4
Eleventh,2008,2987,637,21.3,411,13.8
Thirteenth,2018,2980,742,24.9,438,14.7
Fourteenth,2023,2977,790,26.5,442,14.8

Generated questions for Example 5 asking for information in a specific column:
Column 0: Total deputies
Question 0: What is the total number of deputies in the National People’s Congress of China?

Column 1: Female deputies
Question 1: How many female deputies are there in China’s National People’s Congress?

Column 2: Minority %
Question 2: What is the ratio of deputy members from minority ethnic groups in China’s National People’s Congress?

Example 6:
Table description: this table is about List of justices of the South Carolina Supreme Court .
Table content:
Justice,Began active service,Ended active service,Notes
Costa M. Pleicones,2000,2017,Became chief justice in 2016
Kaye Gorenflo Hearn,2009,2022,-
George C. James,2017,Incumbent,-
D. Garrison Hill,2023,Incumbent,-

Generated questions for Example 6 asking for information in a specific column:
Column 0: Justice
Question 0: Who recently became the chief justice of the South Carolina Supreme Court?

Table 8: Our prompting strategies and their examples (part 2).
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Question Generation Template Example

Example 7:
Table description: this table is about Zlatan Ibrahimović Career statistics, Club.
Table content:
Club,Season,League (Division),League (Apps),League (Goals),National cup (Apps),National cup (Goals),League cup
(Apps),League cup (Goals),Continental (Apps),Continental (Goals),Other (Apps),Other (Goals),Total (Apps),Total
(Goals),date_year,start_time,end_time
Malmö FF,2000,Superettan,26,12,3,2,—,—,—,—,—,—,29,14,2000.0,2000.0,2000.0
Barcelona,2009–10,La Liga,29,16,2,1,—,—,10,4,4,0,45,21,2009.0,2009.0,2010.0
AC Milan (loan),2010–11,Serie A,29,14,4,3,—,—,8,4,—,—,41,21,2010.0,2010.0,2011.0
LA Galaxy,2019,Major League Soccer,29,30,0,0,2,1,—,—,—,—,31,31,2019.0,2019.0,2019.0
AC Milan,2019–20,Serie A,18,10,2,1,—,—,—,—,—,—,20,11,2019.0,2019.0,2020.0
AC Milan,2021–22,Serie A,23,8,0,0,—,—,4,0,—,—,27,8,2021.0,2021.0,2022.0

Generated questions for Example 7 asking for information in a specific column:
Column 0: Club
Question 0: Which team does Zlatan Ibrahimović play for?

Column 1: League (Division)
Question 1: Which league and division does Zlatan Ibrahimović play in?

Column 2: League (Goals)
Question 2: How many goals does Zlatan Ibrahimović score in league this season?

Column 3: League (Apps)
Question 3: How many games does Zlatan Ibrahimović play in league this season?

Column 4: Total (Goals)
Question 4: How many goals does Zlatan Ibrahimović score in total this season?

Example 8:
Table description: this table is about List of Denmark women’s international footballers List of players.
Table content:
#,Player,Pos.,Caps,Goals,Debut,Last cap,Medals
94,Signe Højen Andersen,MF,25,0,2000,2004,
23,Heidi Johansen,GK,80,0,2000,2012,
31,Tine Cederkvist,GK,68,0,2000,2011,
24,Gitte Andersen Gitte Andersen (footballer),DF,79,1,2000,2007,
9,Cathrine Paaske Sørensen,MF,121,36,2000,2010,
39,Janne Madsen,MF,61,4,2000,2009,
17,Janni Arnth,DF,93,2,2010,2019,2017 EC
54,Sofie Svava,MF,43,3,2019,2023,
78,Emma Snerle,MF,30,2,2019,2023,
83,Mille Gejl,FW,28,7,2019,2023,
78,Rikke Marie Madsen,FW,30,1,2019,2023,
68,Kathrine Kühl Kathrine Møller Kühl,MF,33,1,2021,2023,

Generated questions for Example 8 asking for information in a specific column:
No questions can be generated.

Query:
Table description: this table is about List of European Cup and UEFA Champions League winning managers European
Cup and UEFA Champions League winning managers, By year.
Table caption: European Cup and UEFA Champions League winning managers*
Table content:
Final,Nationality,Winning manager,Nation,Club
2010,POR,José Mourinho,ITA,Inter Milan
2019,GER,Jürgen Klopp,ENG,Liverpool
2023,ESP,Pep Guardiola,ENG,Manchester City

Generated questions for Query asking for information in a specific column:
"

Table 9: Our prompting strategies and their examples (part 3).
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Question Generation Template Example

"prediction_text": "Column 0: Final
Question 0: In which UEFA Champions League final did the winning manager lead his team to victory?

Column 1: Nationality
Question 1: What is the nationality of the manager who won the UEFA Champions League?

Column 2: Winning manager
Question 2: Who is the winning manager of the UEFA Champions League?

Column 3: Nation
Question 3: From which nation is the winning club of the UEFA Champions League?

Column 4: Club
Question 4: Which club won the UEFA Champions League?"

Table 10: Our prompting strategies and their examples (part 4).
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