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Figure 1. Demonstrations of PointLL.M. We introduce PointL.LM, a multimodal large language model capable of understanding colored
point clouds of objects. It perceives object types, geometric structures, and appearance without concerns for ambiguous depth, occlusion,
or viewpoint dependency. Through this understanding and existing prior knowledge, PointLLM responds to user instructions accurately,
as evidenced by its performance on these unseen samples. To illustrate the advantages of point clouds, we emphasize key points in our
model’s responses, which are typically challenging to acquire from images, due to the aforementioned problems.

Abstract

The unprecedented advancements in Large Language
Models (LLMs) have created a profound impact on natural
language processing but are yet to fully embrace the realm
of 3D understanding. This paper introduces PointLLM, a
preliminary effort to fill this gap, thereby enabling LLMs
to understand point clouds and offering a new avenue be-
yond 2D visual data. PointLLM processes colored object
point clouds with human instructions and generates contex-
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tually appropriate responses, illustrating its grasp of point
clouds and common sense. Specifically, it leverages a point
cloud encoder with a powerful LLM to effectively fuse ge-
ometric, appearance, and linguistic information. We col-
lect a novel dataset comprising 660K simple and 70K com-
plex point-text instruction pairs to enable a two-stage train-
ing strategy: initially aligning latent spaces and subse-
quently instruction-tuning the unified model. To rigorously
evaluate our model’s perceptual abilities and its general-
ization capabilities, we establish two benchmarks: Gen-
erative 3D Object Classification and 3D Object Caption-
ing, assessed through three different methods, including



human evaluation, GPT-4/ChatGPT evaluation, and tra-
ditional metrics. Experiment results show that PointLLM
demonstrates superior performance over existing 2D base-
lines. Remarkably, in human-evaluated object captioning
tasks, PointLLM outperforms human annotators in over
50% of the samples. Codes, datasets, and benchmarks are
available at https://github.com/OpenRobotLab/PointLLM.

1. Introduction

Recent years have witnessed the emergence of large lan-
guage models (LLMs) [4,6,31-33,38,43,44], demonstrat-
ing awe-inspiring abilities in natural language processing.
These models have become versatile tools, acting as gen-
eralized interfaces [15] to perform an array of complex
tasks [4,38]. However, the mastery over text-based tasks
is just one aspect of what LLMs can achieve. A new hori-
zon emerges as researchers begin to explore multi-modal
LLMs, capable of processing various forms of data such as
audio [17] and images [1, 18,24,27,32,54,56].

The next step in this evolution lies in understanding the
3D structures. Imagine a scenario where one can inter-
actively create and edit 3D content through simple verbal
commands [22,30], bypassing the need for specialized soft-
ware, or can instruct a robot to manipulate objects using nat-
ural language [10]. These applications require LLMs with
a nuanced and accurate understanding of 3D structures.

While existing efforts to integrate LLMs with 2D images
provide a pathway to understanding 3D [7,27,53], they face
difficulties such as ambiguous depth estimation, occlusion,
and viewpoint-dependent perception. To address these is-
sues, options like carefully selecting suitable views or em-
ploying multi-view images exist. However, suitable views
may be elusive due to arbitrary orientations of objects, and
multi-view images can lead to increased model overhead
and complexity. On the other hand, point clouds, as a uni-
versal and efficient representation of 3D, provide a com-
pelling solution. They offer direct access to geometric and
appearance, fostering a comprehensive understanding of 3D
shapes, resilient handling of occlusion, and view-invariant
analysis. Yet, despite their advantages, the coupling of point
clouds with LLMs remains underexplored.

In this work, we pave the way to empower large language
models to understand point clouds, with a preliminary focus
on 3D objects. Specifically, we present PointLLM, which
accepts colored object point clouds with human instruc-
tions and generates accurate responses, reflecting its under-
standing of point clouds and common sense, as illustrated
in Fig. 1. Enhancing LLMs’ understanding of 3D object
point clouds presents three key difficulties: the absence of
training data, the necessity of building a suitable model ar-
chitecture, and the lack of comprehensive benchmarks and
evaluation methods, each of which we address as follows.

Data collection. We collect a large-scale point-text instruc-
tion following dataset, containing 660K brief-description
instructions for 660K object point clouds, and 70K complex
instructions for 15K object point clouds. The training data
that guides the model in extracting meaningful representa-
tions from point clouds and responding to user instructions
are especially rare in the context of object point clouds, and
manual collection can be both time-consuming and expen-
sive. To circumvent this issue, we utilize the recently in-
troduced Cap3D [29], a large-scale 3D object captioning
dataset built upon Objaverse [9]. Employing GPT-4’s [32]
reasoning abilities and its world model, we prompt GPT-4
to generate varied instruction following data based on the
contexts provided by the captions.
Model and training. We introduce PointLLM, which
employs a pre-trained point cloud encoder for encoding
point clouds into tokens and utilizes a powerful pre-trained
large language model for reasoning and generating context-
appropriate responses. Our training features a two-stage
strategy [27]: initial alignment of the latent spaces between
the point cloud encoder and the large language model,
followed by instruction-tuning the unified model. This
methodology ensures an effective fusion of both geomet-
ric and appearance information from 3D point clouds with
the linguistic capabilities of the language model.
Benchmarks and Evaluation. We establish two distinct
benchmarks: Generative 3D Object Classification and 3D
Object Captioning, accompanied by a diverse evaluation
framework, to assess the model’s understanding of point
clouds. Due to the generative nature of the model’s outputs,
we format the classification task in a generative manner,
where the model is prompted to directly output the object
type. Our model engages in object classification through
close-set zero-shot classification on ModelNet40 [48] and
open-vocabulary classification on Objaverse [9], along with
Objaverse-based captioning. As defining a single evalu-
ation metric for generative tasks is difficult, we employ
three types of evaluation methods, including human evalua-
tion, GPT-4/ChatGPT [31] evaluation, and traditional met-
ric [3, 12, 26, 34, 39] evaluation to rigorously assess our
model’s perceptual and generalization capabilities.
Experiment results indicate that our PointLLM demon-
strates substantially better performance over 2D baselines,
and in over 50% of tested samples of object captioning, it
gains higher scores than human annotators in human evalu-
ation. To supplement these quantitative evaluations, we also
present a range of qualitative examples, offering a broader
perspective on our model’s real-world performance.

2. Related Work

Multi-modal large language models. Multi-modal Large
Language Models (MLLMs) are designed to comprehend
and interpret a wide range of information that extends be-


https://github.com/OpenRobotLab/PointLLM

yond mere text-based data [51]. They aim at having the
capability to interpret diverse modalities, including but not
limited to images [13, 18, 27, 45, 56], audio [17], motion
[21], etc. They can generate contextually relevant free-
form text responses under zero-shot and few-shot scenarios.
Broadly, the models can be classified into two categories.

The first category includes models that employ a large
language model to interface with individual, modality-
specific models or APIs [14,17,35,42,47]. This approach
circumvents the need for additional model training but is
heavily dependent on the availability and capabilities of pre-
existing models or APIs.

The second category pertains to models that employ
an end-to-end training strategy. There are two prominent
paradigms within this category. The first involves train-
ing the model from scratch, similar to text-only LLMs, us-
ing large-scale multi-modal corpora and datasets [18, 36].
The second paradigm builds on pre-trained LLMs and uni-
modal encoders, thereby avoiding training from scratch
[1,2,7,10,11,13,23,24,27,40,54-56]. This strategy typi-
cally involves a two-stage process: initial alignment of the
unimodal encoder with the LLM’s feature space, followed
by instruction-based fine-tuning.

In our work, we adhere to the alignment and tuning strat-

egy, with the goal of constructing an MLLM capable of un-
derstanding 3D object point clouds.
Object point cloud understanding with language. The
emergence of models like CLIP [37], which bridges visual
and textual modalities, has inspired similar efforts in the 3D
object domain [19, 53, 57]. For instance, PointCLIP [53]
leverages depth image projections of point clouds for 3D
recognition tasks with pre-trained 2D CLIP models. ULIP
[49] and ULIP-2 [50] take a more direct approach by train-
ing a point cloud encoder to align with CLIP representations
using point cloud, image, and text triplets. Particularly,
ULIP-2 enhances model performance through an automated
data generation pipeline that captions rendered images of
point clouds with an image captioning model [24,25]. Re-
cent endeavors like Cap3D [29] and UniG3D [41] also use
a similar approach to generate point-text datasets to further
facilitate object point cloud understanding and generation.
Concurrent with our work, 3D-LLM [16] seeks to enable
large language models to comprehend the 3D world. Unlike
our approach, which focuses on directly understanding 3D
point clouds, 3D-LLM employs multi-view images as in-
put, relying on pre-trained 2D foundation models to extract
features, thereby not engaging directly with the 3D data.

In our work, we adopt the strategy from ULIP-2 for pre-
training our point cloud encoder and use the Cap3D dataset
for data collection. Our generative model aims to provide
a direct and comprehensive understanding of object point
clouds, supporting open-ended and free-form interactions,
rather than focusing on conventional discriminative tasks.

Table 1. Instruction Following Template. {System Prompt} is
the system prompt used by the pre-trained LLM, {p_tokens} are
point tokens, and {Instruction} and {Response} denote user in-
structions and model responses. Losses are computed only for
model responses and the end-of-sentence token </s>.

{System Prompt}

USER: <p_start>{p_tokens } <p_end>{Instruction 1}
ASSISTANT: {Response 1}</s>

USER: {Instruction 2}

ASSISTANT: {Response 2} </s>

USER: {Instruction 3}

ASSISTANT: {Response 3} </s>

3. Methodology

This section elucidates our strategy for the automatic
generation of point-text instruction-following data. We then
delve into the architecture of our model, PointLLM, which
inputs an object point cloud and user instruction and outputs
corresponding responses. Lastly, we detail our loss function
and two-stage training strategy.

3.1. Point-Text Instruction Following Data

The daunting challenge in the development of an end-to-
end multi-modal LLM is procuring large-scale multi-modal
instruction-following data, vital for representation learning,
aligning latent spaces, and orienting the model to adhere to
human intentions [1,7,25,27,56]. However, manual label-
ing of such data is cost-prohibitive and labor-intensive. To
overcome this, we propose an automated data generation
technique utilizing the large-scale point cloud captioning
dataset, Cap3D [29], with the assistance of GPT-4 [32]. The
generated dataset adheres to a uniform instruction following
template, shown in Tab. 1, and consists of brief-description
instructions and complex instructions, which aid in latent
space alignment and instruction tuning, respectively.
Brief-description instructions. The Cap3D [29] dataset
provides two variations of captions for the 3D objects in
Objaverse [9]: those generated by image-captioning mod-
els and those annotated by humans. While there are 660K
objects accompanied by generated captions, only 40K sam-
ples have human-annotated captions. For brief-description
instruction, we utilize the model-generated split due to the
need for a larger data volume for aligning the latent spaces
of point cloud and text modalities [27]. We created a list of
30 instructions to instruct the model to provide a succinct
description of a given 3D object point cloud. A random in-
struction from this list is chosen as the user instruction, and
the caption from Cap3D is used directly as the model re-
sponse, forming a single-round instruction following sam-
ple. This results in 660K brief-description instruction data,
each corresponding to a unique object point cloud.
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Figure 2. An overview of PointLLLM. The point encoder extracts features from the input point cloud and projects them to the latent space
of the LLM backbone. The LLM backbone processes sequences of point tokens and text tokens, and generates the predicted tokens as the
output. The model is trained with a cross-entropy loss that is only computed on the tokens corresponding to the model responses.

Complex instructions. Beyond brief descriptions, it’s cru-
cial that the model learns to understand objects from a va-
riety of angles, responding accurately to diverse human in-
structions. To facilitate this, we employ GPT-4 to produce
complex instruction-following data. Specifically, a cap-
tion from Cap3D is used to stimulate GPT-4 into crafting a
more comprehensive description that identifies the object’s
type, appearance, functionalities, and any other inferable
information. Similar to the process for generating brief-
description instructions, we also curate a set of 30 distinct
prompts, each pushing the model to describe the 3D object
in depth. One of these prompts is randomly coupled with
the newly crafted description, forming a training sample.
GPT-4 is further used to generate conversations (i.e., Q&A
pairs) that delve into diverse aspects of the object based on
the captions. For example, questions might probe the ob-
ject’s functionality or the materials it’s made from, and the
corresponding answers should be informative and compre-
hensive. For each object, GPT-4 generates 3 single-round
conversations and 1 multi-round conversation with 3 Q&A
pairs, all ensuring logical relevance.

Prioritizing data quality, we select 15K captions from
the Cap3D human-annotated split for data generation, each
with captions of more than five words. After filtering incor-
rect GPT-4 outputs, we generate 70K complex instruction
samples, including 15K detailed descriptions, 40K single-
round conversations, and 15K multi-round conversations.
The instruction lists, GPT-4 system prompt, and a data gen-
eration example can be found in Appendix A.

3.2. Model Architecture

As shown in Fig. 2, our PointLLM is a generative model
that aims to complete multi-modal sentences that contain
both point clouds and texts. The model consists of three
main components: a pre-trained point cloud encoder fp.,
a linear projector f,,,;, and a pre-trained large language
model (LLM) backbone fj;,,. The point cloud encoder is

responsible for transforming the input point clouds into a se-
quence of point features that can be processed by the LLM
backbone. The liner projector projects the point features
into point tokens having the same feature dimensions as text
tokens. The LLM backbone is a decoder-only transformer
model that predicts the next token in the sentence given the
text and point tokens.

The point cloud encoder f,. takes as input a point cloud
P € R"¥4 where n is the number of points and d is the
dimension of each point. The output of the encoder is a se-
quence of point features X = (1, Z2,...,Ty) € R™XC,
where m is the number of point features and c is the fea-
ture dimension. The point features are further projected into
point tokens by the linear projector f,,.;. The projector is
a linear layer that maps the point features X to point tokens
Y = (41,92, -, ym) € R™*¢ where ¢ is the dimension
of the point tokens, which is the same as the text tokens.

The LLM backbone f;;,,, accepts a sequence of tokens,
composed of both text and point tokens. This mixed se-
quence of tokens is denoted as Z = (z1,292,...,2k) €
R’”C/, where k is the total number of tokens. Utilizing a
self-attention mechanism, the LLM backbone is capable of
understanding the contextual relationships between differ-
ent types of tokens, enabling it to generate responses based
on both text and point cloud inputs. Formally, the out-
put of the LLM backbone f;,,, is a sequence of predicted
tokens Z = (1,%,....2) € RF*¢. The prediction of
the ¢-th token, Z;, is conditioned on all previous tokens,
Z<i = (21,..,2i—1). This can be expressed mathemati-
cally as

Zi = fum(Z<). 9]

Afterwards, each Z; is passed through a final linear layer
followed by a softmax operation, mapping the hidden states
into a probability distribution over the vocabulary. This ad-
ditional layer is denoted as fy,ocab : R — RV, where V is
the size of the vocabulary. The final prediction z; for the -
th token is then the word in the vocabulary with the highest



probability:

Z; = arg maXb fvocab(éi) [U)] . (2)
wevoca

3.3. Training

Loss function. We train PointLLM by minimizing the neg-
ative log-likelihood of the text token at each position. Our
loss function is only computed on text tokens that constitute
the model’s responses, including the end-of-sentence token
</s>. This restriction excludes the tokens from human in-
structions, ensuring that the model focuses on learning to
generate accurate and coherent responses. The end-to-end
nature of this training approach enables PointLLM to effec-
tively integrate point cloud and text modalities, leading to
improved performance in instruction-following tasks.
Two-stage training. Our training procedure comprises two
stages, each focusing on different aspects of the model.

During the first stage, termed the feature alignment
stage, we freeze the parameters of the point cloud encoder
and the LLM, and train only the linear projector. At this
stage, the training process uses brief-description instruc-
tions, aiming to align point features with the text token
space effectively. This stage also includes the adjustment of
token embeddings for the two newly added special tokens
<p-start> and <p_end>.

In the second stage, referred to as the instruction tun-
ing stage, we freeze the point cloud encoder while jointly
training the linear projector and the LLM. This second stage
uses complex instructions and helps the model to build its
ability to understand and respond to complex instructions
including point cloud data.

4. Benchmarks and Evaluation

Evaluating the performance of a multi-modal LLM is
challenging, as it’s difficult to define a single metric that
can capture the quality and diversity of the generated out-
puts. Moreover, existing benchmarks for 3D object under-
standing are mostly based on discriminative tasks like close-
set classification or retrieval, which do not fully reflect the
generative nature and open-vocabulary setting of our model.
Therefore, we propose two novel benchmarks to assess our
model’s perceptual abilities and generalization power: Gen-
erative 3D Object Classification and 3D Object Captioning.
We adopt various evaluation methods for assessing perfor-
mances including human evaluation, GPT-4/ChatGPT eval-
uation, and traditional metric evaluation. We use GPT-4
or ChatGPT as an evaluator, as they demonstrate abilities
to align with human judgment accurately. Please refer to
Appendix B.1 for the detailed prompts for GPT-4/ChatGPT
and Appendix B.2 for the human verification of the GPT
evaluators’ correctness.

4.1. Generative 3D Object Classification

The task of generative 3D object classification is to
prompt the model to generate the object type given its point
cloud. We consider two scenarios for this task: close-set
zero-shot classification and open-vocabulary classification.
Close-set zero-shot classification. In this scenario, the ob-
ject type belongs to a fixed set of categories, and the model
never sees any samples of this dataset during training. This
tests the model’s ability to generalize to unseen domains
using its prior knowledge. We use the test split of the Mod-
elNet40 [48] dataset as our source of data, which contains
point clouds of 40 different object categories.

Initially, we consider formatting this task as a multiple-
choice problem, including indexed candidate category
names in the prompt, and prompting our model to select one
of the 40 categories given the point cloud as input. How-
ever, since our model is not designed for multiple-choice
problems but for real-world usage where it can generate
any word or phrase as output, we cannot directly parse its
response for evaluation. Therefore, we use ChatGPT as a
post-processor to select one of the ModelNet40 categories
based on the model’s answer. If ChatGPT selects the correct
option, then we consider the model’s classification correct;
otherwise, we consider it incorrect. In the meantime, we
find that including category names in the prompt results in
meaningless responses from InstructBLIP [7], which is the
model we compare with, making meaningful comparisons
challenging. Consequently, we opt for a more generalized
prompt, without including the candidate lists in the prompt.
This allows us to make balanced comparisons.

Including candidate lists in the prompt, we have also
tried to calculate the conditional probability of different
options given the model’s output following [46], but this
method did not work well for our model. As our instruction-
following training data lacks such scenarios where it’s
needed to choose from a fixed set of options, our model al-
ways produces very low probabilities on these options with
biased results. For example, among the options “00” to
“39”, our model predicts very low probabilities and among
these low probabilities, “00” and “39” are the highest most
of the time, which leads to biased predictions. Therefore,
we choose to use ChatGPT for post-processing.
Open-vocabulary classification. In this scenario, the ob-
ject type is not limited to a predefined set of categories, but
can be any word or phrase that identifies the object. This
reflects the real-world setting where new objects can appear
at any time, and the model needs to be able to recognize
them without retraining. We use the human-annotated split
of the Cap3D [29] dataset as our source of data, which con-
tains point clouds of various objects from the Objaverse [9]
dataset with human-annotated captions. We randomly se-
lect 200 objects from the split and use the human captions
as ground truth labels. We prompt our model with the same



prompts used for the close-set zero-shot benchmark with
point clouds as input and collect the model’s output for
each object. Then we use GPT-4 as an evaluator to clas-
sify whether the model’s response and the human caption
are referring to the same object type. We do not require the
model’s response to match exactly with the human caption,
as long as it conveys the same object type. For example, if
the human caption is “a blue mug”, then “a cup”, “a coffee
mug”, or “a ceramic cup” are all correct predictions. We opt
for GPT-4 over ChatGPT in this scenario due to the former’s
superior ability to identify the same object type. ChatGPT
tends to produce more false negatives, meaning that it con-
siders two words or phrases are not referring to the same
object type, even when they are, while GPT-4 demonstrates
accurate recognition.

4.2. 3D Object Captioning

3D object captioning involves generating a natural lan-
guage description of an object, given its point cloud repre-
sentation. This description can range from a simple sen-
tence to a detailed paragraph, encompassing the object’s
type, attributes, functions, and more. In our evaluation, we
utilize the same 200 objects from the Cap3D dataset previ-
ously used for the open-vocabulary classification scenario,
and prompt our model to caption them. Human-annotated
captions corresponding to these objects serve as reference
ground truths.

For a comprehensive and robust evaluation, we employ
three distinct methods to assess performance in this task:

1. Human evaluation. Captions for a given object, de-
rived from various models and the human-annotated
reference, are randomly shuffled. Two human eval-
uators independently assess and score these captions
while visually exploring the Objaverse [9] objects us-
ing the official Objaverse explorer. Scores are assigned
based on the accuracy and completeness of the infor-
mation described, with one point allocated for each
correct piece of information such as category, color,
shape, use, material, etc., and partial scores between
0-1 for partially correct points. For example, a descrip-
tion of a “black wheel” would receive two points if the
object is a wheel and it is indeed black. Within each
group of captions for the same object, the final scores
are then adjusted based on the comparative quality
of each caption, ensuring a clear distinction between
good and bad captions. The scores reported in this pa-
per are the average of the two evaluators’ assessments.

2. GPT-4 evaluation. Acknowledging that human eval-
uation is both time-consuming and costly, we also em-
ploy GPT-4 as an evaluator. Given a model-generated
caption and its corresponding human reference, GPT-4
identifies the aspects mentioned in the human caption

and calculates the percentage of these aspects that are
either correctly mentioned or partially matched in the
model’s caption, scoring from 0 to 100.

3. Traditional metric evaluation. In addition to the
above, we employ traditional metrics such as BLEU-
1 [34], ROUGE-L [26], and METEOR [3]. Though
widely used, these metrics often fall short in accurately
evaluating generative tasks, as they primarily measure
the overlap of n-grams or their varieties, and account
less for the semantic similarity or diversity of the cap-
tions. Therefore, to mitigate this limitation, we incor-
porate two additional data-driven metrics, Sentence-
BERT [39] and SimCSE [12] similarity, which com-
pute the similarity of sentence embeddings between
model-generated and human captions.

These diverse evaluation approaches provide a multi-
faceted perspective on models’ understanding of point
clouds, shedding light on both the quantitative accuracy and
qualitative richness of the generated captions.

5. Experiment Results
5.1. Implementation and Training Details

Implementation details. We use the LLaMA model [44] as
our LLM backbone, with the 7B and 13B Vicuna [5] check-
point as the default settings. Point-BERT [52], pre-trained
with ULIP-2 [50] on the Objaverse [9] dataset, serves as
our point encoder. ULIP-2 is a method for aligning the
latent space of Point-BERT to that of CLIP [37] through
contrastive learning, endowing Point-BERT with a strong
zero-shot capability for 3D object recognition. As the orig-
inal implementation of ULIP-2 only supports point clouds
with spatial coordinates (xyz), we re-train Point-BERT with
color information (xyzrgb), following the same procedure
outlined in the ULIP-2 paper. For training Point-BERT,
we employ ViT-L/14 from OpenCLIP [20] and use point
clouds from the Cap3D [29] dataset, which contains 660K
objects. We filter out 3000 objects from this dataset and re-
serve them for future testing. These 3000 objects are not
used during any stage of the entire model training and the
200 objects utilized for our benchmarks are part of these
3000 unseen objects to prevent information leakage. We
utilize n = 8192 points and d = 6 dimensions for each
point cloud. We assign a black color to point clouds from
ModelNet40, as they lack color information. The point en-
coder outputs m = 513 point features, each with ¢ = 1152
dimensions, and the projector maps them to point tokens,
each with ¢/ = 5120 dimensions (7B model) or ¢’ = 5120
dimensions (13B model), which align with the text tokens
of LLaMA. After adding two additional special tokens, the
vocabulary size of PointLLM is V' = 32003.

Training details. All experiments are conducted on 8§ x



Table 2. Generative 3D object classification results on the ModelNet40 test split and Objaverse datasets. The results show the
classification accuracy for different models, under the Instruction-typed (I) prompt “What is this?” and the Completion-typed (C) prompt
“This is an object of ”. Point clouds with RGB are used for PointLLM models, while single-view images are used for InstructBLIP.

Model Input ModelNet40 (I) ModelNet40 (C) Objaverse (I) Objaverse (C)
InstructBLIP-7B (Vicuna-7B) [7]  Singe-View Image 19.53 31.48 38.50 38.00
InstructBLIP-13B (Vicuna-13B) [7] Singe-View Image 25.97 31.40 35.50 35.00
PointLLM-7B (Vicuna-7B) Point Cloud (+RGB) 41.33 40.84 47.50 44.00
PointLLM-13B (Vicuna-13B) Point Cloud (+RGB) 43.92 44.77 45.00 40.00

Table 3. 3D object captioning results. Models are evaluated using human evaluation, GPT-4 evaluation, and traditional metrics. A primary
focus is placed on human and GPT-4 evaluation, along with data-driven metrics (Sentence-BERT and SimCSE), as conventional measures
like BLEU, ROUGE-L, and METEOR may not sufficiently capture the semantic richness and diversity of the generated captions.

Model Human GPT-4 Sentence-BERT SimCSE ~ BLEU-1 ROUGE-L METEOR

InstructBLIP-7B (Vicuna-7B) [7] 17.50 32.70 42.42 43.85 11.24 13.93 14.92

InstructBLIP-13B (Vicuna-13B) [7] 17.49 31.15 42.85 44.12 12.57 15.01 15.96

PointLLM-7B (Vicuna-7B) 37.38 39.20 48.20 48.67 8.00 11.10 15.20

PointLLM-13B (Vicuna-13B) 30.64 39.16 49.12 48.35 9.65 12.79 15.25

80G A100 GPUs with BF16 data type, leveraging flash- PO(ir;tBL)LM Win
VS. 3

attention [8], the AdamW [28] optimizer, and a cosine Human Ifse

learning rate scheduler. For the feature alignment stage, we PointLLM

train our model for 3 epochs with a batch size of 128 and “i[?liq‘;i‘

a learning rate of 2e-3. For the instruction tuning stage, we PointLLM

also train our model for 3 epochs, but with a batch size of - ngzt‘?&})

32 and a learning rate of 2e-5. For the 13B model, the two PointLLM

stages take about 20 and 5 hours to complete, respectively. (13B) vs.

5.2. Generative 3D Object Classification

In Tab. 2, we present the classification accuracy of the
models on our proposed generative 3D object classifica-
tion tasks. This includes the close-set zero-shot classifica-
tion on ModelNet40 [48] and open-vocabulary classifica-
tion on Objaverse [9]. We draw comparisons with Instruct-
BLIP [7], a powerful multi-modal LLM capable of receiv-
ing a single image and generating textual output. For In-
structBLIP’s image inputs, we employ rendered images of
ModelNet point clouds and Objaverse objects. We prompt
InstructBLIP and our PointLLM with the same prompts of
two types: the Instruction-typed (I) prompt “What is this?”
and the Completion-type (C) prompt “This is an object of
. Additionally, we report the zero-shot performance of our
reproduced Point-BERT model with ULIP-2 training.

A glance at Tab. 2 reveals PointLLM’s superiority
over InstructBLIP across both ModelNet40 and Objaverse
datasets, under both prompt types. This underscores the
benefit of engaging directly with point clouds in under-
standing 3D objects compared to single-view images. Point
clouds with color information, capturing 3D geometry and
object appearance, can fend off challenges posed by oc-
clusion, distortion, and viewpoint variation. Leveraging a

InstructBLIP

0% 20% 40% 60% 80% 100%

Figure 3. Win rates comparison between PointLLM and hu-
man annotations or InstructBLIP. Notably, PointLLM outper-
forms human annotations in more than half of the testing samples
and exhibits a substantial advantage over the InstructBLIP models.

pre-trained point encoder and a large language model back-
bone, PointLLM efficiently translates point cloud informa-
tion into natural language, conveying the object’s identity.

The zero-shot performance on ModelNet40 further il-
lustrates our model’s aptitude for generalization. Even
though ModelNet40 comprises point clouds unseen during
training, PointLLM recognizes them using its pre-existing
knowledge and perception abilities honed during our two-
stage training. This adaptability to unseen domains and
novel objects, without necessitating retraining, speaks to
our model’s robustness.

5.3. 3D Object Captioning

In Tab. 3, we present the results of our 3D object cap-
tioning benchmark, comprising four distinct models across
a range of metrics. All the scores are averaged across ob-



Table 4. Traditional metrics for different captions. The ta-
ble demonstrates the limitations of BLEU-1, ROUGE-L, and ME-
TEOR in evaluating captions. The referenced ground truth cap-
tion is compared against captions (without modification) from
InstructBLIP-13B and PointLLM-13B. These metrics may not ac-
curately reflect the correctness of the generated captions.

BLEU-1 ROUGE-L METEOR
100.00  100.00 100.00

Caption

Private jet

there is a black jet engine
in a dark background

This is a 3D model of a cartoon ~ 0.00 0.00 0.00
-style commercial airplane.

10.00 18.18 17.86

jects. We prompt all the models with “Briefly caption this
3D model.” The human-evaluated scores are multiplied by
10 to align with the scale of other metrics.

In the evaluation of 3D object captioning, our mod-
els demonstrate a substantially enhanced performance over
InstructBLIP across various evaluation metrics. This im-
provement is particularly evident in the human and GPT-
4 evaluations, where our models exhibit a greater capac-
ity to provide accurate information about the object. Such
evaluations focus on the essence of the object and measure
the ability of the models to understand and convey its intri-
cate details. Additionally, the Sentence-BERT and SimCSE
results further reinforce our models’ capabilities, verifying
that they can generate captions that are semantically more
similar to the ground truth than InstructBLIP.

We observe that our 13B model does not consistently
outperform the 7B model. This suggests the language
model’s capacity may not be the bottleneck. Rather, the
challenge might lie in extracting point cloud information
for comprehension by the language model. This empha-
sizes the importance of effective point cloud representation
learning and transformation, which may be more significant
than merely increasing the model’s size.

We further investigate the human evaluation data to as-
certain how our models compare with ground truth human
annotations and InstructBLIP. We calculate the win rates
within each evaluator and average them. As depicted in
Fig. 3, our models’ win rates against human annotations and
InstructBLIP are particularly enlightening. Both versions
of PointLLM manage to outperform human annotations in
over half of the testing samples (win rates of 57.25% for
7B and 52.25% for 13B). This reinforces the effectiveness
of our approach in capturing and conveying the salient de-
tails of 3D objects. Furthermore, PointLLM significantly
surpasses InstructBLIP, with win rates of 72.5% for 7B and
73% for 13B, underscoring the model’s superior ability in
3D object captioning.

Limitations of traditional metrics. The final aspect of
our analysis lies in the limitations of traditional metrics like

BLEU-1, ROUGE-L, and METEOR in evaluating the gen-
erated captions for 3D objects, as presented in Tab. 4.

In the given example, the referenced ground truth de-
scribes a “Private jet,” while the second caption from
InstructBLIP-13B incorrectly identifies the object as a “jet
engine” and the third caption from PointLLM-13B accu-
rately identifies it as an “airplane.” Despite the semantic
inaccuracy in the second caption, it receives higher scores
compared to the third caption, which correctly identifies the
object but gains a zero score.

This discrepancy showcases the shortcomings of tradi-
tional metrics in capturing semantic similarity and diver-
sity. They primarily measure overlap of n-grams or its vari-
eties, and may fail to account for the essence of the captions,
which is critical in tasks like 3D object captioning. There-
fore, we primarily rely on more accurate and robust met-
rics such as human evaluation, GPT-4 evaluation, Sentence-
BERT, and SimCSE for this task.

5.4. Qualitative Results

In this section, we present the qualitative results of
our PointLI.M-13B model, compared with InstructBLIP-
13B [7] on our proposed tasks. We also show dialogues be-
tween PointLLM-13B and a human user. All samples used
in this analysis were unseen during training.

Samples 1 and 2 in Tab. 5 illustrate two typical failure
cases of InstructBLIP. Sample 1 highlights InstructBLIP’s
inability to estimate depth information, leading to the mis-
classification of a laptop as the letter ‘L’. Sample 2 reveals
InstructBLIP’s struggle with occlusion, resulting in the fail-
ure to identify a bathtub. These errors stem from the con-
straints of single-view image input. It’s possible that an ap-
propriate view or multi-view images might mitigate the is-
sue. However, determining the optimal view can be imprac-
tical as the object can have arbitrary orientations, and multi-
view images will increase model complexity and overhead.
In contrast, point clouds bypass these challenges by provid-
ing direct access to object geometry without concerns over
ambiguous depth, occlusion, or viewpoint dependency.

Samples 3 and 4 further demonstrate InstructBLIP’s fail-
ure cases on Objaverse in object classification. For object
captioning on Objaverse (Samples 5 and 6), our model sup-
plies more precise and detailed descriptions than Instruct-
BLIP, even surpassing human-annotated ground truth.

Fig. 4 showcases dialogues between PointLLM-13B and
a human user, which reveal our model’s capacity to un-
derstand point clouds’ shapes, appearances, functionalities,
and more. Notably, our model is unaffected by occlusion,
capable of discerning the car’s internal two-seat structure
and identifying a logo on the back of a shoe, tasks challeng-
ing for image inputs. Furthermore, our model engages with
human instructions using common sense and avoids biases,
as seen in its refusal to declare a ‘best’” shoe brand. Collec-



Table 5. Qualitative comparisons with InstructBLIP and ground truths on our benchmark. We show the classification and captioning
results of both models on ModelNet40 [48] and Objaverse [9], as well as the ground truth. Samples 1-2 and 3-4 show classification on
ModelNet40 and Objaverse, respectively. Samples 5-6 show object captioning on Objaverse. The results use prompts specified in Sec. 5.
The first image of each sample is the input of InstructBLIP and we also show point clouds from other views for reference. These samples
show our PointLLM produces more accurate and detailed results than image-based InstructBLIP and even human-annotated ground truths.

Samples 1,2
Ground Truth Laptop Bathtub
User What is this? This is an object of

InstructBLIP-13B
PointLLM-13B

symbol letter |
The 3D model represents a notebook computer, typi-
cally a laptop.

3d image of a tunnel
The 3D object model depicts a modernistic grey bath-
tub.

Samples 3,4

Uid e85ebb729b02402bbe3b917¢1196f8d3 252£3b3£5cd64698826fc1ab42614677
Ground Truth A cartoon black monster like a dragon. A drone with grey body and four red arms.
User What is this? This is an object of

InstructBLIP-13B  black panther 3d object

PointLLM-13B

The 3D model depicts a dark gray, animated toy dragon
with a menacing appearance.

This is a 3D model of a cartoon-style quadcopter drone.

fndafpiofodoiniuudividoiniod

Samples 5,6

Uid 69865c89fc7344be8ed5c1a54dbddc20 97367c4740£64935b7a5e34ae1398035
Ground Truth A storyed building. A cartoon look like a tree in 3d.

User Briefly caption this 3D model. Briefly caption this 3D model.

InstructBLIP-13B

PointLLM-13B

a high resolution image of a construction of a tower
with a bright blue color

The 3D object is a tall, multicolored building model
with blue and red details.

a stick is attached to the back of a tree

The 3D model represents a green tree that’s been cut at
the base, with a distinctive white ring marking where
the cut occurred.

tively, these samples validate PointLLM-13B’s proficiency
in understanding point clouds and responding to human in-
structions both accurately and effectively.

6. Conclusions and Future Directions

In this work, we have taken a step towards enabling
large language models (LLMs) to comprehend 3D object

point clouds. We addressed this challenge by developing
PointLLM which leverages a point cloud encoder with a
powerful large language model, allowing for an effective fu-
sion of point cloud information and natural language under-
standing. To facilitate training, we utilized GPT-4 to gener-
ate instruction-following data, resulting in over 660K brief-
description instructions and 70K complex-instruction data
for object point clouds. We thoroughly evaluated our model



P
ot 5
@=L d

What can we know from this? P P
Tell me about this. ‘& ®
This is a 3D model of a sleek and stylish black racing

car. The car sports a dark black body, complimented The 3D model represents a detailed spacecraft, which

by black tinted windows and matching black tires. possesses a sleek aerodynamic shape for efficient
The design is optimized for high-speed performance, space travel. The spacecraft is primarily colored
with features like a low and wide body to improve white, providing a clean and professional look.
aerodynan_n_cs. The car likely has VIO ) Accentuating its design are red details, likely placed
,@l\ functionalities geared towards professional racing, on key components such as the engine area, wing tips,
(aih such as a powerful engine, detailed instrumentation, or as lines running along the body. The spacecraft
and high-performance brakes. (&\ might be used for exploration, research, or
o0 transportation in outer space, based on its appearance
How many seats are there in o and common uses of such vehicles.
this car model?
DA ) What physical principles are applied ==,
% This car model has two seats. in the ascent of a spacecraft? a
How many doors does this car have? - The ascent of a spacecraft is achieved through
. the application of aerodynamics and the
A . . :
This car model has two doors. dash propulsion provided by the engines.
What is this? ‘& What is this used for? P
The 3D object model represents a pair of stylish, /é\ . . . .
yellow sneakers with white laces. These shoes feature G9 Itis uspd for ar.chltecturgl v1sua11;at10n, interior design
a distinct white logo displayed prominently above the Soag sl il o ool vzl o peisises.
back of the heel. The sneakers overall design suggests
s a modern, trendy style, .mfilfmg the.m su.ltable for What else can we know about Py
casual wear or sport activities. Their bright yellow i medEl? -
‘ color combined with the clean white detailing gives

them a fresh, appealing look.

- o The model is structured, with the stairs standing
List some brands that can make similar items. - out as a distinct element, and the background
(448

being a brown, possibly wooden, floor.
Nike, Adidas, and Converse are some of
(440

the brands that could make a similar item. . oz
Why do we need a staircase? -

Which brand is the best? -

o - A staircase allows for vertical movement
’&\ The best brand is subjective and depends on —’@‘ between floors within a building. In a residential
dash personal preferences and the quality of the product. i) setting, it is a common feature in houses.

-

Figure 4. Dialogues between PointLLM-13B and a human user. This figure showcases the interaction between PointLLM-13B and a
human, emphasizing the model’s ability to understand point clouds’ shapes, appearances, functionalities, etc. The model’s resilience to
occlusion enables it to perceive detailed features such as the interior structure of a car or a logo on a shoe, which may be challenging for
image inputs. Additionally, PointLL.M-13B demonstrates an ability to respond to human instructions with common sense, avoiding biases.
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through distinct benchmarks for generative 3D object clas-
sification and captioning with various evaluation methods,
providing both quantitative and qualitative insights into its
abilities. Our model and accompanying resources are open-
sourced, inviting the broader community to further explore
and enhance this new frontier of multimodal Al

Future directions. Currently, our model operates within
the domain of understanding point clouds and generating
text outputs. The next step involves expanding these ca-
pabilities to generate 3D point clouds as outputs, allowing
for natural language-guided 3D object creation and inter-
active editing. This transformation can unlock applications
in human-computer collaborative 3D generation, streamlin-
ing the process of 3D creation and reducing the dependency
on specialized tools and expertise. Such advancements may
open up possibilities for more accessible 3D design across
various applications and will bring 3D perception and cre-
ation closer to a wider range of users and industries.

A. Data Collection

Instruction lists. The 30 pre-defined instructions used to
prompt the model to briefly and elaborately describe the
objects are shown in Tab. 6 and Tab. 7 respectively. These
prompts are generated with the assistance of GPT-4 and are
coupled with captions to form our description-type data.
Data generation with GPT-4. In Tab. 8 we show an ex-
ample of using GPT-4 for data generation as well as the
system prompt of GPT-4. The input is one human-written
caption provided by Cap3D [29] and the outputs are one ex-
panded detailed caption, three single-round conversations,
and one multi-round conversation. The system prompt is
used for all samples, which guides the model to analyze
existing captions based on the general knowledge of 3D
objects and generate detailed captions, diverse Q&As, and
logically connected multi-round conversations.

B. Benchmarks and Evaluation
B.1. GPT Evaluation Prompts

Close-set zero-shot classification. In this task, we use
ChatGPT to post-process the model output by selecting the
most probable class index from the 40 ModelNet40 [48]
categories. The process is detailed in Tab. 9, where
{candidiate_lists} refers to the ModelNet40 category list,
and {model_output} refers to the model’s response. Chat-
GPT is required to directly output the category index, cat-
egory name, and a short reason for the choice. If the de-
scription doesn’t clearly refer to any one of the categories,
ChatGPT must make an educated guess based on the in-
formation provided. If ChatGPT cannot infer, then “-1” is
returned and a random index will be chosen as the model’s
classification prediction. We do not use a system prompt for
ChatGPT but directly input the prompt.

11

Open-vocabulary classification. In this task, we use GPT-
4 as an evaluator to classify whether the model’s response
and the human caption are referring to the same object type.
The process is outlined in Tab. 10, where {ground_truth}
and {model_output} refer to the human caption and the
model’s response. We do not require the model’s response
to match exactly with the human caption, as long as it con-
veys the same object type. We also directly input the prompt
for GPT-4 instead of using a system prompt.

Object captioning. In this task, we utilize GPT-4 as
an evaluator to assess model-generated captions against
human-generated captions (ground truth) of 3D models.
GPT-4 is tasked with identifying aspects mentioned in the
human caption and calculating the percentage of these
aspects that are either correctly mentioned or partially
matched in the model’s caption on a scale of 0 to 100, with
each aspect contributing equally to the score. The evalu-
ation process is detailed in Tab. 11, where {ground_truth}
refers to the human caption, and {model_output} refers to
the model’s response.

B.2. Human Verification of GPT Evaluation

To verify the effectiveness of using GPT models for eval-
uation, the first author manually checks the evaluation re-
sults of ChatGPT and GPT-4.

In the close-set classification task on ModelNet40, the
author finds the following:

1. ChatGPT consistently outputs in the desired format,
selecting the category or “-1” and providing a reason.

2. When the model output clearly refers to or hints at a
category with salient information regarding one of the
candidate categories, ChatGPT can accurately identify
the corresponding category based on the model’s out-
put, showing a high degree of consistency with human-
selected options. False negatives or false positives are
rare in these cases.

3. If the model output is ambiguous, ChatGPT’s selec-
tion appears random, aligning with our expectations
for handling such cases in close-set classification tasks.

For open-vocabulary classification and object captioning
tasks on Objaverse, the author finds that ChatGPT under-
performs in identifying the same object concept, acting as
a strict judge, and producing more false negatives in clas-
sification. It often considers two words or phrases not to
refer to the same object type, even when they do. In con-
trast, GPT-4 demonstrates accurate recognition. After re-
viewing 50 samples of classification results, the first author
has 100% consistency with GPT-4’s evaluations. As a re-
sult, we opt to use GPT-4 for the open-vocabulary and ob-
ject captioning tasks on Objaverse. Examples of GPT eval-
uation can be found in Tab. 9, Tab. 10, and Tab. 11.



Table 6. The instruction list for brief descriptions. An instruction from the list is randomly selected and coupled with a human-written
caption from Cap3D [29] to form a brief-description instruction following sample.

* Summarize the 3D point cloud object briefly.

What kind of object is depicted by this point cloud?

Provide a short explanation of this 3D structure.

* What does this collection of points represent?

 Offer a succinct summary of this 3D object.

* Can you give a brief overview of this point cloud?

* Characterize the object this point cloud is illustrating.

* Share a brief interpretation of this 3D point cloud.

* Provide an outline of this 3D shape’s characteristics.

» What object is this point cloud rendering?

* Deliver a quick description of the object represented here.

* How would you describe the 3D form shown in this point cloud?
* What is the nature of the object this point cloud is representing?

» Present a compact account of this 3D object’s key features.

* What can you infer about the object from this point cloud?

» Offer a clear and concise description of this point cloud object.

* How would you summarize this 3D data set?

* Give a brief explanation of the object that this cloud of points forms.
* What kind of structure does this 3D point cloud depict?

* Could you delineate the form indicated by this point cloud?

» Express in brief, what this point cloud is representing.

» Give a quick overview of the object represented by this 3D cloud.
* Convey a summary of the 3D structure represented in this point cloud.
* What kind of object is illustrated by this collection of points?

» Describe the object that this point cloud forms.

* How would you interpret this 3D point cloud?

* Can you briefly outline the shape represented by these points?

» Give a concise interpretation of the 3D data presented here.

» Explain the object this point cloud depicts succinctly.

» Offer a summary of the 3D object illustrated by this cloud.
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Table 7. The instruction list for detailed descriptions. An instruction from the list is randomly selected and coupled with a GPT-4
generated caption to form a detailed-description instruction following sample.

* Can you tell me more about this?

* What does this represent?

* Can you describe this in more detail?

* I’m interested in this, can you explain?

* What is this object made of?

* Could you provide more info about this?

* What exactly am I looking at here?

* What is this?

* Could you describe the detailed structure of this?

* This looks interesting, can you expand on it?

* Can you explain more about this form?

* What can you tell me about the shape of this object?

* Could you delve deeper into this?

* | want to know more about this, can you help?

* Can you walk me through the details of this object?

* Can you provide a comprehensive account of this object?
 Offer a detailed interpretation of this point cloud.

* Please elucidate on the characteristics of this form.

* Could you provide an in-depth description of this structure?
* What does this cloud represent in its entirety?

* Elaborate on the details of this point cloud, please.

* Kindly furnish me with more information about this object.
* Please expand on the intricate structure of this form.

* Provide a meticulous explanation of what these points represent.
* Irequest a detailed breakdown of this structure.

* Give a thorough rundown of this point cloud.

* Can you offer a complete analysis of this object?

* I would like a comprehensive explanation of this form.

* Please detail the specific features of this point cloud.

* Could you elaborate extensively on what this represents?
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Table 8. An example of data generation with GPT-4. The input consists of a human-written caption provided by Cap3D [29], guided by
a system prompt to analyze the existing caption based on the general knowledge of 3D objects. The outputs include an expanded detailed
caption, three single-round conversations, and one multi-round conversation.

Uid 4887da0aab51406dab3c5cb69ec82404

System Prompt ~ Analyze the 3D object model from the given caption:
1. Write a new detailed caption by describing it in 50-100 words, identifying its type, appearance, and any other
inferred information such as functionalities, usages, daily-life knowledge, etc. Exclude any uncertain details.
2. Generate 3 single-round Q&As regarding diverse aspects of the object based on the provided captions and your
new captions.
3. Construct 1 set of 3-round Q&As, ensuring logical relevance between the questions and answers. Questions
should be different from those in "2".

Format your response as:
Y Y Yjson
{
"caption": "description",
"single_conversation": [{"Q": "Q", "A": "A"} x 3],
"multiiconversation": [{ IlQl Il: "Qll, "Al ||: IlA"’ "Q2": "Qll’ IlA2I|: "A", "Q3 ": IlQ"’ "A3 ll: "All} X 1]

}

Input A female doll with long back cream hair and with black high boots.

Output {

"caption": "The 3D object model represents a detailed doll figure of a female character with long, cream-
colored hair cascading down her back. It is dressed in fashionable attire with black high boots being one of
its highlighted features. The doll, resembling those used in play or as collectible items, exhibits a high degree of
intricate detailing, showcasing its fashionable outfit and engaging features, making it appealing for users, especially
ones intrigued by doll collection or imaginative play.",

"single_conversation": [

{"Q": "What color is the doll’s hair?", "A": "The doll’s hair is cream-colored." },

{ "Q": "What is specific about the doll’s footwear?", "A": "The specific footwear feature of the doll is its
black high boots." },

{"Q": "What are possible usages of this doll?", "A": "Possible usages for this doll might include being
part of a toy collection, used for imaginative play, or as a detailed model for hobbyists or artists." },

1

"multi_conversation": [

{"Q1": "What makes this doll distinguishable?", "A1": "The doll is distinguishable by its long cream-
colored hair cascading down its back and its outfit featuring black high boots.", "Q2": "Could this doll be part
of a collection or series?", "A2": "Yes, based on the intricate detailing and appearance, it’s possible that the doll
could be part of a collection or series.", "Q3": "Who would be the likely audience or users of this doll?", "A3":
"The likely users of this doll would be individuals who enjoy doll collecting, children or adults for imaginative
play, or even hobb yists and artists who may use it as a model." }

]
}
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Table 9. The prompt and examples of ChatGPT in close-set zero-shot classification. ChatGPT post-processes the model output and
selects the most probable class index from the available 40 categories, even if the description is vague or ambiguous. The blue placeholders
{candidate_lists} and {model_output} refer to the ModelNet40 category list and the model’s response, respectively.

Prompt Given the following free-form description of a 3D object, please determine the most probable class index from the fol-
lowing 40 available categories, even if the description doesn’t clearly refer to any one of them. Make your best-educated
guess based on the information provided. If the description already contains a valid index, then the index should be
selected. If it contains more than one valid index, then randomly select one index (specify your reason). If there is no
valid index and it cannot be inferred from the information, return "-1#NA#Cannot infer".

Categories:

0: airplane

1: bathtub

{candidate lists}

38: wardrobe

39: xbox

Reply with the format of "index#class#short reason (no more than 10 words)".

Examples:

Input: This is a 3D object model of a cartoon white truck.

Output: 7#car#Closest match to "car"in categories.

Input: A green leaf in a flower pot.

Output: 26#plant#The primary subject "leaf"directly indicates a plant.

Input: It’s difficult to determine the exact type of this object due to insufficient details. But it seems to be like a
piece of furniture.

Output: 33#table#Randomly select one kind of furniture from the list.

Input: I cannot determine the specific type of the object without additional information or context.
Output: -1#NA#Cannot infer.

Now analyze the following:

Input: {model_output}

Output:

Example 1 Input: This 3D model represents a war plane, typically used for combat and military purposes. It is characterized by a
large, dominating hue of military gray. The detailing on the model suggests it’s a fighter jet, hinting at its usage in air
combats. Its posture seems ready for flight, showcasing a typical attribute of war planes - preparedness for battle. This
could be used in game design or other virtual reality applications that require detailed, lifelike renderings of objects.
Output: O#airplane#The description explicitly mentions "war plane"and " fighter jet".

Example 2  Input: The 3D model object is a tall, cylindrical-shaped clay container with a flat, smooth top and a slightly wider base.
The cylindrical form and the structure suggest that it’s possibly used for storing liquids or semi-liquids due to its wide top
and flat base allowing easy pouring and stability. Its material and structure indicate it could be a common household item,
like a vase or a jug.

Output: 37#vase#The description includes key characteristics of a vase (tall, cylindrical shape, wide top, flat base).

Example 3 Input: This is a 3D model of a sleek, black rectangular unit with its sides elegantly curved. On one of its sides, there is a

distinctive circle inscribed, adding a unique character to the model. The object’s form and design suggest that it can be a
piece of technology, like a gadget or a home appliance, with the circle possibly indicating a button or a sensor. Its usage,
however, cannot be ascertained without specific context.
Output: 22#monitor#The description suggests a sleek, black rectangular unit which can be a monitor. The inscribed circle
may indicate a power button or a sensor on the monitor.
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Table 10. The prompt and examples of GPT-4 in open-vocabulary classification. GPT-4 needs to analyze two sentences to determine if
they refer to the same general object or concept, focusing on the type of object, not attributes such as color, size, or shape. The placeholders
{ground_truth} and {model_output} refer to the human caption and the model’s response, respectively.

Prompt Analyze two sentences and determine if they’re referring to the same general object or concept, focusing on the type of
object, not attributes such as color, size, or shape. Respond with "T"if they refer to the same thing and "F"if not. Also,
provide a brief rationale (no more than 20 words) for your judgment.

Example:

Input: 1. Spiral staircase that goes from a ground floor. 2. This is a 3D model of wooden stairs in light brown
Output: T#Both refer to a staircase.

Now, analyze the following:

Input: 1. {ground_truth} 2. {model_output}

Output:

Example 1 Input: 1. A black and brown colored gun. 2. The 3D object is a representation of a futuristic, high-tech gun crafted from a
glossy black material. Distinctive features include its metallic handrail, giving an impression of a robust mechanized de-
sign. The gun, possibly used in a sci-fi or futuristic setting, denotes advanced technology and might include functionalities
such as voice recognition, aiming systems, or biometric triggers.

Output: T#Both refer to a gun.

Example 2 Input: 1. A yellow and white fish with black stripes and fins. 2. This is a 3D model of a vibrant, polka-dotted toy fish
that is predominantly orange on the body, shifting to white on the belly. The toy has dark brown spots that enhance its
appearance, potentially mimicking the natural patterns found on real-life fish. It’s an ideal object for educational purposes,
helping to introduce children to marine life, as well as serving as a playful item in a playroom or nursery.

Output: T#Both refer to a fish.
Example 3 Input: 1. A white cartoon scorpion with eight legs. 2. This is a 3D object model representing a cartoon version of a rare

type of spider. The entire model is rendered in white, which highlights its unique and exaggerated characteristics such as
multiple legs and a funnel-like body. Its cartoonish appeal makes it more appealing to a younger audience, and it could
possibly be used in animations or educational materials to teach children about spiders in a less intimidating way.

Output: F#One is a scorpion and the other is a spider.
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Table 11. The prompt and examples of GPT-4 in object captioning. GPT-4 evaluates the model’s response by identifying aspects
mentioned in the human caption and calculating the percentage of aspects that are correctly or partially matched in the model’s caption.
The placeholders {ground_truth} and {model_output} refer to the human caption and the model’s response, respectively.

Prompt

Evaluate a model-generated caption against a human-generated caption (ground truth) for a 3D model. Identify the aspects
mentioned in the human caption and calculate the percentage of these aspects correctly mentioned or partially matched in
the model caption. Score from O to 100, where each aspect contributes equally to the score. Consider similar concepts for a
partial score.

Provide your score (0-100) and a short justification (less than 15 words) in the format of "score#reason"

Example:

Human: A white brown skeleton

Model: This is a 3D model of a small, cartoon-like robot. It has a spherical body and is covered in a layer of white dust.
Output: 50#mention white; skeleton and robot have similar appearence.

Now score the following:
Human: {ground_truth}
Model: {model_output}
Output:

Example 1

Human: A white presentation of a planted trees plantation region.
Model: The model is a representation of a table saw with a simple, four-legged design.
Output: 0#No aspects from the human caption are mentioned in the model’s.

Example 2

Human: Private jet
Model: This is a 3D model of a cartoon-style airplane.
Output: 50#mentioned airplane, but missed private jet aspect.

Example 3

Human: A cartoon look like a tree in 3d

Model: The 3D model is an animated depiction of a tree with gray bark, characterized by its lifelike details and textured
surface that mimic the realistic grain of bark.

Output: 100#mentioned tree, 3D and artistic/cartoonish aspect.
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