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Abstract

Adversarial training (AT) is currently one of the most effec-
tive ways to obtain the robustness of deep neural networks
against adversarial attacks. However, most AT methods
suffer from robust overfitting, i.e., a significant generaliza-
tion gap in adversarial robustness between the training and
testing curves. In this paper, we first identify a connection
between robust overfitting and the excessive memorization
of noisy labels in AT from a view of gradient norm. As such
label noise is mainly caused by a distribution mismatch and
improper label assignments, we are motivated to propose
a label refinement approach for AT. Specifically, our Self-
Guided Label Refinement first self-refines a more accurate
and informative label distribution from over-confident hard
labels, and then it calibrates the training by dynamically
incorporating knowledge from self-distilled models into the
current model and thus requiring no external teachers. Em-
pirical results demonstrate that our method can simultane-
ously boost the standard accuracy and robust performance
across multiple benchmark datasets, attack types, and ar-
chitectures. In addition, we also provide a set of analyses
from the perspectives of information theory to dive into our
method and suggest the importance of soft labels for robust
generalization.

1. Introduction

Recent studies have reported that deep neural networks
(DNNs) are vulnerable to adversarial examples, i.e., ma-
licious inputs perturbed by an imperceptible noise to confuse
the classifier prediction [14, 25]. This vulnerability raises
serious security concerns and motivates a growing body
of works on defense techniques [18, 24, 39]. Adversarial
training (AT) is arguably the most promising way to harden
classifiers against adversarial examples, which directly aug-
ments the training set with adversarial examples [3, 18]. It
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is formulated as a min-max problem [18] to find model pa-
rameters w that minimize the adversarial risk:

min Ls(a', y; w) (1)

where Ls(a/yiw) = Yn 322 max A(f(al;w), i)

and f(-;w) is a model parameterized by w, £(-) is the
loss function such as cross-entropy loss, and 5,.(x) denotes
the set of the allowed perturbations under the given met-
ric space M = (X, d) and the suitable radius r > 0, ie.,
B.(x)={z+de€ X :dz,z+) <r}

However, most AT methods suffer from a dominant phe-
nomenon that is referred to as “robust overfitting”. That is,
an adversarially trained model can reach almost 100% robust
accuracy on the training set while the performance on the
test set is much inferior, witnessing a significant gap of ad-
versarial robustness [22]. Various regularization techniques
including classic ¢1, {5 regularization and more advanced
regularizations using data augmentation, such as Mixup [38]
and Cutout [9], have been attempted to mitigate robust over-
fitting, whereas they are reported to perform no better than a
simple early stopping [22]. However, early stopping raises
another concern as the checkpoint of the best robustness and
that of the best standard accuracy often do not coincide [5].
To outperform data augmentations and early stopping, regu-
larizations specifically designed for robust training are thus
proposed, to name a few, loss reweighting [27, 29, 37, 40]
and weight smoothing [5, 33, 36, 37]. These regularization
methods are likely to restrict the change of training loss by
suppressing perturbations with respect to either the inputs
x or the weights w, whereas few explorations attempt to
combat robust overfittiing from the perspective of labels .

Previous investigations on labels in AT [10, 35] empha-
sised the existence of label noise in AT to provide an un-
derstanding of robust generalization, for instance, from a
classic bias-variance perspective. We take a step still further
to investigate the memorization of label noise in AT, which
is characterised by a non-monotonical increase of gradient
norm, as illustrated in Fig. 1, resulting in robust overfitting.
In light of our analyses, we are motivated to design a strategy
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Figure 1. In figure (a), we calculate the gradient norm of vanilla adversarially trained PreAct-ResNet 18 on CIFAR-10 for robustness against
{o perturbations of radius 8/255. In figure (b), we show the robust accuracy under PGD-20 attack under the same settings with figure (a).
The gradient norm keeps non-monotonically ramping up when robust overfitting happens.

for label refinement to alleviate excessive memorization and
thus the robust overfitting. To that end, we conduct an empiri-
cal experiment using different label assignments and analyse
through the lens of learning curve, which is a useful indicator
for the occurrence of robust overfitting. As shown in Fig. 2,
the phenomenon of robust overfitting is presented, for in-
stance, in the lower left of Fig. 2 for PGD-AT [ 18] with com-
monly used hard labels, and at a slightly reduced extent as
shown in the lower middle of Fig. 2 with vanilla soft labels.

In this work, we propose a theoretical-grounded method
to alleviate the memoization on over-confident labels during
adversarial training and thus to combat robust overfitting.
Our main idea is to resort to an alternative for label assign-
ment. Particularly, motivated by the effectiveness of soft
label in alleviating overfitting in standard training [26], our
work generates more reliable labels automatically by incor-
porating predictive label distributions into the process of ro-
bust learning. It provides a promising way to inject distilled
knowledge and to self-calibrate the adversarial training. Our
method is conceptually simple yet significantly enhances the
learning of deep models in adversarial scenarios. The key
contributions are as follows:

* We first inspect the behaviour of deep models trained
by AT when robust overfitting occurs. Specifically, we
identify a connection between robust overfitting and the
excessive memorization of noisy labels in AT through the
lens of gradient norm (see Fig. 1). As such label noise
is mainly due to unaccurate label distribution, we further
investigate the effects of different label assingment meth-
ods on AT (see Fig. 2). These observations consistently
implies a connection between robust overfitting and noisy
hard labels. Exploring such connections could help to
shed light on understanding and improving the robust
learning of deep models.

* Upon the observation, we are motivated to propose a label

refinement approach for AT. Specifically, our Self-Guided
Label Refinement (SGLR) first self-refines accurate and
informative label distribution from the over-confident
hard labels, and then it calibrates the training by dynami-
cally incorporating knowledge from self-distilled models
into the current model, requiring no external teacher mod-
els nor modifications to the existing architecture.

* We verify the effectiveness of SGLR through extensive
evaluations. Overall, experimental results show that the
proposed method consistently improves the test accuracy
over the state-of-the-art on various benchmark datasets
against diverse adversaries. Moreover, our approach can
achieve robust accuracy up to 56.4% and close the gen-
eralization gap to merely 0.4%, significantly mitigating
the overfitting issue and thus being able to pushing up the
adversarial robustness.

2. A closer look at robust overfitting

Robust overfitting has been prevalent across various datasets
and models [22]. Then, crops of empirical and theoretical
studies have emerged to analyze this phenomenon through
the lens of loss value [37], training data [10] and learned
features [30]. However, a comprehensive underlying mech-
anism of robust overfitting still remains an enigma. In this
section, we revisit robust overfitting from a perspective of the
established information theory and identify a “memorization
effect” over the course of adversarial training, which is akin
to standard training as oberved in [6, 34]. First and foremost,
we conduct some observations when robust overfitting occurs
via analysing the change of the gradient norm of adversarial
loss with respect to model weight, i.e., |V, L(z', y, w)||2-
As shown in Fig. 1 (a), we may note that the gradient norm
holds nearly the constant and then keeps ramping up non-
monotonically. This increasing behavior of gradient norm
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Figure 2. Robust accuracy of models employing different label assignment methods in adversarial training.

encountered with the learning rate (LR) decays. So we di-
vide the training process into two phases according to the LR
decays: (1) Stationary stage; (2) Non-monotonical growth
stage.

In stationary stage, as illustrated in Fig. 1 (b), the learn-
ing curve (orange line) and test robust accuracy (blue line)
ramp up at almost the same pace and maintain a very small
generalization gap, i.e., the divergence between the training
and test accuracy, implying that the model keeps learning
efficient robust features as the training progresses and ac-
crodingly hovers a small constant gradient norm. However, a
significantly expanding generalization gap can be witnessed
after an inflection point, where the LR decays. We refer
the period afterwards as “Non-monotonical growth stage”,
as a prominent characteristic of this stage is that the gradi-
ent norm keeps growing non-monotonically and does not
converge to a constant, even after the training has ended.

It is worth noting that this trend of gradient norm greatly
contradicts with that of the conventional ERM training,
where zero gradient norm can be reached at the end of train-
ing. Nonetheless, such behaviour of gradient norm is in
line with ERM when significant noisy labels surrounding,
as observed in [11, 31]. Specifically, such growing trend
is interpreted as an indicator that the training has entered
a “memorization routine”, where the model firstly fits on
training samples with clean labels, then gradually over-fits
samples with noisy labels. Later in this stage, the test ac-
curacy on clean data will go down whereas the training
accuracy keeps going up. Similarly, we are able to identify a
non-monotonical growth in adversarial training, as depicted
in Fig. 1 (a). Remarkably, this divergent gradient norm as
the adversarial training progressing, exactly accompanies

with the enlargement of generalization gap that is depited
in Fig. 1 (b), which reveals the overfitting problem. Thus,
we come to a conjecture that the memorization effect is also
the curprit of the increasing gradient norm in the scenario of
robust training and further induces robust overfitting. To that
end, we first provide proof for our hypothesis that advesarial
training memorizes samples with noisy labels mainly in the
non-monotonical divergence phase.

Following [1], the expected cross entropy loss could be
decomposed into three terms according to PAC-Bayesian
framework:

Hy(G]x, w)

=EsEuw~g(uw|s) Z [—log f(gi|xi, w)]
=1
= H(y|*) + Ez w~quwls)KL[p(y[2) || f(g|z, w)] — I(w;y|z)
2

In conventional ERM training, minimizing —1I(w; y|x)
relies on the cross entropy loss between the prediction
f(g]z, w) and the true label distribution p(y|x). Noisy label
viewed as the outlier of a true label distribution can provide a
positive value of I(w;y|z). This term essentially quantifies
the extent to which label information overlaps the weights of
the model. In other words, the presence of noisy labels will
reduce the finite degree of freedom with respect to weights.
The reason for this reduction is that model attempts to ac-
commodate the noise labels in the training data, inducing a
potential overfitting. Different from the conventional ERM
training, adversarial training requires perturbed samples z’,
which are usually obtained by solving a multi-step maxi-
mization problem. Accordingly, we use the notation p(y’|z")
for the true distribution of adversarial samples. Based on the
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Eq. (2), we have

Hy (e, w) =EsEuwnquis) Y [ log f (@il w)]
i=1
!/ / / / (3)
=H(y |2") = I(w;y'|x")
FEo wnuls) KLY [2) || f (gl w)]

As aforementioned, the adversarial perturbation cause a
mismatch between the label distributions of the perturbed
data and their origins, as p(y’|z’) # p(y|z). However, dur-
ing adversarial training, p(y’|z") is often simply replaced by
p(y|z'), that is, the perturbed labels are directly inherited
from their origins. This would inevitably exert influence on
the label memorization and results in performance degrada-
tion.

We are interested in the memoization of noisy labels in ad-
versarail training, which can be characterised by I (w;y/’|z’)
and refered to as “Information In Weights” (ITW). The train-
ing dynamics can also be captured through the lens of ITW.
However, computing the value of I(w;y’|z") is as diffi-
cult as fitting the model itself. Basing on the chain rule
of mutual information, we could approach to our desired
result via the upper bound, i.e., I(D;w) = I((z,y);w) =
I(z;w) + I(y;w|z). By using the positivity property of
mutual information, we have I(y; w|z) < I(D;w). Then
we could take an approximation under some Gaussian as-
sumptions, as suggested by Wang et al. [32], to estimate
I(w;y'|x’) and further depict the learning behaviour of
model, which is illustrated by the green line in Fig. 1 (b).
The increasing IIW supports our hypothesis that adversar-
ially trained model mainly overfits the noisy labels in the
non-monotonical growth stage. Upon the theoretical anal-
ysis, it is natural that we proposed to prevent models from
excessively memorising noisy labels by means of IIW re-
ductions. In this work, we propose to reduce IIW through
soft labels, which is specifically effective in lowering mu-
tual information and thus can be expected to weaken the
memorization under the distribution mismatch.

Theorem 1 (Soft label could reduce the IIW) Let u be
the uniform random variable with p.d.f p(u). By using the
composition in Eq. (2), there exists an interpolation ration \
between the clean label distribution and uniform distribution,
such that

I(y“wlz') S I(y;wlz') 4)

where p(y*|z', w) = X - p(yla’,w) + (1 = X) - p(u) and the
symbol < means that the corresponding inequality up to an
c-independent constant.

The detailed proof could be found in Appendix A. Theorem |
proves that there exists some kind of soft label that could
reduces the information in weights. So the memorization
effect caused by the label distribution mismatch could be

effectively mitigated. Thus, to better suppress the memoriza-
tion effect, we should provide more underlying information
about the true label distribution than uniform distribution to
facilitate a better interpolation of the soft label. In the fol-
lowing, we introduce our solution to estimate more accurate
and informative soft labels for adversarial training.

3. Self-guided label refinement for adversarial
training

3.1. Methodology

As discussed above, hard labels in adversarial training are
uninformative but over-confident, and thus heavily impairs
the generalization (see Fig. 2). To address this issue, we
propose an alternative to one-hot labels for adversarial train-
ing. Specifically, our Self-Guided Label Refinement first
utilizes the learned probability distributions to refine the
over-confident hard labels, and then it guides the training
process using the historical training model to obtain a cali-
brated prediction.

We begin by softening the over-confident hard labels.
It is well acknowledged that label smoothing (LS) helps
to calibrate the degree of confidence of a model and it is
effective in improving the robustness in noise regimes [17].
The vanilla LS for a K-class classification problem can be
formulated:

T
y:E'l_F(l_r)'Yhard 5

where, y1qrq denotes labels encoded by a one-hot vector, the
notation of 1 denotes all one vector, and r € [0, 1] controls
the smooth level. It is shown that LS serves as a regularizer
as well as a confidence penalty [21] and therefore improves
the generalization of the model in standard training. Un-
fortunately, when it comes to adversarail training, a direct
combination with LS cannot guarantee reliable robustness,
especially in the cases of strong perturbations[4, 20]. Specif-
ically, as the uniform distribution is unlikely to match the
underlying distribution, LS tends to introduce a bias that
might hurt the robust generalization. Moreover, soft labels
with identical probability over the false categories cannot
reveal the semantic similarity.

To alleviate this artificial effect, we introduce our Self-
Guided Label Refinement (SGLR) which utilizes the knowl-
edge inferred by a trustworthy model itself to retains infor-
mative labels. The proposed SGLR can be formulated as:

y:T'f(x/;w)+(1_r)'yhard (6)

where f(z'; w) is the logit output of the model parameterized
by w on training data z’. To be noticed, the model f we
referred to here is not pre-trained but rather on the training.
Eq. (6) also in fact serves as a regularizer by integrating the
knowledge extracted from the model with stastic information
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Figure 3. The mean confidence of model in the correct and incorrect
predictions over clean and adversarial test sets.

that encoded by one-hot labels, thus, we suggest that this
particular form of soft label has the potential to convey a
better quantity of informative content.

Furthermore, according to Sanyal et al. [23], there exists
a good interpolation of the noisy training dataset that could
lead to a satisfactory generalization. Consequently, we aim to
establish a valid interpolation between robust and non-robust
features with the expectation that it strikes a balance between
accuracy and robustness, as represented by the equation:

[l sw) = X fzw) + (1= X) - f@5w) (D)

Fig. 3 illustrates the major trajectory of PGD-AT training
on CIFAR-10 dataset in terms of the confidence in both the
correct and incorrect predictions, where the model dynamics
are shown by a series of colored dots with darker colours
and larger areas. Gray dashed lines mark the best standard /
robust accuracy of the trained model, and the red star in the
bottom right corner denotes an ideal model that with a high
confidence in correct classification whereas a low one in the
incorrect prediction. As training processes, model tends to
assign increasing confidence to its correct predictions and
also to those wrong predictions, as implied by the moving
of the colored dots away from the dash line. In other words,
the latter prediction of the model is not better calibrated
and the model in the middle training stage could be of great
help to reduce the expected calibration error. Therefore, we
are motivated to utilize exponential moving average (EMA)
that taking the moving average of history model prediction
to obtain calibrated soft label. Intuitively, EMA considers
recent proposals from the current state while retaining some
influence from previous information. This straightforward
method is easy to deploy and incurs negligible training over-
head. Then the dynamic updating of soft label could be
defined as follows:

y2r'@+(1_r)'Yhard
e e (8)
pr=a-pr_1+(1—a)- flz,z";w)

3.2. Connection to symmetric cross entropy

Cross Entropy (CE) is the prevalent loss function for deep
learning with remarkable success. However, as the noisy

label is tipping the training process into overfitting, CE loss
has taken a nasty blow and is prone to fitting noise. Inspired
by the symmetric Kullback-Leibler (KL) Divergence, Wang
et al. [28] proposed a more flexible loss, i.e., symmetric
cross entropy (SCE), to strike a balance between sufficient
learning and robustness to noisy labels. Moreover, it reveals
that predictive distribution exploited by the model is superior
to one-hot label distribution for the most part. Both SCE loss
and our method utilize the informative knowledge inferred
by the model and Proposition 1 provide such a close link
between them.

Proposition. 1 Let £, be the SCE loss function and -y rep-
resents the sum of CE and reverse CE loss. When v — 1,
then our methods can also be written as:

nglr = gsce — Q- grk:l
where L,k denotes the reverse KL divergence between labels
and model predictions, i.e., Dx;(p|| q).

The proof of Proposition 1 can be found in Appendix A.
Note that Proposition 1 indicates our method can be decom-
posed into two terms. The first term represents the SCE loss
function when the weighted sum tends to 1. The second
term indicates that our method rewards the distribution dif-
ferences between predictions and labels. Though our study
aims at mitigating robust overfitting, which is different from
the scenario of SCE loss, there is no conflict between our
method and SCE.

3.3. Comparison to knowledge distillation

Knowledge distillation (KD) [16] has been proven to be an
effective way to compress models, which is able to remark-
ably beef up the performance of lightweight models. There
is a huge scope for applying KD to adversarial training to
improve the efficiency of AT. A crop of works [5, 13,29, 41]
have advanced exploring KD implicitly or explicitly in con-
junction with AT. The efficacy of KD is attributed to the
teacher model’s informative knowledge, which guides the
student to acquire a more similar knowledge representation
and effectively capture inter-class relationships. By enforc-
ing consistency in probability distributions, KD facilitates
better learning outcomes for the student.

Proposition. 2 Some KD methods, which minimize the dis-
tance of the feature map between the teacher and student
model, belong to the family of our method. Let p; be the
prediction of the teacher model and then the KD could
also be written as lgp = Eg [—logp| = H(q, p), where
g=(1—-a) - q+a- p.

Proposition 2 shows that some KD revised the hard label
via the knowledge p; learned by the teacher. The proof of
Proposition 2 is presented in Appendix A. Further, we view
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Table 1. Comparison between our method and other KD methods.

ARD [13] RSLAD [41] KD-SWA [5] Ous
Trained teacher models 1 1 2 0
Standardly teacher independent v v X v
Adversarially teacher independent X X X 4
Forward times in one training iteration 3 3 4 2

our method as special supervision, and smoothing the hard la-
bel could better reflect the similarities among classes. There
are many differences between our method and other KDs
in AT. The main differences are summarized in Tab. 1. Our
method does not incur any extra computational cost as we
do not involve teacher models, which is a boon throughout
the whole training progress.

3.4. Tolerant to noisy label

In the following part, we’d like to delve into whether the
proposed method is tolerant of noisy labels. We define the
symmetric noise label as that true label y has probabilities
Ne,y = P(¥ |y, ) to flip into the wrong labels uniformly.
The corresponding noisy empirical risk is:

Rg(f) = ES(l - 771’) Z(f('r)a y) —+ an,ze(f(x)vl)
ity

where, 7, is the noise rate. We call a loss function noise-
tolerant if and only if the global minimum f;; has the same
probability of misclassification as that of f* on the noise-free
data.

Lemma. 1 Given a symmetric loss function { that it satisfies
Zle L(f(x),i1) = C and C is some constant. Then { is
noise tolerant under symmetric label noise if noise rate 7
meets n < 1 — %

The loss condition theoretically guarantees the noise tol-
erance by risk minimization on a symmetric loss function
following [12] and it shows that the global optimal classi-
fier f* on noise-free data remains the optimal even with the
noisy label. Further, we can also derive the noise tolerance
theoretically about our method from Theorem 2.

Theorem 2 In a K-class classification problem, our method
L is noise-tolerant under symmetric or uniform label noise
if noise raten < 1 — % And if R(f*) = 0, l is also noise-
tolerant under asymmetric or class-dependent label noise
when noise rate 1, < 1 —n, with Z#y Ny,i = TNy, then

K )\(Rs(f*) — Rs(f)) <0

RA(f*) ~ RA(f) = (1 - =

From Theorem 2, we can derive that our method is nearly
noise-tolerant under symmetric noise and further prove the

robustness of the proposed method to asymmetric noise.
More details can be found in Appendix B. We show a
significant improvement under noise regimes empirically
in experiments.

4. Experiments

Training and evaluation setups. We conduct extensive
experiments on the benchmark datasets, CIFAR-10/100. We
set the perturbation budget to e = 8/255 under the £, norm-
bounded constraint. We use ResNet-18 [15] as our default
network architecture unless otherwise specified. For all ex-
periments, the model is trained using SGD with a momentum
of 0.9, weight decay of 5 x 10, and an initial learning rate
of 0.1 for a total of 200 epochs. The learning rate is decayed
by a factor of 0.1 at the 100-th and 150-th epochs, following
[22]. The evaluation of the proposed approach encompasses
PGD-20 [22] and AutoAttack [7], which is recognized as the
most reliable robustness evaluation up to date. AutoAttack is
an ensemble of diverse attacks, including APGD-CE, APGD-
DLR, FAB [8] and Square attack [2]. We quantify the robust
generalization by computing the difference between the best
and final checkpoints over the course of training.

Improved robust performance across datasets. Ex-
perimental results of PGD-AT [18], TRADES [39], and
the combinations of them with our proposal (denoted as
PGD-AT+SGLR and TRADES+SGLR) on CIFAR-10/100
datasets are shown in Tab. 3, from which we make the fol-
lowing observations on our advantages: 1) Closer general-
ization gap. It is remarkable that the differences between
the best and the final test accuracies of the combinations are
reduced to around 0.5%, while the corresponding baselines
(PGD-AT and TRADEYS) induce much larger gaps, which
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e
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Figure 4. Test accuracy (%) on CIFAR-10 dataset (with 40% label
noise). We split the training set into 1) untouched portion, where
the labels of elements are left untouched; 2) corrupted portion,
where the labels of elements are assigned uniformly at random.
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Table 2. Test accuracy (%) of the proposed method and other methods on CIFAR-10 under the ¢ norm with e = 8/255 based on the

ResNet-18 architecture.

Method Natural Accuracy PGD-20 AutoAttack
Best Final Diff | Best Final Diff| Best Final Diff |
PGD-AT 80.7 824 -1.6 507 414 9.3 477 402 7.5
PGD-AT+LS 822 843 -21 537 489 48 484 446 39
PGD-AT+TE 824 828 -04 558 548 1.0 50.6 49.6 1.0
PGD-AT+SGLR 829 83.0 -0.1 564 559 05 512 502 1.0
AWP 82.1 8lI.1 1.0 554 548 06 506 499 0.7
KD-AT 829 855 26 546 532 1.4 49.1 488 0.3
KD-SWA 84.7 854 -08 549 538 1.1 493 494  -01
PGD-AT + SGLR 829 830 -0.1 564 559 0.5 512 50.2 1.0

Table 3. Clean accuracy and robust accuracy (%) of ResNet 18 trained on different benchmark datasets. All threat models are under /o
norm with e = 8/255. The bold indicates the improved performance achieved by the proposed method.

Dataset Method Natrural Accuracy PGD-20 AutoAttack
Best Final Diff| Best Final Diff| Best Final Diff|
AT 80.7 824 -1.6 507 414 93 477 402 75
CIFAR-10 +SGLR 829 83.0 01 564 559 0.5 512 502 1.0
TRADES 81.2 825 -1.3 533 503 3.0 49.0 468 2.2
+SGLR 822 833 -09 558 554 04 50.7 501 0.6
AT 539 536 03 273 198 75 2277 181 4.6
CIFAR-100 +SGLR 569 56.6 03 345 343 0.2 27.5 26.7 0.8
TRADES 579 563 1.7 299 277 22 246 234 12
+SGLR 571 574 -03 339 332 0.7 271 264 0.7

are up to 9.3% and 3.0% on CIFAR-10 dataset when the
model is threaten by PGD-20. It indicates that our method
effectively alleviates robust overfitting. 2) Higher robust ac-
curacy. As the combinations induce smaller gaps, they can
approach higher robust accuracy against adversaries com-
pared to baseline methods, as can be observed in Tab. 3.
Besides, it is notable that our method is especially effec-
tive against AutoAttack [7], regarding the fundamental dif-
ficulties of simultaneously achieving the robustness against
multiple adversaries. 3) Consistent improvement. Com-
bining our label smoothing method could consistently and
significantly improve the performance on all considered ad-
versaries and also on the clean test set, and across different
datasets, namely, the CIFAR-10 and CIFAR-100 datasets.

Improved generalization under noise regimes. More-
over, we verify the self-guided label smoothing by com-
paring the behavior of the proposed SGLR w ith that of
the widely used one-hot labels under different noise settings,
with 40% noisy labels and fully 60% true labels, respectively.
Specifically, we focus on evaluating the effectiveness of our
approach in mitigating the impact of symmetric noisy labels,
where the labels are resampled from a uniform distribution
over all labels with a probability 7.

We begin by making the observations in the left of Fig. 4:
1) The generalization error (i.e., the difference between the
training and test accuracy) of the proposed SGLR (almost
negligible) is obviously smaller than that of the commonly
used hard labels (> 50%). 2) The peak of the training accu-
racy using hard labels (blue curve) can approximate 100%
even on the training set with 40% noisy labels (horizontal
gray dashed denotes the portion of correct labels), which
suggests that using hard labels could fit correct labels in the
early stage and eventually memorizes noisy labels. On the
contrary, our training curve is bounded by the untouched
portion, implying that our method is able to calibrate the
training process and maintain a proper fitting of training
data. Then we turn to the other setting as shown in the right
of Fig. 4, our test accuracy grows steadily while the base-
line method fails. This observation again suggests that the
double-descent phenomenon might be due to the overfitting
of noise and it is hopeful to be avoided by our method.

To give a more intuitive explanation, we further visualize
the penultimate layer representations of ResNet 18 trained
with (a) a hard label; (b) a soft label, and (c) the proposed
soften label. As Fig. 5 shown, under all the settings of
noise rate, the proposed SGLR with self-guided distribution
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Figure 5. Visualization of representations learned by standard
training with hard/soft labels and the proposed SGLR with self-
guided distribution on CIFAR-10 dataset under various levels of
symmetric noisy labels ( € [0.0,0.2, 0.4, 0.6]).

can consistently provide better representations, displayed
with more separable clusters and tighter intra-class distance,
which are very close to those of the clean setting (the leftmost
column). Notably, even with a significantly increased noise
rate from O (no noise) to 0.6 (severe noise), as illustrated
from left to right in Fig. 5, our method learns representa-
tions with almost negligible variance. This also echoes our
advantages of robust learning under various settings of data
corruption.

In a nutshell, we have grounds to empirically believe that
our method exhibits benign tolerance to noisy labels and
improves the generalization ability of the model by avoiding
fitting noisy labels.

Comparison against other methods. Considering that
our method is analogous to employing the technique of label
smoothing into AT, in Tab. 2, we report robustness eval-
uations of AT with label smoothing (PGD-AT + LS) and
temporal ensembling (PGD-AT + TE) on CIFAR-10 test set.
Since excessive LS could degrade the robustness reported
in [20], we implement LS with smoothing level » = 0.2.
We empirically found that SGLR not only can effectively
alleviate robust overfitting while LS fails but also boosts
the robustness even under strong AutoAttack. Further, we
also report other methods (e.g., AWP [33], KD-AT [10]) in
Tab. 2, which can mitigate robust overfitting through the lens
of weight smoothness and the knowledge transfer of teacher
model. Though robust overfitting is indeed impeded by ap-
plying these methods, our method could better narrow the
generalization gap between best and final models and achieve
remarkable robustness than others under AutoAttack.

On the impact of smoothing effect r. The effectiveness of
SGLR relies on the smoothing level of soft labels. Besides,
as we discussed in Sec. 3.3, SGLR could be viewed as a
kind of knowledge distillation without extra teacher models
involved. Large temperature 7" during distillation improves

the smoothness of output distribution but could impair the
test performance. As the temperature is vital, we could
specify f(z;w); in Eq. (7) as exp(2;/T)/ 3 ; exp(z;/T).
We vary the smoothing level r € {0.0,0.2,0.4,0.6,0.8} in
Tab. 4 and note that an increase in r initially boosts both
standard accuracy and robust accuracy, followed by a de-
cline, indicating that excessive smoothing introduces noise
and hampers predictive capability. Additionally, increasing
the temperature while fixing r only gains slightly improve-
ment in standard accuracy but oberves degradation in robust
accuracy.

Table 4. Ablation study on smoothing level r and temperature 7'.

T/r 00 02 04 06 08
SA 824 835 828 785 69.1

! RA 437 549 542 527 483
15 SA 832 829 831 806 745
’ RA 457 559 532 504 4938
) SA 829 844 839 785 756

RA 458 539 520 509 478

5. Discussion and conclusion

In this study, we show that label noise induced by distribution
mismatch and improper label assignments would degrade the
test accuracies as well as make the robust overfitting aggra-
vated. From the view of this observation, a label assignment
approch for AT, Self-Guided Label Refinement (SGLR), is
proposed to weaken the memorization in AT on noisy labels
and thus to mitigate the robust overfitting. Extensive experi-
mental results demonstrate the effectiveness of the proposed
SGLR. Though we circumvent over confident prediction, the
model is still not well-calibrated. As we measure the cali-
bration of model during the training over the entire dataset
instead of in a sample-wise way, it may give a false sense
of reweighting confidence. In the future, we will attempt to
address this limitation.
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