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Abstract

Knowledge utilization is a critical aspect of001
LLMs, and understanding how they adapt to002
evolving knowledge is essential for their ef-003
fective deployment. However, existing bench-004
marks are predominantly static, failing to cap-005
ture the evolving nature of LLMs and knowl-006
edge, leading to inaccuracies and vulnerabil-007
ities such as contamination. In this paper,008
we introduce EvoWiki, an evolving dataset009
designed to reflect knowledge evolution by010
categorizing information into stable, evolved,011
and uncharted states. EvoWiki is fully auto-012
updatable, enabling precise evaluation of con-013
tinuously changing knowledge and newly re-014
leased LLMs. Through experiments with015
Retrieval-Augmented Generation (RAG) and016
Contunual Learning (CL), we evaluate how017
effectively LLMs adapt to evolving knowl-018
edge. Our results indicate that current mod-019
els often struggle with evolved knowledge,020
frequently providing outdated or incorrect re-021
sponses. Moreover, the dataset highlights a syn-022
ergistic effect between RAG and CL, demon-023
strating their potential to better adapt to evolv-024
ing knowledge. EvoWiki1 provides a robust025
benchmark for advancing future research on026
the knowledge evolution capabilities of large027
language models.028

1 Introduction029

Knowledge utilization, as a fundamental capabil-030

ity, is crucial for evaluating the effectiveness of031

LLMs. However, most existing benchmarks, e.g.,032

NaturalQuestion (Kwiatkowski et al., 2019) and033

HotpotQA (Yang et al., 2018), are designed for034

traditional machine learning methods, which are035

static and not sensitive to temporal changes. In con-036

trast, LLMs and knowledge continuously evolve,037

making static benchmarks insufficient for precise038

performance assessment and prone to issues such039

as potential contamination or overfitting.040

1https://anonymous.4open.science/r/EvoWiki-E673/

Herbrand Award
(2004)

What award has Harald 
Ganzinger received?

What is the employer of 
Ilya Sutskever?

What was the cause of 
death for Liam Payne?

OpenAI
(2016)

SSI
(2024)

falling from height
(2024)

Knowledge cut-off date

Stable Evolved Uncharted

Figure 1: EvoWiki categorizes knowledge into three
states according to the cut-off date of the LLMs.

To keep pace with the evolving nature of LLMs 041

and knowledge, dynamically updated benchmarks 042

have gained increasing attention (White et al., 043

2024; Jain et al., 2024; Ying et al., 2024a; Ka- 044

sai et al., 2023). For instance, to mitigate test 045

set contamination during the evolution of LLMs, 046

LiveBench (White et al., 2024) constructs bench- 047

marks based on frequently updated questions. Sim- 048

ilarly, Realtime QA (Kasai et al., 2023) addresses 049

evolving knowledge by providing real-time an- 050

swers, enabling the evaluation of an LLM’s ability 051

to acquire newly emerged information. However, 052

there remains a notable gap in dynamic benchmarks 053

designed to assess the utilization of knowledge by 054

LLMs in scenarios where both models and knowl- 055

edge are continuously evolving. 056

The evolution of LLMs and knowledge presents 057

significant challenges for accurately evaluating 058

knowledge utilization: 1) Newly released LLMs 059

are prone to potential test set contamination, com- 060

promising the integrity of evaluation. 2) As knowl- 061

edge evolves, static golden answers may become 062

outdated or incorrect, leading to false negatives in 063

assessment. 3) The difficulty of knowledge utiliza- 064

tion varies depending on whether the knowledge 065

is already present in the LLMs’ training data. To 066

this end, evolving benchmarks are essential for pre- 067

cise evaluation. Such benchmarks should be auto- 068

updatable, encompass diverse types of knowledge 069

across varying temporal states, and provide rich 070

attributes for comprehensive performance analysis. 071

In this study, we introduce EvoWiki, a continu- 072
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Datasets Up-to-date Evolution Levels Attributions
Stable Evolved Uncharted Context Multi-hop Popularity

CKL-LAMA (Jang et al., 2022b) % " " " " % %

TemporalWiki (Jang et al., 2022a) " " " % " % %

REALTIME QA (Kasai et al., 2023) " % % " % % %

DyKnow (Mousavi et al., 2024) " % " % % % %

EvoWiki " " " " " " "

Table 1: Comparison with related datasets.

ally auto-updated evaluation benchmark designed073

for contamination-free, accurate, and comprehen-074

sive assessment of LLMs on evolving knowledge.075

As shown in Table 1, EvoWiki possesses three076

salient characteristics as follows:077

1) Three levels of evolved knowledge. As shown078

in Figure 1, EvoWiki categorizes knowledge into079

three types based on the cut-off date of the LLMs:080

stable, evolved, and uncharted. Evolved and un-081

charted knowledge represent information that has082

been updated or newly emerged, respectively, miti-083

gating potential contamination issues while reflect-084

ing challenging yet realistic evaluation scenarios.085

However, focusing solely on the newness of knowl-086

edge risks underestimating LLM performance, as087

internal knowledge also significantly influences088

knowledge utilization. Hence, stable knowledge is089

included as a baseline for evaluating LLM perfor-090

mance on consistent, unchanging information.091

2) Multi-dimensional attributes. EvoWiki inte-092

grates multi-dimensional attributes, including refer-093

enced context, multi-hop reasoning, and popularity,094

to enable comprehensive analysis. Referenced con-095

text evaluates the utilization of external knowledge,096

multi-hop reasoning measures an LLM’s ability097

to connect and integrate multiple pieces of infor-098

mation, and popularity reflects the relevance and099

significance of the knowledge. These attributes of-100

fer valuable insights into the challenges LLMs en-101

counter when leveraging knowledge and provide a102

more nuanced understanding of their performance.103

3) Auto-updatability and Contextualization.104

EvoWiki is designed to be auto-updatable, allow-105

ing for the seamless incorporation of updated and106

emerging data while supporting the evaluation of107

newly released LLMs. It is constructed using con-108

tinually updated knowledge graphs and sources,109

such as Wikidata and Wikipedia, to ensure the110

freshness and accuracy of the data. The construc-111

tion process involves identifying changing triples112

in the knowledge graph and the corresponding texts113

in the knowledge sources. This approach not only114

ensures high-quality data but also enables a fully 115

automated updating process. 116

Based on EvoWiki, we then delve into the im- 117

pacts of knowledge evolution on the performance 118

of LLMs’ utilization. We specifically employ 119

Retrieval-Augmented Generation and Continual 120

Learning as exemplary methods for utilizing exter- 121

nal knowledge. We conduct a range of experiments 122

to assess how these approaches handle external 123

knowledge that varies in its currency and complex- 124

ity, thereby providing insights into their effective- 125

ness and adaptability in real-world scenarios. 126

Our findings reveal that current methods face sig- 127

nificant challenges in effectively utilizing evolving 128

knowledge. RAG demonstrates strong performance 129

on single-hop questions but struggles with multi- 130

hop questions. In contrast, CL provides modest yet 131

consistent improvements across all question types. 132

Notably, combining RAG and CL results in a syn- 133

ergistic effect, suggesting that hybrid models could 134

be a promising direction for future research. 135

To summarize, our contributions are as follows: 136

• We develop EvoWiki, a continually auto-updated 137

evaluation dataset that captures the evolving na- 138

ture of knowledge for evaluating LLMs’ ability 139

to utilize external knowledge in dynamic, real- 140

world scenarios. 141

• We conduct extensive experiments to analyze the 142

impact of knowledge evolution on LLM perfor- 143

mance with RAG and CL. 144

• Our experimental results reveal that RAG and CL 145

face challenges in effectively utilizing evolving 146

knowledge, and combining these methods can 147

lead to a synergistic effect. 148

2 Related Works 149

Temporal QA Benchmarks Several benchmarks 150

have been developed to assess the ability of 151

LLMs to process temporal information in text, 152

for examples, TempQuestions (Jia et al., 2018a), 153

Tequila (Jia et al., 2018b), TimeQuestions (Jia 154

et al., 2021), and CRONQuestions (Saxena et al., 155
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2021). Others, such as TimeQA (Chen et al., 2021),156

TEMPLAMA (Dhingra et al., 2021), TEMPREA-157

SON (Tan et al., 2023), MenatQA (Wei et al., 2023),158

and PAT-Questions (Meem et al., 2024), emphasize159

reasoning capabilities.160

Another line of research explores the dynamic161

nature of knowledge and its implications for LLMs.162

Benchmarks like ckl-Lama (Jang et al., 2022b)163

and TemporalWiki (Jang et al., 2022a) assess164

knowledge retention, updates, and incorporation,165

while Realtime QA (Kasai et al., 2023) and Dy-166

Know (Mousavi et al., 2024) evaluate knowledge167

freshness in evolving content. A detailed compari-168

son of these benchmarks is shown in Table 1.169

Knowledge Utilization RAG offers a promising170

approach to knowledge utilization (Lewis et al.,171

2020). However, challenges like low precision (re-172

trieving irrelevant or misaligned data) and low re-173

call (missing pertinent information) persist across174

stages, including the pre-retrieval (Li et al., 2023)175

and post-retrieval phases (Litman et al., 2020; Jiang176

et al., 2023; Xu et al., 2023), hindering retrieval177

quality (Gao et al., 2023).178

CL methods enable models to adapt to new179

knowledge through fine-tuning. For instance, Wang180

et al. (2023) enhance retrieval selectively based181

on question classification, while Selfmem (Cheng182

et al., 2023) uses model-generated outputs as self-183

memory for iterative learning. Jiang et al. (2024)184

explore strategies for injecting knowledge via SFT,185

and Zhang et al. (2024a) introduce a fine-tuning186

scaling law. Self-tuning (Zhang et al., 2024b) im-187

proves LLMs’ ability to acquire knowledge from188

raw documents through self-teaching.189

Alternative approaches, such as GenRead (Yu190

et al., 2022), replace retrievers with LLM gener-191

ators, using generated contexts to answer ques-192

tions. Additionally, Tang et al. (2024) propose193

the “A+B” generator-reader framework, facilitating194

new knowledge acquisition through CL.195

Knowledge Conflict Evolving knowledge high-196

lights conflicts between internal and external197

knowledge. Recent studies investigate the im-198

pact of knowledge conflicts on LLMs (Ying et al.,199

2024b; Xie et al., 2024; Marjanovi’c et al., 2024).200

These studies find that such conflicts do affect LLM201

performance. For instance, Ying et al. (2024b) find202

that LLMs tend to generate answers aligned with203

their internal knowledge, even when the provided204

external knowledge is correct.205
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Figure 2: Evolution level identification process.

3 EvoWiki Dataset 206

In this section, we outline the construction process 207

of the EvoWiki dataset, which integrates several 208

features, such as knowledge evolution levels, ref- 209

erenced context, multi-hop reasoning capabilities, 210

and popularity attributes. We identify facts at var- 211

ious stages of evolution by comparing different 212

temporal versions of English Wikidata2 (referred 213

to as Wikidata). These facts are then anchored to 214

English Wikipedia3 (referred to as Wikipedia) us- 215

ing distant supervision to ensure data integrity and 216

provide referenced context. Additionally, we de- 217

velop multi-hop reasoning questions based on the 218

identified knowledge facts and incorporate extra 219

attributes such as popularity. 220

3.1 Knowledge Evolution Level Identification 221

The evolution of a fact is determined in relation to 222

the knowledge cut-off date of LLMs. Specifically, 223

as shown in Figure 1, facts are categorized into 224

three levels: stable, evolved, and uncharted. Stable 225

facts remain unchanged after the LLM’s knowledge 226

cut-off date. Evolved facts were established before 227

the cut-off date but have undergone changes since. 228

Uncharted facts represent entirely new information 229

introduced after the cut-off date. 230

To determine the evaluation level of a fact, we 231

introduce three key timestamps: init-time, cutoff- 232

time, and current-time. Init-time represents an 233

early point in time before which facts are well- 234

established in LLMs, cutoff-time is the knowledge 235

cut-off date of the LLM, and current-time is the 236

time at which the evaluation is conducted. In our 237

implementation, we set the init-time to Septem- 238

ber 2021, the cutoff-time to January 2024, and 239

the current-time to May 2024, aligning with the 240

knowledge update timeline of popular LLMs, as 241

detailed in the Appendix A. These timestamps are 242

2https://www.wikidata.org/wiki
3https://en.wikipedia.org/wiki

3

https://www.wikidata.org/wiki
https://en.wikipedia.org/wiki


Data type Num. of questions Avg. length of context Avg. popularity

Stable 3,819 5,411.98 16,305.96
Evolved 3,491 4,451.90 42,807.55
Uncharted 2,954 5,014.30 24,039.57

Table 2: Detailed Statistics of EvoWiki.

easily adjustable to accommodate different LLMs’243

knowledge update schedules, which enables the244

auto-update of the EvoWiki benchmark.245

As shown in Figure 2, based on the three snap-246

shots of Wikidata/Wikipedia, the evolution level of247

a fact is determined by analyzing changes across248

different timestamps. The classification rules are249

outlined as follows (detailed in Appendix B):250

• Stable: facts that remain unchanged from init-251

time to current-time.252

• Evolved: facts that are established before init-253

time and exhibit changes between cutoff-time (or254

init-time) and current-time.255

• Uncharted: facts that are introduced after cutoff-256

time.257

Facts are categorized into distinct evolution lev-258

els. However, some of these facts may contain259

noise, such as unanswerable or inaccurate details.260

To mitigate this, we link each factual triple to its261

corresponding context on the relevant Wikipedia262

page using distant supervision, ensuring that the263

triple’s value is referenced within that context.264

3.2 Multi-dimensional Attributions265

We further expand the dataset by incorporating ad-266

ditional attributes, including Referenced Context,267

Multi-hop Reasoning, and Popularity. The over-268

all statistics of the current version of the EvoWiki269

dataset are presented in Table 2.270

Referenced Context We restrict the entity type271

to humans and link the triples to their correspond-272

ing Wikipedia pages using the identical wiki_link273

of the entity. A fact is considered supported if the274

triple’s object entity (or subject entity) is explicitly275

mentioned on the corresponding Wikipedia page276

of the subject entity (or object entity). For triples277

with multiple objects, we verify all objects and re-278

tain only those explicitly mentioned to ensure high279

quality. Additionally, for stable facts, the triples280

must be supported by the corresponding Wikipedia281

pages across all three timestamps. Evolved and un-282

charted facts must be supported by the current-time283

version of the Wikipedia page but not by the pre-284

vious version. This process ensures that the facts285

are answerable, accurate, and provide a reliable,286

high-quality context for each fact triple. Based287

Metrics Stable Evolved Uncharted

Fluency 99.17 / 95.69 94.58 / 95.56 95.00 / 95.42
Answerability 96.67 / 94.44 94.17 / 95.69 92.92 / 92.64
Accuracy 97.92 / 93.19 93.33 / 94.58 91.67 / 90.97

Table 3: Human evaluation on data quality. The scores
indicate the normalized average scores of single-hop
questions (%) / all questions (%).

on distant supervision, we consider the short men- 288

tioned sentence as the golden context of the fact 289

triple and the corresponding Wikipedia page as the 290

golden document. 291

Multi-hop Reasoning Building on the refined 292

fact triples and corresponding contexts, we further 293

enhance the dataset by constructing multi-hop rea- 294

soning questions. To maintain high quality, we 295

apply the same rigorous filtering process, retaining 296

only those triples where the objects (or subjects) 297

are explicitly mentioned in the corresponding con- 298

text for each hop. To reduce ambiguity, triples in 299

the middle hop are restricted to facts with single 300

object. In our implementation, reasoning questions 301

are extended up to three hops4. 302

To generate questions, we first use templates 303

to create questions asking for the object entity of 304

the triple in the last hop. For instance, given the 305

triple (Barack Obama, spouse, Michelle Obama), a 306

template question is “Who is the spouse of Barack 307

Obama?”. Afterward, we employ GPT-4o-mini 308

(OpenAI et al., 2024) to refine the questions for 309

improved naturalness. Prompts are provided in 310

Appendix E. The answers correspond to the ob- 311

ject entity labels of the last hop, with all objects 312

considered correct for multi-object facts. 313

Popularity We also incorporate additional at- 314

tributes, such as popularity, to enrich the dataset. 315

Popularity is measured by the number of page 316

views for the corresponding Wikipedia page. This 317

metric provides insights into the relevance and sig- 318

nificance of the facts, allowing for more compre- 319

hensive analysis and evaluation. 320

3.3 Human Evaluation on Data Quality 321

To ensure data quality, we perform manual checks 322

to validate the generated questions and answers. A 323

human evaluation is carried out by four senior com- 324

putational linguistics researchers on 180 randomly 325

4We do not make a strict fine-grained distinction for hops
in the main experiments, as the automated process might gen-
erate 3-hop questions with superficial reasoning, which degen-
erate into 2-hop questions.
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selected samples (20 samples for each hop level326

of each evolution type). The evaluation assesses327

each question-answer pair based on three criteria:328

fluency (whether the question is grammatically cor-329

rect and flows smoothly), answerability (whether330

the question has clear and explicit answers), and331

accuracy (whether the provided answer is correct).332

The detailed annotation guidelines for the human333

annotators are presented in Appendix D. As shown334

in Table 3, all these three key aspects of data quality335

are verified by the human annotators. The evalu-336

ation results suggest that the questions are clear337

and easy to understand, as well as answerable, with338

the provided answers demonstrating high accuracy.339

Annotators reported that potential inaccuracies in340

answers primarily stem from noise in Wikidata.341

4 Experiments342

We evaluate two types of widely-adopted methods343

on the EvoWiki dataset: Retrieval-Augmented Gen-344

eration (RAG) and Continual Learning (CL). In the345

RAG setting, models are required to retrieve rele-346

vant documents for the question from a knowledge347

source and generate answers based on the retrieved348

documents. In the CL setting, models are fine-349

tuned with newly introduced data. Additionally,350

we explore the performance of combining RAG351

and CL to assess potential improvements.352

4.1 Experimental Settings353

Our experiments are conducted using two widely354

used models: Llama-3.1-8B-Instruct (referred to355

as Llama) and Mistral-7B-Instruct (referred to as356

Mistral) on EvoWiki. The corpus is built from a357

15K Wikipedia dump of golden documents, and358

provide an additional expanded version (denoted359

as large_corpus) that includes 370K randomly se-360

lected Wikipedia articles to simulate a more prac-361

tical scenario. Each document is divided into 256-362

token chunks. The models answer questions in a363

zero-shot setting using a simple prompt (Appendix364

E). Performance is measured with the exact match365

(EM) metric, evaluating the percentage of questions366

answered correctly. For evolved data, we consider367

responses with the latest answer as correct and also368

compare results with outdated answers.369

Closed-Book and Open-Book QA. Closed-370

book and open-book QA represent the lower and371

upper performance bounds. In closed-book QA,372

models answer questions using their internal mem-373

ory. In open-book QA, models are provided with a374

golden context, a concise yet informative sentence 375

extracted from Wikipedia (Section 3.2), ensuring 376

minimal noise and optimal contextual support. 377

RAG. We employ two retrieval models, 378

BM25 (Robertson and Zaragoza, 2009) and Con- 379

triever (Izacard et al., 2022), to fetch relevant docu- 380

ments. BM25, a sparse retrieval model, scores rele- 381

vance using term frequency and inverse document 382

frequency. Contriever, a dense retrieval model, en- 383

codes queries and documents into a shared embed- 384

ding space, measuring relevance via cosine simi- 385

larity. Models generate answers using the top-15 386

retrieved chunks as context. 387

CL. We integrate new knowledge into the model 388

using continual pre-training (CPT) and supervised 389

fine-tuning (SFT). CPT trains the model on the cor- 390

pus with a language modeling objective, while SFT 391

fine-tunes the model on question-answer pairs gen- 392

erated by prompting Llama with the given context. 393

Following Jiang et al. (2024), we also evaluate com- 394

binations of CPT and SFT. Implementation details 395

are provided in Appendix C. 396

4.2 Overall Results 397

Models perform better on stable facts than on 398

evolved and uncharted facts. As shown in Table 399

4, Both Llama and Mistral demonstrate expected re- 400

sults in the closed-book setting for single-hop ques- 401

tions, achieving an average of 31.61% and 29.81% 402

on stable facts, 6.96% and 5.83% on evolved facts, 403

and 10.84% and 10.04% for both models on un- 404

charted facts. These results suggest models have 405

reliable memory for knowledge they previously en- 406

countered but struggle to adapt to new knowledge 407

relying solely on reasoning. Additionally, these 408

findings validate the construction of EvoWiki. 409

With golden context, models perform well across 410

all data types, though accuracy drops significantly 411

on evolved facts. Performance on outdated answers 412

matches that on other types of facts, suggesting con- 413

flicts between internal and external knowledge limit 414

effective utilization. Both RAG and CL improve 415

performance across all data types but lag behind the 416

open-book setting. Larger gaps for evolved and un- 417

charted facts highlight the difficulty of integrating 418

new knowledge into models. 419

4.3 Retrieval-augmented Generation 420

RAG shows promising performance but strug- 421

gles with multi-hop reasoning. With the use of 422

RAG, the performance of both models on single- 423

hop questions significantly improves, as shown in 424
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Method Stable Evolved Uncharted
single-hop multi-hop single-hop multi-hop single-hop multi-hop

Meta-Llama-3.1-8B-Instruct

Open-book 86.87 56.40 75.24 (83.47) 60.30 83.52 51.32
Closed-book 31.61 22.17 6.96 (24.61) 13.99 10.84 17.90

BM25 59.41 14.42 36.13 (53.78) 13.85 44.93 15.47
Contriever 77.90 19.37 48.99 (72.70) 17.85 72.69 21.42
BM25large corpus 51.77 14.81 28.12 (44.95) 14.27 35.86 15.70
Contrieverlarge corpus 68.92 16.49 44.28 (67.99) 14.41 64.85 18.72

CPT + Closed-book 35.83 24.41 8.83 (28.12) 15.85 15.07 20.38
SFT + Closed-book 36.97 24.41 8.53 (28.12) 17.34 15.15 20.59
CPT + SFT + Closed-book 38.31 25.48 8.75 (29.32) 17.85 15.86 20.98
SFT + CPT + Closed-book 38.58 28.84 10.25 (31.19) 18.22 17.27 22.41

CPT + Open-book 87.94 59.06 70.98 (83.40) 62.06 84.32 53.36
SFT + Open-book 92.10 60.22 80.78 (88.56) 62.90 89.34 55.07
CPT + SFT + Open-book 90.69 60.27 79.66 (87.51) 63.51 87.31 53.80
SFT + CPT + Open-book 89.82 59.54 74.87 (85.71) 63.27 86.52 55.34

CPT + Contriever 77.70 22.73 44.05 (73.00) 19.53 71.45 22.74
SFT + Contriever 82.85 24.02 57.22 (79.36) 20.22 78.85 24.84
CPT + SFT + Contriever 79.64 24.19 49.74 (76.29) 19.39 75.51 23.35
SFT + CPT + Contriever 76.02 24.97 47.27 (74.05) 20.18 73.13 23.40

Mistral-7B-Instruct-v0.3

Open-book 87.68 60.57 77.56 (83.99) 60.44 82.64 56.00
Closed-book 29.81 23.12 5.83 (19.90) 15.76 10.04 18.89

BM25 52.85 14.46 34.78 (50.49) 16.08 44.14 16.46
Contriever 73.14 22.17 52.43 (74.05) 19.11 71.89 23.57
BM25large corpus 40.32 14.25 26.33 (38.82) 13.20 32.25 13.43
Contrieverlarge corpus 63.16 18.04 46.97 (67.02) 15.20 61.85 20.04

CPT + Closed-book 35.43 28.20 9.57 (28.57) 18.83 14.98 23.57
SFT + Closed-book 38.31 33.62 10.77 (30.29) 21.62 16.30 27.53

CPT + Open-book 88.61 60.27 78.53 (83.40) 62.58 81.23 55.62
SFT + Open-book 91.43 71.16 85.86 (89.75) 73.18 89.07 66.19

CPT + Contriever 74.28 26.43 52.88 (75.69) 21.89 71.72 25.88
SFT + Contriever 80.44 30.99 61.78 (78.98) 24.27 76.04 29.29

Table 4: Main performance of the methods on EvoWiki. Values in parentheses indicate the precision of all answers
that contain outdated answers.

Table 4, with an increase of +27.80%/46.29% and425

+23.04%/43.33% on stable facts, +29.17%/42.03%426

and +28.95%/46.60% on evolved facts, and427

+34.09%/61.85% and +34.10%/61.85% on un-428

charted facts for BM25/Contriever, respectively.429

However, performance on multi-hop questions is430

severely limited, with a noticeable degradation on431

stable and uncharted facts, even when compared432

to the closed-book setting. Additionally, RAG ex-433

periences a performance drop when the corpus is434

enlarged. These results suggest that RAG’s effec-435

tiveness depends on the retrieval model’s ability to436

provide relevant information, which works well for437

simpler questions but introduces more noise than438

useful content when handling complex questions.439

RAG is influenced by noise, leading to nega-440

tive effects on known knowledge. To further ex-441

plore the impact of noise, we conduct experiments 442

with varying top-k retrieval settings, as shown in 443

Figure 3. Increasing top-k improves performance 444

initially, but beyond 15, the improvement flattens 445

and even showing a downward trend. This trend is 446

observed across all three types of data, suggesting 447

that noise affects each evolution level similarly. 448

We also noticed that on the evolved and un- 449

charted data, RAG’s performance on multi-hop 450

data exceeds that of the closed-book, while the op- 451

posite holds for stable data. Because of lacking of 452

explicit keyword, the noise introduced in multi-hop 453

retrieval is likely to be less relevant to the answer, 454

and this noise do negatively affect the model’s uti- 455

lization of its known internal knowledge. 456

Self-critique failed to improve the perfor- 457

mance of RAG. Inspired by recent advancements 458
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Figure 3: RAG performance across top-k values of Contriever; the dashed line represents closed-book QA results.

Method Stable Evolved Uncharted
Single-hop Multi-hop Single-hop Multi-hop Single-hop Multi-hop

Open-book 86.87 56.40 75.24 (83.47) 60.30 83.52 51.32
SC Open-book | Memory 64.84 28.32 53.78 (65.74) 26.73 51.10 24.01
SC Open-book | Open-book 84.80 35.21 72.85 (81.53) 42.68 80.53 36.56

BM25 59.41 14.42 36.13 (53.78) 13.85 44.93 15.47
SC BM25 | Memory 50.84 16.19 28.12 (47.42) 12.97 32.60 16.36
SC BM25 | BM25 58.20 11.88 36.13 (52.95) 10.55 43.96 12.44
SC BM25 | Contriever 72.94 15.80 47.57 (71.28) 15.20 69.87 17.62

Contriever 77.90 19.37 48.99 (72.70) 17.85 72.69 21.42
SC Contriever | Memory 60.42 17.78 35.98 (58.41) 14.41 44.05 17.02
SC Contriever | BM25 63.50 13.60 35.83 (55.05) 12.04 46.52 13.93
SC Contriever | Contriever 73.74 17.14 46.52 (70.83) 15.34 69.07 17.84

Table 5: Performance of self-critique. ‘A | B’ means using B as the reference context to check the answer of A.
Values in parentheses indicate the precision of all answers that contain outdated answers.

in self-critique techniques (Shinn et al., 2023;459

Valmeekam et al., 2023), we investigated the poten-460

tial of self-critique to enhance RAG by verifying461

the consistency between generated answers and462

contexts (or memory), enabling the model to revise463

its responses on their own. Experiments combining464

RAG with self-critique, as summarized in Table 5,465

revealed that self-critique did not improve RAG’s466

performance. While using stronger retrieval re-467

sults as reference context enhanced weaker retrieval468

models, it still fell short of directly leveraging the469

stronger retrieval. We attribute this limitation to470

that models tend to rely on their internal knowl-471

edge when faced with uninformative context. Dis-472

tinguishing when to rely on internal memory versus473

retrieved context remains a non-trivial challenge.474

4.4 Continual Learning475

CL shows modest yet consistent improvement.476

In Table 4, on single-hop questions, both CPT and477

SFT yield notable gains, with +4.22%/5.36% and478

+5.62%/8.50% on stable facts, and +4.23%/4.31%479

and +4.94%/6.26% on uncharted facts for Llama480

and Mistral, respectively. On evolved fact, when481

only considering the latest answer, improvements 482

are smaller, at +1.87%/1.57% and +3.74%/4.94% 483

for Llama and Mistral. Including outdated answers 484

brings performance closer to stable and uncharted 485

fact, highlighting challenges in modifying knowl- 486

edge. Unlike RAG, CL does not negatively impact 487

multi-hop questions but instead improves perfor- 488

mance, demonstrating its potential in integrating 489

knowledge without sacrificing multi-hop scenarios. 490

CPT and SFT are complementary. We further 491

explore the performance of combining CPT and 492

SFT. Drawing inspiration from (Jiang et al., 2024), 493

we evaluate the impact of different training orders 494

of CPT and SFT. As shown in Table 4, in closed- 495

book QA, improvements are observed across all 496

data types when combining CPT and SFT, with 497

the best performance achieved when applying SFT 498

first, followed by CPT—consistent with the find- 499

ings in (Jiang et al., 2024). These results suggest 500

a synergistic effect between CPT and SFT in inte- 501

grating new knowledge into the model. 502

SFT demonstrates superior knowledge inte- 503

gration over CPT. It is non-trivial to compare CPT 504

and SFT using the EM metric, as their performance 505

7



Figure 4: Probability shift (%) of CL methods on Llama
for the first token of the golden answer.

Figure 5: Popularity effects of SFT on Llama. Due to
data scarcity, we aggregated the popularity levels of 0
and 1 into a single category, as well as levels 5 and 6.

is quite similar. Therefore, we introduce a simpli-506

fied Persuasion Score (Du et al., 2024) that mea-507

sures how the CL method affects the model’s prob-508

ability of generating the correct answer. As shown509

in Figure 4, the probability shifts reveal that SFT is510

much better at correcting the model’s predictions511

than CPT. Furthermore, the combination of CPT512

and SFT shows a significant impact regardless of513

the order in which they are applied.514

Popularity influences the effectiveness of CL.515

Popularity is a well-known factor that affects the516

performance of knowledge acquisition (Mallen517

et al., 2023). To examine this, we follow recent518

research that considers Wikipedia page views as a519

measure of popularity and investigate its influence520

across different levels of knowledge evolution.521

As illustrated in Figure 5, the results show dif-522

ferent trends based on the data’s evolution level.523

In the closed-book QA setting, stable data exhibits524

a positive correlation with popularity, which is in-525

tuitive since more popular knowledge is likely to526

have been encountered by the model. In contrast,527

both evolved and uncharted data show minor cor-528

relation with popularity, indicating that the model529

lacks relevant knowledge.530

When augmented with SFT, stable data contin- 531

ues to show a positive correlation with popular- 532

ity, while evolved data highlights the difficulty of 533

reflecting changes in the model’s internal knowl- 534

edge. Interestingly, the model appears to learn 535

new knowledge more effectively when the popu- 536

larity is lower. For example, the improvement is 537

significantly greater when the log popularity is 1 538

compared to when it is 5. These findings suggest 539

that, rather than merely increasing the data scale, 540

the proportion of training data should account for 541

the popularity of the knowledge being learned. 542

4.5 Combination of RAG and CL 543

RAG shows strong performance on single-hop 544

questions but is limited on multi-hop questions, 545

while CL demonstrates modest yet consistent im- 546

provement on both single-hop and multi-hop ques- 547

tions. A natural approach is to combine RAG and 548

CL to leverage the strengths of both methods. Thus, 549

we conducted experiments with different combina- 550

tions of RAG and CL, as shown in Table 4. 551

The combination of RAG and CL demon- 552

strates a synergistic effect. Integrating RAG 553

with CL enhances performance across data types, 554

particularly on multi-hop questions, compared to 555

RAG with an untuned model. By updating internal 556

knowledge through CL, the model provides more 557

accurate answers when confronted with uninforma- 558

tive context from the retriever. This highlights the 559

potential of combining both methods to leverage 560

complementary strengths effectively. 561

5 Conclusion 562

In conclusion, this study presents EvoWiki, a 563

dynamic, auto-updated benchmark for evaluat- 564

ing LLMs’ ability to utilize evolving knowl- 565

edge. EvoWiki categorizes knowledge into sta- 566

ble, evolved, and uncharted types, addressing chal- 567

lenges like test set contamination and knowledge 568

conflicts while enabling comprehensive analysis 569

through attributes such as referenced context, multi- 570

hop reasoning, and popularity. Experiments with 571

RAG and CL reveal their limitations in handling 572

evolving knowledge, with a combined approach 573

showing promising synergy. EvoWiki sets a new 574

standard for adaptive, contamination-free evalua- 575

tion, advancing research on knowledge utilization 576

in real-world scenarios. 577

8



Limitations578

Despite being recognized as high-quality corpora,579

Wikidata and Wikipedia inevitably contain noise.580

Even newly updated Wikidata entries and newly581

uploaded Wikipedia pages may contain outdated582

knowledge. Our quantitative analysis found that583

new uploads of knowledge (even older knowledge)584

are relatively difficult for LLMs to answer directly.585

And we ensure data adherence to the evolution-586

ary level by restricting direct consistency between587

Wikidata and Wikipedia. Experimental results also588

demonstrate the rationality of our current partition589

scheme. However, this noise cannot be completely590

eliminated, and in the future, we will reduce this591

noise by using more aggressive relation filtering592

strategies and increasing sources of more timely593

knowledge.594

Ethical Considerations595

The dataset in this study is specifically designed for596

research evaluating the performance of language597

models on evolutionary knowledge and is limited598

to research purposes only, not to be used for other599

applications. We have made every effort to min-600

imize bias in the selection of knowledge triples601

and the question-answer generation process, but602

unintended bias leakage may still exist. Therefore,603

thorough examination is crucial for any use beyond604

the intended scope of research.605
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A Cut-off Dates of LLMs 983

According to the model cards of the LLMs, we 984

statically collected the cut-off date of the LLMs as 985

shown in below. 986

• chatGPT-4: Up to December 2023. 987

• chatGPT-3.5: Up to September 2021. 988

• Llama3: March 2023 for the 7B and Decem- 989

ber 2023 for the 70B. 990

• Llama2: Between January 2023 and July 991

2023. 992

• Llama1: Between December 2022 and Febru- 993

ary 2023. 994

• Vicuna 1.1: Between March 2023 and April 995

2023. 996

• Mistral: No official cut-off date. 997

B Detail of Evolution Level Identification 998

Identify the evolution level of a fact, primarily 999

based on the changes in Wikidata and Wikipedia at 1000

three different time snapshots. As shown in the Fig- 1001

ure 2, we first determine the same triples across the 1002

three snapshots based on the unique identifier of the 1003

fact triple in Wikidata. Then we determine whether 1004

the triple has changed at cutoff-time or current- 1005

time; if not, it is temporarily marked as stable data; 1006

otherwise, it is considered evolved data. Next, we 1007

look for facts in the current-time Wikidata data that 1008

did not appear in init-time and cutoff-time, and 1009

these facts are temporarily marked as uncharted. 1010

Next, to further ensure data quality, we added a 1011

distant supervision process to ensure consistency 1012

across Wikipedia. Our strategy is as follows: for 1013

Stable facts, we ensure that the corresponding 1014

fact mentions can be found in all three Wikipedia 1015

snapshots. For Evolved facts, the fact before the 1016

change should have a mention in the corresponding 1017

Wikipedia, while the fact after the change should 1018

only be mentioned in the Wikipedia snapshot from 1019

the time the change occurred and not in earlier 1020

snapshots. For uncharted facts, the mention should 1021

only exist in the current-time Wikipedia snapshot. 1022
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C Implementation Details of Continual1023

Learning1024

For continual pre-tranining, we simply fine-tune1025

the model with the 15K Wikipedia docuemnts1026

with a language modeling objective. We train the1027

model in 3 epochs with a batch size of 4, using1028

Adam (Kingma, 2014) optimizer with learning rate1029

of 5e-6, and a maximum sequence length of 2048.1030

We use the same hyperparameters for all models.1031

For supervised fine-tuning, we first generate the1032

SFT data with Meta-Llama-3.1-8B-Instruct. Each1033

document of Wikipedia are splited into multiple1034

chunks with a maximum 512 tokens. Then we1035

prompt the model to generate 6 questions for each1036

chunk. We finally get 552K question-answer pairs1037

as the SFT data. We fine-tune the model with the1038

SFT data for 3 epochs with a batch size of 32, using1039

Adam optimizer with learning rate of 5e-6, and a1040

maximum sequence length of 256. We use the1041

same hyperparameters for all models.1042

All implementations are conducted on 4 Nvidia1043

A6000 GPUs. We use the Huggingface’s transform-1044

ers library (Wolf et al., 2020), and implementate1045

parameter-efficient fine-tuning with Lora (Hu et al.,1046

2021) and set rank 16 and alpha 256.1047
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D Human Evaluation Guidelines1048

The human evaluation guidelines for data quality validation are presented in Table 6.1049

Guideline of Data Quality Evaluation

This evaluation focuses on the Fluency, Answerability, and Accuracy of the generated question-answer pairs. Each
question will have referenced context, referenced document, and two corresponding answers: the latest answer and all
answers (where the latest answer and all answers are the same except for the evolved data). Accuracy is evaluated based
on the latest answer.

Case

Question: What is the occupation of Ashley Neal?

Latest Answer: [’driving instructor’, ’YouTuber’]

All Answer: [’driving instructor’, ’YouTuber’, ’association football player’]

Referenced Context [’Retired from football, Neal now works as a driving instructor and YouTuber.’, ’He is now a
driving instructor and instructor trainer.’]

Referenced Document [’Ashley Neal (born 16 December 1974) is an English former professional footballer who played
as a defender ... as of 16th December 2023 it had over 5,700 subscribers.’]

Scoring Guide

Fluency
3: The question is perfectly clear and grammatically correct, with no ambiguities or errors.

2: The question is mostly clear but contains minor grammatical errors or slight ambiguities that
do not hinder understanding.

1: The question is unclear, incomplete, or contains major grammatical errors that make it difficult
to understand.

Answerability
3: The question is highly specific and can be answered unambiguously based on the provided
context.

2: The question is somewhat specific but may lead to multiple interpretations or require additional
clarification.

1: The question is vague or too broad, making it difficult to determine an exact answer.

Accuracy
3: The provided answer completely and accurately addresses the question without any inconsis-
tencies.

2: The provided answer addresses the question partially, with minor inaccuracies or missing
details.

1: The provided answer does not accurately address the question or is irrelevant to the question.

Table 6: Human evaluation guidelines for data quality validation.

E Prompts1050

E.1 Question Generation1051

The following prompt is used for question generation. The placeholders inside the single curly braces will1052

be replaced respectively with the corresponding number of hops, triple strings, answer lists, and template1053

questions.1054
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This is a {hop_num}-hop question generation task. You are given {hop_num} factual triples. Each triple
consists of a subject entity, a relation, and an object entity. You should generate a question that ask about the
last hop object entity. For a given triple, you should first understand the factual triples about what the fact is
about. Then you need to union the relations of the multiple hops to generate a question that can be answered by
the answer list.
The question should follow the below requirements:
- The question could only mention the subject entity of the first hop and the relations of the multiple hops. DO
NOT mention any other entities.
- The question should be generated based on the union of the relations of the multiple hops.
- The question should be a valid question that can be answered by the answer list.
- You are given a template question. You should rewrite the template question to make it natural. DO NOT
introduce any new information that is not in the template question.
For example, you are given the triples to generate a 2-hop question:
hop1: [Ksenija Zadorina](Q457910), [country of citizenship](P27), [[Russia]]([Q159])
hop2: [Russia](Q159), [follows](P155), [[Soviet Union]]([Q2164])
answer list: [Soviet Union]
template question: What is the follows of the country of citizenship of Ksenija Zadorina?
Understanding the factual triples:
This is a 2-hop relation. The first hop can be interpreted as: “Ksenija Zadorina has the country of citizenship
as Russia.” This means that Ksenija Zadorina is a Russian citizen. The second triple can be interpreted as:
“Russia follows the Soviet Union.” This likely refers to the historical transition where Russia is considered the
successor state to the Soviet Union.
Based on these triples, I can generate a 2-hop question by rewriting the template question to make it natural:
Which entity does the country of citizenship of Ksenija Zadorina follow? And the answer is [Soviet Union],
which is aligned to the requirement that the answer should be in the answer list. In this question, only mentioned
the subject entity of the first hop and the relations of the multiple hops. The question is a valid question that
can be answered by the answer list.
Quetion: Which entity does the country of citizenship of Ksenija Zadorina follow?
Answer: Soviet Union
Now, you are given the following triples to generate a {hop_num}-hop question:
{triple_str}
answer list: {answer_list}
template_question: {template_question}
Understanding the factual triples:

1055

E.2 SFT Data Generation 1056

The following prompt is used for generating SFT data. The placeholders inside the single curly braces 1057

will be replaced with the Wikipeida title and dump context. 1058

I want you to act as a question writer expert. Your objective is to write **10** really complex and difficult
question according to the given context make those famous AI systems (e.g., ChaGPT and GPT4) a bit harder
to handle.
## Generate Criterion
1. The question should be answerable without the given context. The question descirption should contain as
much background information as possible, so the LLM can understand what the question is asking and where
to find the answer.
2. The question should require llm to have already learnt and understood the context carefully so they can
directly give the answer.
3. Ensure that you can confidently answer the questions you are proposing, if you can not answer it correctly
or have no related knowledge about the entity please return "None".
4. Provide the only one correct answer to the generated question
5. The output format is as follows:
Question-Answer 1:
Question: {{the first generated question according to the fact and the context}}
Answer: {{the correct answer}}
Question-Answer 2:
Question: {{the second generated question according to the fact and the context}}
Answer: {{the correct answer}}
...
## Title
{title}

## Context
{context}

## Response
Question-Answer 1:

1059
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E.3 Answer Without Context1060

The following prompt is used for performing closed-book QA. The placeholders inside the single curly1061

braces will be replaced with questions in the dataset.1062

Answer the question directly with a single word or short phrase representing the most recent answer.
The response format is as follows:
# Answer
The correct answer: your answer
# Question
{question}
# Answer
The correct answer:1063

E.4 Answer With Context1064

The following prompt is used for performing open-book QA and RAG. The placeholders inside the single1065

curly braces will be replaced with questions and referenced context (or retrieved chunks).1066

Answer the question directly based on the latest context, using a single word or short phrase.
The response format is as follows:
# Answer
The correct answer: your answer
# Context
{context}
# Question
{question}
# Answer The correct answer:1067

E.5 Self-Critique Prompt1068

The following prompt is used for performing self-critique. The placeholders inside the single curly braces1069

will be replaced with questions and the answer to be judged.1070

Check if the student answer of the question is correct, answer with Yes/No, and provide the correct answer if
it’s not correct.
The response format is as follows:
# Answer
Yes/No: your reason
The correct answer: your answer
For example, if the studen answer is correct, your response is:
# Answer
Yes: The student answer is correct
The correct answer: studen answer
If the student answer is not correct, your response is:
# Answer
No: The correct answer is correct answer which is reason
The correct answer: correct answer
Now, check the student answer below:
# Question
{question}
# Student Answer
{first_answer}
# Answer1071
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