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Abstract

Caused by the exponential growth of scientific
research, the number of scientific publications
and reports, one of the most urgent and chal-
lenging tasks now is the early detection of trend-
ing topics. In this paper, we investigate recent
topic modeling approaches to accurately extract
trending topics at an early stage. The incremen-
tal training technique is suggested so that the
model can operate on data in real-time. For vali-
dation, we propose a novel dataset that contains
a collection of early-stage articles and a set of
key collocations for each trend. The proposed
metric estimates the delay in days when deter-
mining the trend, and the developed matching
method suffices to calculate it automatically.
The conducted experiments demonstrate that
the topic model with regularization, namely
ARTM, is superior to the base PLSA model.
Apart from that, the best ARTM-based model
is able to extract most of the labeled trends
during the first year of their evolution.

1 Introduction

The rapid growth of the number of scientific publi-
cations, journals, and conferences makes it effortful
to reconstruct a full view of specific subject areas.
Nowadays, people have to keep track of numerous
emerging approaches, for which the global scien-
tific importance is not always explicit at the first
moment. Triggered by this fact, more attention is
paid to the methods that solve the research trend
identification task (Ho et al., 2014; Rotolo et al.,
2015; Prabhakaran et al., 2016; Fiarber and Jatowt,
2019; Uban et al., 2021).

In this study, we consider the task of trend-like
topic detection in real-time. The resulting topics
should satisfy the following conditions. Firstly,
they should contain as many trending topics as pos-
sible. We utilize the definition of trend proposed
by Kontostathis et al. (2004), where the emerg-
ing trend is a topic, interest to which was strongly
increased in a particular time interval. Secondly,

trend-like topics should be identified as early as
possible by the time they appear. Finally, each
topic should be semantically homogeneous and im-
partible.

In our experiments we extract trend topics from
Artificial Intelligent (Al) field, but the proposed
approach can be as well applied to other scientific
fields in the future. The systems solving the defined
tasks can be used as a base for various applications:
early trend detection, visualization and analysis of
topic emergence, etc.

In order for the final model to operate in real-
time, we suggest incremental training. At each
timestamp, we aim to generate new topics as dis-
tant as possible from existing ones, which is not
implied a priori in some topic models. Apart from
that, most current topic modeling approaches have
issues associated with the dilution of topics and
terms, and the decorrelation of terms. To overcome
these and other similar problems, we apply a topic
model with additive regularization, namely ARTM
(Vorontsov and Potapenko, 2015).

Despite active research in the field, there is no
single quality metric for comparing trend detection
models. Thus, we propose our intuitional metric in
accordance with the assigned task. Moreover, we
propose an expertly assembled dataset for compari-
son, which we publish in the public domain.

Our contributions can be summarized as the fol-
lowing:

* We propose the usage of the topic model
with additive regularization to overcome the
disadvantages of current trend detection ap-
proaches.

* We suggest the incremental mechanism of
ARTM training utilizing trend keywords to
detect trend topics in real-time.

* We propose a novel public dataset to validate
trend topic detection approaches.



2 Related Work

Trend detection systems generally can be divided
into two groups: semi-auto and auto approaches.
We investigate only approaches that do not require
human interaction.

Generally, automatic detection of trends involves
two stages: topic detection (or identification) and
topic evolution (with emerging trend classifica-
tion).

The first stage is needed to construct the set of
topics from which the trends will be selected. The
following types of approaches can be distinguished:
statistical, knowledge-based and hybrid. Statisti-
cal approaches operate only when provided with
text context. Various models have been already
investigated in this direction: topic modeling (Prab-
hakaran et al., 2016; Uban et al., 2021), clustering
approaches (Mei and Zhai, 2005; Behpour et al.,
2021), etc. Apart from that, some models utilize in-
formation from knowledge bases like the web (Roy
et al., 2002) or citation graphs (Erten et al., 2004;
Chang and Blei, 2010). Hybrid approaches (Jo
et al., 2007; He et al., 2009) combine term-based
topic detection and co-citation/co-authorship graph
analysis.

Due to the specifics of our collection, namely the
length of the full texts of articles, some of the neural
approaches to the topic modeling (like BERTopic)
are not directly applicable.

Topic evolution is utilized to consider topic emer-
gence in time. Here, some approaches use custom
metrics based on the topic characteristics (Ho et al.,
2014; Prabhakaran et al., 2016; Fiarber and Jatowt,
2019; Behpour et al., 2021). Another category of
approaches considers citations-based metrics. In
this way, Le et al. (2006) proposed to use vari-
ous temporal citation-based features to evaluate the
growth in interest and utility of topics over time.

To track topic emergence in real time, we inves-
tigate incremental topic models. Some researchers
(Canini et al., 2009; Hoffman et al., 2010) sug-
gested online techniques for LDA. Nevertheless,
due to the qualitative limitations of LDA-based
approaches, we use the ARTM model (Vorontsov
and Potapenko, 2015) and propose a method of
its incremental training. Our incremental mecha-
nism is based on trend keywords detection. Similar
to our approach, Firber and Jatowt (2019) pro-
posed a method to estimate the impact index of
keywords but did not integrate it in the trend detec-
tion pipeline.

3 Trend Topic Detection
3.1 Approach

In this paper we consider the task of trending topic
detection in real-time. In order to be able to exper-
iment not only with models based on matrix fac-
torization but also other popular approaches (e.g.
clustering-based), we suggest to reduce the topic
detection task to a search problem. Broadly speak-
ing, we have a query for each topic (a topic name),
and the goal is to get relevant lists of terms and doc-
uments associated with it. In our case, the queries
are hidden. Thus, the system should return ranked
lists of per-topic documents and words for each
predefined timestamp.

To obtain real-time predictions, we suggest in-
cremental training of the topic model, so we can
only fine-tune the current model for each update
timestamp, not retrain it from scratch.

Let D be a collection of documents and W be a
dictionary of words (terms). After the last model
update, a new collection of documents D’ appears.
The model should analyze a set of emerging words
W' and update current topics 7' by adding new
topics 7" to it.

The incremental model solves two subtasks:
choosing the number of new topics |7”| and ini-
tializing new topics and adjusting them later.

Generally, topic modeling approaches operate
with matrices ® and © representing word-topic and
topic-document distributions respectively. We sug-
gest an incremental update for each of them. We
consider block matrices ® and © where each block
is associated with a timestamp and a collection of
documents at that time. At each update, we add
new rows and columns to these matrices. Figure 1
shows their features in terms of sparsity. We have
only zero values for the blocks showing the distri-
butions of W' in T, as well as T" in D. Then, we
try to update the matrices so that new topics consist
mainly of new words. Thus, the block showing the
distribution of W in 7" will be relatively sparse.
The same is true for 7" and D’.

In order to determine the number of new topics
for updating, we propose to use a criterion based
on the size of the emerging trend vocabulary V.
This vocabulary consists of terms that have become
much more commonly used compared to the mo-
ment of the last update of the topic model.

Let w € W U W’ be a word from the current
corpus. At the current timestamp, this word is
added to V if it appears in at least mindf documents
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Figure 1: Incremental topic modeling. Zeros are marked
by red, a more sparse matrix is marked with a lighter
green.

and it satisfies the trend condition:

tfnew - tfold
tfoid

Here, tf,)4 1s the count of the occurrence of w
in documents D, and tf,e is the count of the oc-
currence of w in D U D’. « is a regulation hyper-
parameter that sets the degree of increase in the
occurrence of the words to classify them as trend-
ing.

Further, the number of topics is defined as
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In (2), Tyare determines the number of topics at
the initial timestamp, 5 € N limits the number of
added topics, and | -] denotes an integer part.
To solve the recommendation task, we leverage
scores from the ® and © matrices to rank docu-
ments and words most appropriate for each topic.

3.2 Evaluation

At each iteration of the additional training of the
incremental model, the search for the best topic for
each trend is performed as the following.

Let Direng and Wieng be the labeled sets of doc-
uments and words associated with the given trend
respectively. At the output of the model, each topic
is represented by two ranked lists denoted as Dyqpic
and VVtopic-

To perform matching, we calculate scores based
on the Recall @k metric:

‘Xtopic [:ki:m Xtrend| 3)

Here, X [:k] denotes first k elements of the list X .
X is replaced with W or D. We use two different
values of k for documents and words, which are
denoted as kp and kyy.

We combine DRecall@k and WRecall@k
scores to estimate the relevance of the selected

XRecall@k =

topic to the selected trend. We consider the trend
to be detected once it has been matched to some
extracted topic.

Since our goal is to minimize time delay for the
trend detection, the final quality metric is the aver-
age number of days that elapsed from the inception
of a trend to its selection by the model. In our case,
the inception date is the date of the earliest labeled
publication referred to the trend.

4 Dataset

4.1 Data Sources

We used the part of Semantic Scholar Open Re-
search Corpus as the main source of scientific pub-
lications. We considered only publications from 11
conferences that were selected based on data of top
venues of Google Scholar (Al, Computational Lin-
guistic, Computer Vision & Pattern Recognition
sections were chosen) and h-index exceeding 100.

We enriched our dataset by adding information
from the arXiv dataset!, and updated years for
some publications. We exclude the cases when
the article was first published on the arXiv site,
became available to the scientific community and
only after some time appeared in the proceedings
of some conference.

Eventually, our dataset contains the following
attributes for each publication: the paper id on
Semantic Scholar, the title, authors’ ids, venue, ids
of publications it refers to, ids of papers that refer
to it, the date of publication on the arXiv and the
date of the conference.

4.2 Markup

We used the reference graph from the Semantic
Scholar dataset for markup. Initially, we gener-
ated 87 trends for “model”, “method” and “‘task”
types. Further, for each trend we expertly selected
at least 10 relevant publications and more than 5
key collocations.

Thus, we collected a dataset with the following
structure: trend name, trend type, a subset of papers
related to the trend and trend keywords. The dataset
is publicly available at the link http://. ...

S Experiments

5.1 Implementation Details

We extracted collocations based on noun and verb
phrases and used it as additional input in the topic

"https://www.kaggle.com/
Cornell-University/arxiv
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Figure 2: Histogram represents the number of extracted
trend topics depending on delay from its start.

modeling approaches.

The open-source BigARTM library (Vorontsov
et al., 2015) was used to train topic modeling ap-
proaches based on ARTM and PLSA. In the case of
the ARTM model, we used the regularizer named
Decorrelator Phi that contributes to the decorrela-
tion of columns in the ® matrix. The regularization
coefficient 7 was set to 0.2.

We conducted our experiments for two se-
quences of timestamps, updating every 30 days
or 180 days. When updating the model, only those
timestamps were used for which the emerging trend
vocabulary was updated. In both cases, we started
with |Tyare| = 50 initial topics, mindf was set to
10 and o was set to 0.5. For the sequence with
updating every 180 days we used 8 = 150 and for
the 30-day-based sequence we used 5 = 100.

5.2 Topic Detection

We fitted two types of topic models, namely PLSA
and ARTM, for two variants of sequences of times-
tamps (30 and 180 days between updates). Thus,
we analyze results of four models denoted as PLSA-
30, ARTM-30, PLSA-180 and ARTM-180.

We matched the extracted topics with the la-
beled trend topics using scores described in Sec-
tion 3.2. We used thresholds DRecall@k > 0.1
and WRecall@k > 0.3 at each timestamp. Based
on the matched trends, we calculated the delay be-
tween inception and extraction dates of each trend.
Distributions of delays are demonstrated in Figure
2. The histogram illustrates that ARTM-180 is su-
perior to PLSA-180 and even to PLSA-30 in the
early detection task.

Table 1 shows the calculated statistics for the
day delay metric. It can be seen that ARTM-30

Statistic PLSA ARTM

180 30 180 30
mean 526 450 541 428
min 12 1 16 0
25% 153 123 160 105
50% 484 300 367 238
75% 702 603 666 637
max 1966 2326 2880 2002

# extracted 53 57 73 74

Table 1: Statistics of delays over all extracted trend
topics for the chosen sequences of timestamps.

achieved the highest scores in the trend topics ex-
traction task. Moreover, both ARTM models ex-
tracted more than 70 trend topics while the PLSA-
based models detected only about 50 of 87. Al-
though ARTM-180 is not much superior PLSA-180
in terms of delays, it has extracted 20 more trends
due to the regularization.

The quality is limited by several factors: the
sizes of topics and their presence in the validation
dataset (for instance, “em algorithm” and “pattern
recognition” present quite weakly); the occurrence
of keywords in articles (the keyword “gpt” usually
appears in a paper only several times); the dataset
quality and the quality of internal components of
the approach such as the matching procedure.

6 Conclusion and Future Work

In this paper we investigated the topic modeling
approaches to the scientific trend topics detection
task. To make predictions in real-time, we pro-
posed incremental training which consists of topic
updating based on the current vocabulary of trend
words. We used the topic model with the regulariza-
tion, namely ARTM, to detect topics. We described
the validation process and proposed a method for
matching labeled trends and extracted topics.

The expertly labeled dataset was collected for
experiments. It consists of 87 groups of Al ar-
ticles (one group per trend) with corresponding
keywords.

The evaluation demonstrated that ARTM outper-
forms PLSA almost in all cases. Besides, the best
model is able to identify most of the trends during
the first year of their existence.

There are possible directions for further research:
tuning and improving the components of the cur-
rent approach, as well as the investigation of the
trend identification approaches.
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