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Abstract

Generalized Category Discovery (GCD) aims to leverage labeled samples from
known categories to cluster unlabeled data that may include both known and
unknown categories. While existing methods have achieved impressive results
under standard conditions, their performance often deteriorates in the presence
of distribution shifts. In this paper, we explore a more realistic task: Domain-
Shifted Generalized Category Discovery (DS_GCD), where the unlabeled data
includes not only unknown categories but also samples from unknown domains. To
tackle this challenge, we propose a Frequency-guided Generalized Category Dis-
covery framework (FREE) that enhances the model’s ability to discover categories
under distributional shift by leveraging frequency-domain information. Specifi-
cally, we first propose a frequency-based domain separation strategy that partitions
samples into known and unknown domains by measuring their amplitude differ-
ences. We then propose two types of frequency-domain perturbation strategies:
a cross-domain strategy, which adapts to new distributions by exchanging ampli-
tude components across domains, and an intra-domain strategy, which enhances
robustness to intra-domain variations within the unknown domain. Furthermore,
we extend the self-supervised contrastive objective and semantic clustering loss
to better guide the training process. Finally, we introduce a clustering-difficulty-
aware resampling technique to adaptively focus on harder-to-cluster categories,
further enhancing model performance. Extensive experiments demonstrate that
our method effectively mitigates the impact of distributional shifts across various
benchmark datasets and achieves superior performance in discovering both known
and unknown categories.

1 Introduction

Deep learning has achieved remarkable success in visual recognition tasks under closed-world
assumptions [25, 26, 13]. However, visual concepts in the real world are infinite, open-ended, and
constantly evolving, while traditional deep learning models are limited to recognizing a predefined
set of categories and cannot handle unseen concepts. In contrast, humans can recognize new concepts
based on existing knowledge. Inspired by this, Generalized Category Discovery (GCD) [33, 38]
has been proposed to enable models to simultaneously recognize both known and new categories.
However, existing GCD methods typically assume that labeled and unlabeled data come from the
same domain, which is often not the case in real-world scenarios. In practice, data often exhibit
both label and domain shifts. For instance, in clinical applications, medical images collected from
different sources may differ significantly in both appearance and statistical properties, and new
disease categories may emerge unexpectedly. Current GCD methods suffer substantial performance
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Figure 1: Illustration of Domain-Shifted GCD setting (DS_GCD) and the traditional GCD setting.
In the DS_GCD setting, the model needs to categorize known and unknown categories from both
known and unknown domains.

degradation when faced with both unknown categories and domain shifts [35]. This work addresses a
more realistic and challenging problem setting, referred to as Domain-Shifted Generalized Category
Discovery (DS_GCD), where unlabeled data may belong to both unseen categories and entirely
new domains, as illustrated in Fig. 1. DS_GCD requires models to identify novel categories and
domains using only labeled data from known categories, while generalizing across both semantic
and distributional variations. This setting poses major challenges for existing methods. First, most
unsupervised domain adaptation (UDA) approaches cannot be directly applied to DS_GCD, as new
categories lack label supervision, and relying on unlabeled data often leads to poor performance.
Second, current GCD methods lack mechanisms to address domain shifts, resulting in significant
performance drops with novel domains.

Figure 2: Clustering accuracy of all categories using FREE, SimGCD+FDA, and SimGCD. It can be
observed that FREE outperforms SimGCD+FDA both in final clustering accuracy and convergence
speed. In contrast, random transformation in SimGCD+FDA may even hinder the learning of
unknown domains, potentially leading to negative transfer effects.

To address the aforementioned challenges, we propose Frequency-guided Generalized Category
Discovery framework (FREE), a method that tackles the DS_GCD task from a frequency-domain
perspective. Our work is inspired by Fourier Domain Adaptation (FDA) [42], which bridges domain
gaps by leveraging Fourier Transform to exchange low-frequency components (typically associated
with image style) across different domains in the frequency domain. However, directly applying
the FDA to the GCD task poses two key challenges. First, FDA assumes that randomly exchanging
amplitude components between images from different domains can enhance performance on the target
domain. However, in the DS_GCD setting, where domain labels for individual samples are unavailable
and the direction of style transfer cannot be controlled, randomly swapping amplitude components
between images may lead to unstable training and negative transfer, as shown in Figure 2, especially
in the unknown domain. This is because transforming unknown domain samples into the style of the
known domain may distort their original structure or semantic content. Unlike the known domain,
the unknown domain lacks any supervision and relies solely on pseudo-labels to learn clustering,
making the learning process more vulnerable to such instability. Furthermore, this strategy primarily
focuses on global domain adaptation while overlooking intra-class style variations across domains.
To address these issues, we propose a divide-and-conquer strategy that overcomes these limitations in
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a more controlled and class-aware manner. Specifically, we first design a frequency-based domain
separation strategy, which separates known-domain and unknown-domain samples based on the
amplitude differences across different sample sets. We then propose a cross-domain frequency
perturbation strategy that integrates amplitude components from different domains in a class-aware
manner to generate hybrid samples and bridge distribution gaps. Additionally, for unknown domains,
we introduce an intra-domain frequency perturbation strategy to enhance the model’s robustness to
domain-specific variations. Furthermore, we extend the self-supervised contrastive objective and
semantic clustering loss to better guide the training process. These enhancements enable the model to
effectively leverage cross-domain frequency knowledge and discover novel categories from unlabeled
images, even under domain shift conditions. Finally, we propose a clustering-difficulty-aware
resampling strategy, which dynamically evaluates the clustering difficulty of different categories
and encourages the model to focus more on the harder ones. In summary, our contributions are
as follows: 1) We introduce a novel frequency-domain approach to address the GCD task under
domain shifts. 2) We propose frequency-based domain separation and perturbation strategies to
improve domain robustness and cross-domain generalization. 3) We enhance learning with extended
contrastive learning and clustering objectives. 4) We develop a clustering-difficulty-aware resampling
mechanism to focus learning on challenging categories. 5) Extensive experimental results show that
our method is able to remarkably discover new categories while minimizing the effects of domain
shift, and performs far better than state-of-the-art methods on all datasets.

2 Related Works

Category Discovery Category discovery tasks are typically categorized into Novel Class Discovery
(NCD) [5] and Generalized Category Discovery (GCD) [8] settings. NCD was initially introduced by
[12], with the goal of clustering unlabeled samples from novel categories using only labeled data
from known categories. Early methods primarily relied on ranking statistics and self-supervised
contrastive learning to transfer discriminative knowledge from known to unknown categories [12,
44]. Subsequently, UNO [9] utilized a self-labeling strategy based on the Sinkhorn-Knopp (SK)
algorithm, integrating multiple objectives into a unified framework to significantly enhance discovery
performance. Later works further explored category-level semantic relationships to improve clustering
accuracy for unknown categories [18, 11]. GCD extends the NCD setting by allowing unlabeled
samples to contain both known and unknown categories. Vaze et al. [33] proposed to learn unified
feature representations via a combination of self-supervised and supervised contrastive learning,
and applied a semi-supervised K-means algorithm for clustering. Cao et al. [1] proposed ORCA,
a framework that explicitly addresses class distribution mismatch by introducing an uncertainty-
adaptive margin to balance learning between seen and novel classes. Wen et al. [38] introduced a
parametric classifier with self-distillation and entropy regularization, enabling joint optimization of
representation learning and clustering. Wang et al. [36] proposed SPTNet, a two-stage adaptation
framework that jointly optimizes model parameters through fine-tuning and data parameters via spatial
prompt tuning, effectively aligning representations with pre-trained models. Liu et al. [19] proposed
RLCD, a reciprocal learning framework with an auxiliary branch for base classification and class-wise
distribution regularization, enabling mutual refinement between branches and mitigating base-class
bias in generalized category discovery. Recent studies have also extended the GCD problem to more
complex scenarios such as active learning [21] and federated learning [24]. Although existing GCD
methods have achieved promising results, most neglect domain shifts in unlabeled data. To address
this limitation, HiLo [35] tackles distributional shift by minimizing mutual information between
semantic and domain features, using PatchMix [46] for augmentation and curriculum learning for
training. However, its layer-wise disentanglement assumption and random patch mixing may cause
noise and instability. CDAD-Net [29] further explores cross-domain category discovery by aligning
source and target prototypes via entropy-driven adversarial and neighborhood-based contrastive
learning, though adversarial optimization can still introduce instability.

Unsupervised Domain Adaptation Current Unsupervised Domain Adaptation (UDA) approaches
for cross-domain knowledge transfer are mainly categorized into two strategies. The first aims to
narrow the distribution gap between source and target domains to improve generalization. Common
techniques include moment matching [20, 23, 32, 7, 6] and adversarial training [30, 31, 10] to learn
domain-invariant features. The second strategy focuses on employing larger and more expressive
models to mitigate domain shifts. For example, TVT [41] injects transferability information into
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multi-head attention modules to guide learning of transferable and domain-specific features. MTTrans
[43] utilizes multi-level feature alignment and pseudo-labeling to enable cross-domain knowledge
transfer. CDAC [37] enhances target domain performance through multi-consistency constraints at
the attention level. In addition, recent research has explored frequency-based domain adaptation
strategies [42]. These studies have found that domain-specific style information is typically encoded
in the low-frequency and amplitude components of images, while semantic content is primarily
captured in the phase components. By perturbing and aligning features in the frequency domain,
such methods improve robustness to domain shifts. Despite these advancements, most UDA methods
focus on improving performance on target domains sharing the same categories as the source and are
not designed to discover new unknown categories, making them ineffective for the challenges posed
by DS_GCD.

3 Preliminaries

Problem Formulation In the DS_GCD setting, we have a labeled dataset Dl = {xli, yli}N
l

i=1, where
each image xli ∈ RH×W×C is drawn from a known domain TA, and yli is its corresponding label.
In addition, we have an unlabeled dataset Du = {xui }N

u

i=1, where images may originate from either
the known domain TA or an unknown domain TB . Note that unknown domains may also consist of
multiple domains. Let Cl denote the set of classes in the labeled dataset, and Cu denote the set of
classes in the unlabeled dataset. The labeled dataset contains only the known classes, i.e., Cl = Cold,
while the unlabeled dataset contains both known and unknown classes, i.e., Cu = Cold ∪ Cnew. The
number of categories in the unlabeled dataset can either be a known prior or estimated in advance
using an offline class number estimation algorithm [33]. The goal of DS_GCD is to leverage the
knowledge contained in the labeled dataset Dl to cluster the images in Du, regardless of whether they
originate from known or unknown domains.

Revisiting SimGCD SimGCD [38] is the first parametric classifier that jointly optimizes multiple
objectives in an end-to-end manner. It leverages two synergistic losses: a contrastive loss and a
clustering loss. Specifically, for an input image x, the contrastive loss consists of an unsupervised
contrastive loss applied to all samples and a supervised contrastive loss applied to labeled samples,
formulated as:

Lrep(x) = − 1

|P (i)|
∑

p∈P (i)

log
exp (zi · zp/τ)∑

a∈A(i) exp (zi · za/τ)
, (1)

where z = G(E(x)), E and G denote the feature extractor and projection head respectively. τ is the
temperature parameter. P (i) denotes the set of positive samples for xi in A(i). For the unsupervised
part, P (i) contains only the augmented views of the same image. For the supervised part (on labeled
data), P (i) also includes samples with the same ground-truth label of xi.

The clustering loss consists of two components: a cross-entropy loss on labeled samples, a self-
distillation loss on all samples, which is given by:

Lcls(x) = −
Cu∑
k=1

qk(x) log pk(x), (2)

where p = F (E(x)), where F is the prototype classifier. For self-distillation loss on all samples,
the supervised signal q is the pseudo-label of the prediction from another view after temperature
sharpening; For supervised learning on labeled samples, on the other hand, q is its corresponding
ground truth label. The overall optimization objective of SimGCD is thus formulated as:

LSimGCD = (1− β)
∑
x∈B

(Lrep(x) + Lcls(x)) + β
∑
x∈Bl

(Lrep(x) + Lcls(x)) + ϵ△, (3)

where △ is an entropy regularization loss to prevent inactive classifier prototypes. β and ϵ are balance
hyperparameters. B and Bl represent the current batch and the labeled subset of the current batch,
respectively. Although SimGCD performs well on GCD tasks within known domains, its performance
drops significantly when facing unseen domain shifts due to a lack of consideration for distributional
discrepancies. Next, we introduce the FREE framework, which incorporates four key innovations to
effectively address domain shift in GCD tasks.
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Figure 3: The overall framework of our proposed FREE method.

4 Frequency-guided Generalized Category Discovery Framework

The overall framework of our proposed FREE method is illustrated in Fig. 3. We first introduce a
frequency-guided domain separation strategy to effectively distinguish between known and unknown
domains. Then, we design domain-specific frequency perturbation strategies tailored for known and
unknown domains, respectively, and jointly optimize the model using contrastive loss and clustering
loss. Finally, we further propose a clustering difficulty-aware sampling strategy to enhance the
model’s ability to cluster challenging categories more effectively.

4.1 Frequency-Based Domain Separation (FDS)

Previous studies have demonstrated that the amplitude component predominantly captures the style
information of an image [42, 39]. Motivated by this insight, we exploit the amplitude discrepancies
between unlabeled samples and labeled anchor samples to facilitate domain separation. Specifically,
given an image xi ∈ RH×W×C , where C, H , and W denote the number of channels, height, and
width, respectively. We apply the Fast Fourier Transform (FFT) [4] to each channel to convert
the image into the frequency domain: x̂i(u, v) = F(xi). Here, F denotes the FFT operator. The
frequency representation can then be decomposed into an amplitude component Ai and a phase
component Pi, defined as:

Ai =
√
R(x̂i)2(u, v) + I(x̂i)2(u, v),Pi = arctan

(
I(x̂i)(u,v)
R(x̂i)(u,v)

)
, (4)

where u and v are the corresponding frequency coordinates in the spectral domain. R(x̂i) and I(x̂i)
represent the real and imaginary parts of the frequency representation x̂. To enhance interpretability,
we centralize the amplitude spectrum by shifting low-frequency components to the center of the
spectrum. To determine whether an unlabeled sample originates from a known or unknown domain,
we analyze the discrepancy between its amplitude component and the anchor set of amplitude
representations from labeled known-domain samples. Specifically, we define a density-based function
between the unlabeled amplitude feature Ai and the anchor set DA:

d(Ai,DA) =
1

K

∑
Aj∈Q(Ai,DA)

A⊤
i Aj

∥Ai∥2 · ∥Aj∥2
(5)

where Q(Ai,DA) denotes the set of K-nearest neighbors (KNN) of the amplitude representation Ai,
retrieved from the anchor set DA, where each element in DA corresponds to the amplitude component
of a labeled sample from the known domain.

To model the distribution of this density score, we employ a Gaussian Mixture Model (GMM)
[28] with two components, corresponding to known and unknown domains. Let ζ ∈ Z =

5



{known, unknown} be a latent variable representing domain membership. The GMM parameters are
denoted as γ = {µζ ,Σζ , πζ}ζ∈Z , where µζ , Σζ , and πζ denote the mean, covariance, and mixture
weight of component ζ, respectively. The posterior probability pγ(ζ | x,DA) can be decomposed
into: pγ(ζ | x,DA) =

pγ(x|ζ,DA)·pγ(ζ|DA)
pγ(x|DA) , where pγ(ζ | DA) = πζ representing the ownership

probability of ζ, and pγ(x | DA) being a normalisation factor. pγ(x | ζ,DA) is modeled using a
Gaussian distribution:

pγ(x | ζ,DA) = N (d(A,DA) | µζ ,Σζ) . (6)

The parameters γ are estimated via the Expectation-Maximization (EM) algorithm [3]. This proba-
bilistic modeling enables a soft partitioning of unlabeled samples into known and unknown domains
based on their amplitude similarity profiles.

4.2 Cross-Domain Frequency Perturbation (CDFP)

Given that the model is more familiar with the known domain and benefits from partial label
supervision, training on the known domain can help the model learn domain-invariant feature
representations. We propose a class-aware cross-domain frequency perturbation strategy to bridge
the domain gap. Specifically, we first generate pseudo-labels for both known and unknown domain
samples. Then, for each known-domain sample xkdi,k of class k, we randomly select a sample xudj,k
from the unknown domain that is also predicted as class k, and obtain a perturbed known-domain
sample by replacing the low-frequency amplitude components:

x̃kdi,k = F−1[f̃{F(xudj,k),F(xkdi,k)}]. (7)

where f̃ represents the low frequency swapping operation in [42]. To mitigate the impact of noisy
pseudo-labels, we perform class-aware low-frequency amplitude spectrum exchange only between
samples whose predictions have confidence exceeding a predefined threshold η. To address the
case where a pseudo-labeled class may be absent within a mini-batch, we maintain a memory
bank M using a first-in-first-out (FIFO) mechanism to store the most recent M unknown-domain
samples. During the early training stage, when class coverage is limited, we randomly sample
from the unknown domain to perform frequency perturbation. As training progresses, the memory
bank gradually accumulates samples from all classes. Once the perturbed samples are generated
via cross-domain frequency manipulation, we train the model using the same loss formulation as
in Eq. (3), now adapted for the perturbed known-domain samples. The modified contrastive and
clustering losses for cross-domain training are denoted as:

Lkd = (1− β)
∑

x∈Bkd

(Lrep
kd (x) + Lcls

kd (x)) + β
∑
x∈Bl

(Lrep
kd (x) + Lcls

kd (x)), (8)

where Bkd denotes the known domain samples within the unlabeled dataset. Note that we also apply
perturbation to the labeled known domain samples to fully leverage the available label information.

4.3 Intra-Domain Frequency Perturbation (IDFP)

To further improve the model’s recognition performance on unknown domains, we propose an intra-
domain frequency perturbation strategy to enhance the model’s invariance to variations within the
unknown domain. Specifically, for each unlabeled sample in the unknown domain, we apply two
independent random data augmentations to generate two distinct views. We then apply the FFT to
convert both views into the frequency domain, exchange their low-frequency amplitude components,
and use the inverse Fast Fourier Transform F−1 to reconstruct the perturbed samples:

x̃i = F−1[f̃{F(S̃ (xi)),F(S (xi))}] (9)

where S and S̃ represent different data augmentations. Note that there are two augmented samples
at this stage, and we randomly select one of them for training. To encourage the model to focus on
learning semantically meaningful features while remaining invariant to domain-specific styles, we
employ the loss defined in Eq. (3). The key difference is that we treat the frequency-perturbed views
as additional positive pairs in contrastive learning, thereby promoting robust representations. For
the clustering loss, we replace the soft assignment q with pseudo-labels obtained by sharpening the
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predictions from the frequency-augmented counterpart. The modified contrastive and clustering loss
for intra-domain learning is defined as:

Lud =
∑

x∈Bud

(
Lrep
ud (x) + Lcls

ud (x)
)
, (10)

where Bud denotes the unknown domain samples within the unlabeled dataset.

Finally, by combining the losses from known-domain and unknown-domain, the overall training
objective of our framework is defined as: Ltotal = Lkd + Lud + ϵ△ .

4.4 Clustering Difficulty-Aware Sampling (CDAS)

While the above approaches have effectively alleviated the impact of domain distribution shift in
GCD, it overlooks the varying levels of clustering difficulty across categories. This limitation may
lead to suboptimal representation learning and clustering performance. To address this issue, we
propose a clustering difficulty-aware sampling strategy, which adaptively samples data according
to the difficulty level of each class. By focusing more on hard-to-cluster categories, the model
can better allocate learning capacity where it is most needed. To quantify clustering difficulty, we
introduce a new metric based on the class prototypes O = [o1; . . . ; oCu ] learned by the prototype
classifier. The metric integrates two complementary components: intra-class compactness and inter-
class separability. The intra-class compactness is measured by evaluating the variance of feature
embeddings within each predicted class: dintra

c = 1
Nc

∑
ŷi=c(E(xi) − oc)(E(xi) − oc)

⊤, where

ŷi = argmaxc p
(c)
i denotes the predicted label for sample xi, E(xi) denotes the feature embedding

of sample xi, and Nc is the number of samples assigned to class c. A higher variance dintra
c indicates

greater dispersion of features within the class, suggesting increased clustering difficulty. The inter-
class separability is designed to assess the degree of distinction between different class prototypes.
Classes with closer prototype distances are more prone to confusion. This is formally defined as:
dinter
c = 1

|Cu|−1

∑Cu

j=1,j ̸=c sim(oc, oj), where sim(·, ·) is the cosine similarity, a larger dinter
c implies

reduced inter-class margin and higher difficulty in distinguishing class c from others. Based on
intra-class variance and inter-class similarity, we compute a comprehensive learning difficulty score
and convert it into a sampling probability for each category:

pcdifficulty =
exp(dintra

c + dinter
c )∑Cu

j=1 exp(dintra
j + dinter

j )
(11)

where c = 1, . . . , Cu is the category index. During training, a category c is drawn from the categorical
distribution pcdifficulty, where pcdifficulty indicates the relative clustering difficulty of each class. Feature
embeddings predicted by the model as belonging to the selected category are then retrieved and used
in subsequent classification or contrastive learning to refine the feature space. By assigning higher
sampling probabilities to more challenging categories, the model is encouraged to focus on difficult
clusters, thereby improving overall clustering performance.

5 Experiments

5.1 Experimental Setup

Data Preparation To validate the effectiveness of the proposed method, we conduct experiments
on DomainNet [23] and the Corrupted Semantic Shift Benchmark (SSB-C) [35]. DomainNet consists
of approximately 600,000 images across 345 categories, distributed over six distinct domains: Real,
Clipart, Infograph, Painting, Quickdraw, and Sketch. SSB-C is built upon the Semantic Shift
Benchmark (SSB), which includes three fine-grained datasets: CUB [34], Stanford Cars [15], and
FGVC-Aircraft [22]. SSB-C introduces nine types of corruption to each sub-dataset to simulate
domain shifts, namely: Gaussian noise, shot noise, impulse noise, zoom blur, snow, frost blur, fog,
speckle noise, and spatter. Each corruption type is applied at five levels of severity, resulting in a
challenging benchmark for evaluating robustness under semantic and visual distribution shifts.

Following the protocol in [35], for the DomainNet dataset, we designate the Real domain as the
known domain TA, and treat each of the remaining domains in turn as the unknown domain TB (or
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alternatively, combine all remaining domains as a unified unknown domain TB). For the SSB-C
benchmark, we follow a similar setup [35]: for each dataset, we use its original (clean) version as
the known domain TA, and its corrupted variant as the unknown domain TB . Regarding category
partitioning, we adopt the same practice as in [33, 35]. Specifically, for the known domain TA, we
randomly select a subset of categories as the known classes. Then, 50% of the samples from these
known classes are used to construct the labeled dataset Dl, while the remaining samples (along with
all samples from the unknown domain TB) form the unlabeled dataset Du. Detailed data splits are
summarized in Table 5 in the Appendices.

Implementation Details and Evaluation Metrics Following [35, 33], We used clustering ac-
curacy as the main metric to evaluate clustering performance. For the DomainNet and SSB-
C datasets, we report clustering accuracy across different subsets of the unlabeled data from
the known domain TA and unknown domain TB , including accuracy over all classes (All), Old
classes only (Old), and New classes only (New). Clustering accuracy is computed as follows:
ClusterAcc = 1

N

∑N
i=1 1 {yi = ψ (ŷi)} , where yi denote the ground-truth labels, ŷi denote the

model predictions, and ψ be the optimal permutation that aligns the predicted labels with the ground-
truth labels using the Hungarian algorithm [16].

Following [35, 33], we adopt the DINO [2] pretrained ViT-B/16 as our backbone network. Both
the projection head and classification head are implemented as multi-layer perceptrons (MLPs). We
fine-tune only the last layer of the ViT-B/16 backbone. The learning rate is initialized to 0.1 and
adjusted throughout training using a cosine annealing schedule. The model is trained for 200 epochs
using the SGD optimizer with a batch size of 256. The hyperparameters β, η,and ϵ are set to 0.35,
0.9, and 0.1 respectively [38], and the memory bank size M is set to 1024. The number of nearest
neighbors K is set to 3. To accelerate K-nearest neighbor computations, we utilize the Faiss library
[14]. All algorithms are run three times with different random seeds, and we report the averaged
results. All models were implemented in PyTorch and trained using eight NVIDIA RTX 4090 GPUs.
Please refer to the Appendices for additional training details and full hyperparameter settings of our
method.

Table 1: Clustering performance of different methods on the DomainNet benchmark. For each task,
we use Real as the known domain TA and sequentially select one domain from Painting, Sketch,
Quickdraw, Clipart, and Infograph as the unknown domain TB . Clustering accuracies are reported
for both TA and TB .

Methods
Real+Painting Real+Sketch Real+Quickdraw Real+Clipart Real+Infograph

Real Painting Real Sketch Real Quickdraw Real Clipart Real Infograph

All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 34.1 62.0 19.7 29.7 49.7 9.6 34.2 62.0 19.8 17.1 31.1 6.8 34.1 62.5 19.5 4.1 4.4 3.9 34.0 62.4 19.4 24.1 45.1 6.2 34.2 62.4 19.6 12.5 21.9 6.3
UNO+ 44.2 72.2 29.7 30.1 45.1 17.2 43.7 72.5 28.9 12.5 17.0 9.2 31.1 60.0 16.1 6.3 5.8 6.8 44.5 66.1 33.3 21.9 35.6 10.1 42.8 69.4 29.0 10.9 15.2 8.0
ORCA 31.9 49.8 23.5 28.7 38.5 7.1 32.5 50.0 23.9 11.4 14.5 7.2 19.2 39.1 15.3 3.4 3.5 3.2 32.0 49.7 23.9 19.1 31.8 4.3 29.1 47.7 20.1 8.6 13.7 7.1
GCD 47.3 53.6 44.1 32.9 41.8 23.0 48.0 53.8 45.3 16.6 22.4 11.1 37.6 41.0 35.2 5.7 4.2 6.9 47.7 53.8 44.3 22.4 34.4 16.0 41.9 46.1 39.0 10.9 17.1 8.8
SimGCD 61.3 77.8 52.9 34.5 35.6 33.5 62.4 77.6 54.6 16.4 20.2 13.6 47.4 64.5 37.4 6.6 5.8 7.5 61.6 77.2 53.6 23.9 31.5 17.3 52.7 67.0 44.8 11.6 15.4 9.1
SPTNet 61.6 76.9 54.7 35.2 35.9 35.1 63.3 77.8 55.3 16.7 26.0 11.3 47.1 65.6 35.4 6.9 5.7 7.7 62.5 76.5 55.4 24.7 30.9 18.8 54.5 67.9 46.2 11.9 19.4 7.9
RLCD 62.1 78.3 53.8 36.9 35.7 36.2 62.8 77.4 55.7 17.0 20.4 15.2 49.1 67.8 38.0 7.0 5.8 7.8 62.3 77.1 54.7 24.5 38.0 13.9 57.2 68.3 48.1 12.0 15.9 9.8
CDAD-Net 63.6 77.8 56.3 38.4 38.4 37.5 61.9 76.3 52.1 17.3 20.9 15.9 48.5 66.5 36.7 6.4 5.6 7.3 61.3 77.0 53.1 25.2 31.9 19.0 56.5 68.0 47.1 11.8 15.6 9.4
HiLo 64.4 77.6 57.5 42.1 42.9 41.3 63.3 77.9 55.9 19.4 22.4 17.1 58.6 76.4 52.5 7.4 6.9 8.0 63.8 77.6 56.6 27.7 34.6 21.7 64.2 78.1 57.0 13.7 16.4 11.9
FREE 67.7 78.1 61.2 45.6 46.1 44.8 67.8 78.2 61.6 22.5 25.8 20.9 61.4 78.1 55.1 8.9 7.8 9.0 66.4 78.1 60.1 29.3 37.2 26.3 68.1 78.9 60.2 16.1 18.6 13.4

Table 2: Clustering performance of different methods on the SSB-C benchmark. For each dataset
(CUB, Scars, and FGVC), we use the original clean version as the known domain TA and its
corresponding corrupted version as the unknown domain TB . Clustering accuracies are reported for
both TA and TB .

Methods
CUB-C Scars-C FGVC-C

Original Corrupted Original Corrupted Original Corrupted

All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 19.3 22.0 15.4 13.6 23.9 4.5 14.8 20.8 7.8 11.5 22.6 1.0 14.4 16.4 14.5 8.3 15.6 5.0
UNO+ 25.9 40.1 21.3 21.5 33.4 8.6 22.0 41.8 7.0 16.9 29.8 4.5 22.0 33.4 15.8 16.5 25.2 8.8
ORCA 18.2 22.8 14.5 21.5 23.1 18.9 19.1 28.7 11.2 15.0 22.4 8.3 17.6 19.3 16.1 13.9 17.3 10.1
GCD 26.6 27.5 25.7 25.1 28.7 22.0 22.1 35.2 20.5 21.6 29.2 10.5 25.2 28.7 23.0 21.0 23.1 17.3
SimGCD 31.9 33.9 29.0 28.8 31.6 25.0 26.7 39.6 25.6 22.1 30.5 14.1 26.1 28.9 25.1 22.3 23.2 21.4
SPTNet 33.0 34.5 31.2 30.1 33.1 26.1 28.0 40.2 27.9 24.2 32.1 16.3 28.7 30.2 27.9 24.8 25.7 23.9
RLCD 35.9 35.1 33.2 32.3 34.8 28.5 29.8 41.2 30.4 25.3 33.4 18.1 27.9 30.1 26.8 24.4 26.8 22.7
CDAD-Net 40.4 38.9 39.3 37.7 39.1 34.2 32.1 42.9 32.2 28.8 35.6 21.4 33.8 35.5 31.2 27.8 29.6 25.6
HiLo 56.8 54.0 60.3 52.0 53.6 50.5 39.5 44.8 37.0 35.6 42.9 28.4 44.2 50.6 47.4 31.2 29.0 33.4
FREE 60.4 58.5 63.2 55.7 57.1 53.7 43.6 48.1 40.8 38.9 46.1 32.6 48.5 54.9 51.2 35.0 32.4 38.9
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5.2 Comparison with Other SOTA Algorithms

We compare our method with several state-of-the-art approaches for GCD, including ORCA [1],
GCD [33], SimGCD [38], SPTNet [36], and RLCD [19], as well as advanced methods originally
designed for NCD such as RankStats+ [12] and UNO+ [9], which we adapt to fit the GCD setting.
Additionally, we compare our approach against CDAD-Net [29] and HiLo [35], recent methods
tailored for DS_GCD. Table 1 and Table 2 report clustering performance on the DomainNet and SSB-
C datasets, respectively, with detailed per-domain results provided in Appendix. Notably, existing
GCD methods suffer significant performance degradation under domain shift, and the presence of
unlabeled samples from unknown domains can even impair clustering accuracy within the known
domain. In contrast, our method consistently achieves performance gains across most scenarios.
For instance, on the SSB-C benchmark, our method consistently outperforms the strongest baseline,
HiLo. Specifically, it achieves improvements in all categories on the corrupted domains of CUB-C,
Scar-C, and FGVC-C by 3.7%, 3.3%, and 3.8%, respectively. In addition to the gains on the unknown
(corrupted) domains, our approach also leads to noticeable improvements in clustering accuracy
within the known (clean) domains, demonstrating its ability to maintain robustness while effectively
bridging domain gaps. On the more challenging DomainNet dataset, our method yields improvements
in nearly all domain pairings. For example, when using Real as the known domain and Painting as
the unknown domain, the proposed method outperforms HiLo by 3.5% in clustering accuracy on all
categories in the Painting domain and by 3.3% in the Real domain. These results further demonstrate
the robustness of our method under substantial domain discrepancy.

Figure 4: Density histograms for different task
combinations. A two-component Gaussian mix-
ture model is fitted to distinguish between known
and unknown domain samples (domain labels are
used here for visualization only).

Table 3: Ablation study of different components.
The real domain from DomainNet is used as the
known domain TA, and painting as the unknown
domain TB . Clustering performance is reported
for both domains under various component con-
figurations.

Real Painting
FDS IDFP CDFP CDAS All Old New All Old New

✗ ✗ ✗ ✗ 61.3 77.8 52.9 34.5 35.6 33.5
✓ ✓ ✗ ✗ 62.0 77.8 53.3 36.6 37.8 35.5
✓ ✗ ✓ ✗ 65.6 77.9 58.2 41.6 41.9 40.7
✓ ✗ ✗ ✓ 63.1 77.9 54.8 37.6 38.0 36.9
✓ ✓ ✓ ✗ 66.1 78.0 59.5 42.8 43.1 42.0
✓ ✓ ✓ ✓ 67.7 78.1 61.2 45.6 46.1 44.8

5.3 Analysis and Ablation Study

Effectiveness of different components To better understand the contributions of each com-
ponent, we conduct extensive ablation studies on the DomainNet dataset. Using SimGCD as
a baseline, we incrementally add each module to observe its individual impact on model per-
formance. As shown in Table 3, it can be observed that baseline methods that ignore do-
main shift struggle to achieve good performance on the unknown domain and lack robustness
on the known domain. In contrast, our proposed domain separation strategy combined with
domain-specific frequency perturbation effectively improves clustering performance on both known
and unknown domains (Rows 2 and 3). Finally, we find that clustering difficulty-aware re-
sampling further boosts clustering performance, particularly in the unknown domain (Row 4).

Table 4: Ablation study on different
transformation strategies.

Method Real Painting
All Old New All Old New

Random 62.7 76.5 54.3 33.2 34.5 32.5
w/o class 65.6 77.6 58.3 43.5 44.6 42.1
FREE 67.7 78.1 61.2 45.6 46.1 44.8

We further visualize the results of our frequency-based
domain separation. As shown in Fig. 4, most samples from
the known domain exhibit higher density values and appear
on the right side of the histogram, while samples from the
unknown domain tend to have lower density values and are
located on the left. This indicates that samples with higher
density are likely from the known domain, whereas those
with lower density are likely from the unknown domain,
thereby validating the effectiveness of our approach.

Ablation study on different transformation strategies We further investigate the impact of
different frequency transformation strategies by comparing our proposed FREE method with random
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and class-agnostic transformations. As shown in Table 4, without domain separation, simply applying
random frequency perturbations fails to improve performance on both known and unknown domains,
and may even lead to negative transfer (Row 1). This suggests that blindly swapping amplitude
components, without accounting for the directionality of style transfer, introduces unwanted noise
that hinders model learning. Moreover, we observe that class-agnostic transformations perform worse
than our class-aware method (Rows 2 and 3), indicating that FREE effectively mitigates inter-class
style discrepancies and further enhances clustering performance.

6 Conclusion and Limitations

In this paper, we propose a novel learning framework to address the GCD task under domain shift.
By introducing four key innovations, our method enhances the robustness of clustering against
distributional shifts. Extensive experiments on multiple domain-shifted benchmarks validate the
effectiveness of the proposed approach. However, our method also has certain limitations. For
instance, it primarily focuses on image classification tasks; extending this framework to more
challenging scenarios such as open-set semantic segmentation and object detection remains an
interesting direction for future research. Moreover, our approach requires access to both known and
unknown domain data during training. An important avenue for future work is to adapt the method to
domain generalization settings, where data from the unknown domain is not available during training.
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A Technical Appendices

A.1 Preliminaries

Fourier-Based Interpretation of Phase and Amplitude Spectra

Given a grayscale image x ∈ RN×N , its complex-valued Fourier coefficient at frequency (u, v) is
defined as:

Fx(u, v) =

N∑
n=1

N∑
m=1

x(n,m) · e−2πi(un+vm)/N =
∑

x(n,m) · (cos θ + i · sin θ), (12)

where θ = −2π(un+ vm)/N .

The real and imaginary parts can thus be rewritten as:

Rx(u, v) =
∑

x(n,m) · cos θ, (13)

Ix(u, v) =
∑

x(n,m) · sin θ. (14)

Following the template-based interpretation [17], we decompose the cosine and sine components
based on their signs:

T u,v
R+ (x) =

∑
cos θ≥0

x(n,m) · cos θ, T u,v
R− (x) =

∑
cos θ<0

x(n,m) · (− cos θ), (15)

T u,v
I+ (x) =

∑
sin θ≥0

x(n,m) · sin θ, T u,v
I− (x) =

∑
sin θ<0

x(n,m) · (− sin θ). (16)

The real and imaginary components can thus be written as:

Rx(u, v) = T u,v
R+ (x)− T u,v

R− (x), (17)

Ix(u, v) = T u,v
I+ (x)− T u,v

I− (x). (18)

Phase Spectrum (Semantic / Structural Encoding)

The phase spectrum is defined as:

Px(u, v) = arctan

(
Ix(u, v)
Rx(u, v)

)
= arctan

(T u,v
I+ (x)− T u,v

I− (x)

T u,v
R+ (x)− T u,v

R− (x)

)
. (19)
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This representation shows that the phase spectrum encodes the relative strength between different
directional templates. Since it retains the positional and structural layout of features, it captures the
semantic and structural information of the image, even in the absence of amplitude [17].

Amplitude Spectrum (Style / Domain Encoding)

The amplitude spectrum is given by:

Ax(u, v) =
√
Rx(u, v)2 + Ix(u, v)2 =

√
(T u,v

R+ (x)− T u,v
R− (x))2 + (T u,v

I+ (x)− T u,v
I− (x))2. (20)

This expression shows that the amplitude spectrum measures the absolute energy of the frequency
response. It is sensitive to image-level traits such as texture, contrast, and lighting, and is thus
considered to capture the domain style or appearance of the image.

Summary. The phase spectrum encodes structural and semantic information via the relative tem-
plate responses, while the amplitude spectrum encodes domain-specific appearance through energy
distributions. This decomposition provides a theoretical basis for frequency-based domain manipula-
tion and adaptation strategies.

Table 5: Detailed statistics of data split.

Dataset Labelled Unlabelled
#Image #Class #Domain #Image #Class #Domain

DomainNet 39.1K 172 1 547.5K 345 6
CUB-C 1.5K 100 1 45K 200 10
Scars-C 2.0K 98 1 61K 196 10
FGVC-C 1.7K 50 1 50K 100 10

B More Empirical Results

B.1 Detailed Description of the Dataset

DomainNet. DomainNet [23] is one of the largest and most challenging benchmark datasets for
domain adaptation and generalization tasks. It consists of approximately 600,000 images covering
345 object categories across six distinct domains, each representing a different visual style or modality.
The domains are:

• Real: Natural images collected from online sources (e.g., photos).
• Clipart: Cartoon-style clipart graphics.
• Sketch: Hand-drawn sketches.
• Painting: Artistic paintings with various styles.
• Infograph: Informative icons and charts, often stylized and abstract.
• Quickdraw: Simplified sketches collected via the Google Quick, Draw! project.

SSB-C Dataset. SSB-C [35] is a perturbed version of the Semantic Shift Benchmark (SSB). SSB
consists of three fine-grained visual recognition datasets:

• CUB-200-2011 (CUB): A bird species classification dataset with 200 categories.
• Stanford Cars (SCAR): A fine-grained car model classification dataset containing 196

categories.
• FGVC Aircraft (FGVC): An aircraft model classification dataset with 100 categories.

In SSB-C, each of these datasets is augmented with nine types of perturbations, each applied at five
severity levels, resulting in a dataset that is 45 times larger than the original SSB.

Table 5 presents the detailed splits of the different datasets.
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B.2 Multiple unseen domains for Domainnet

We further explored the scenario where the unknown domain consists of multiple domains to more
comprehensively validate the effectiveness of the proposed method. Specifically, we combined the
five domains in DomainNet—excluding the real domain—into a single aggregated unknown domain
TB , and then re-ran all the experiments under this setting. As shown in Table 6, even when the
unknown domain is composed of multiple diverse subdomains, our proposed FREE framework
consistently outperforms all competing baseline methods. This result not only demonstrates the
robustness of our approach in more complex, multi-domain unknown settings but also highlights its
strong generalization capability across varied domain shifts.

Table 6: Clustering performance when TB contains multiple unknown domains. We construct TB
by combining the five domains from DomainNet excluding the Real domain, and report clustering
accuracy separately for each domain.

Methods
Real Painting Sketch Quickdraw Clipart Infograph

All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 34.0 62.3 19.9 30.3 50.1 11.1 17.9 31.5 7.2 2.4 2.0 2.5 25.1 46.4 6.3 12.0 22.1 5.5
UNO+ 43.1 72.0 28.6 30.3 43.7 17.4 12.0 16.3 8.9 2.1 2.3 1.8 22.8 37.4 9.5 12.4 20.3 6.5
ORCA 32.1 49.9 23.5 23.0 38.8 17.0 11.6 14.7 7.6 2.8 3.6 2.1 20.1 33.4 10.3 8.4 17.8 6.8
GCD 47.8 53.5 45.1 32.9 40.3 26.9 17.0 22.7 11.3 1.9 2.4 1.8 24.3 31.2 15.1 10.5 12.0 9.9
SimGCD 62.2 77.3 54.3 36.6 42.9 30.3 18.2 22.6 15.0 2.2 2.0 2.4 25.0 34.7 16.4 11.8 13.8 10.5
SPTNet 63.1 77.4 55.5 38.4 45.1 32.5 19.3 23.3 16.7 2.4 2.7 2.5 25.3 34.1 15.9 12.3 15.1 11.7
RLCD 64.3 77.6 57.0 39.7 46.2 33.8 20.5 27.5 15.5 2.6 2.5 3.0 26.7 35.9 18.3 14.5 16.4 13.0
CDAD-Net 64.6 76.5 59.5 40.1 45.6 36.4 18.6 22.1 16.0 1.9 2.6 1.3 26.3 33.2 19.9 12.7 15.0 12.8
HiLo 65.8 77.8 58.9 43.4 49.0 42.9 20.0 23.6 17.4 3.1 4.0 2.5 27.6 34.7 21.4 13.9 16.5 12.1
FREE 67.4 78.5 61.3 48.9 54.6 48.6 22.7 25.1 19.1 4.5 5.2 3.1 29.7 35.4 25.7 16.1 20.1 14.5

B.3 Additional experimental results on SSB-C

We additionally report the performance of our method on each corrupted dataset in the SSB-C bench-
mark. As shown in Table 7, Table 8 and Table 9, our proposed approach consistently outperforms
baseline methods on most of the corrupted datasets, demonstrating its robustness and effectiveness
across various challenging scenarios.

Table 7: Detailed clustering performance on CUB-C. We report the clustering accuracy on each
corrupted domain.

Methods
Gaussian Noise Shot Noise Impulse Noise Zoom Blur Snow Frost Fog Speckle Spatter

All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 13.6 20.9 4.5 12.7 28.4 5.1 12.3 27.4 5.4 15.2 33.7 4.9 16.0 34.7 5.6 17.5 38.4 4.8 18.7 40.7 4.9 16.8 36.5 5.3 22.3 48.1 4.7
UNO+ 18.5 32.4 7.6 17.2 30.5 7.2 17.1 31.1 6.2 20.4 35.7 8.4 20.7 35.6 7.0 20.7 35.2 7.4 30.2 52.2 10.5 22.9 42.0 8.4 29.7 52.7 11.2
ORCA 21.5 23.1 19.9 21.2 23.7 18.8 21.1 23.1 19.2 20.4 22.0 18.9 20.1 22.1 18.3 22.0 25.5 18.5 19.2 20.4 18.0 22.4 20.8 19.1 24.8 31.3 18.3
GCD 23.4 22.7 20.0 22.7 20.4 31.0 21.9 20.3 19.6 25.1 25.3 21.0 23.6 22.9 20.2 23.9 23.1 20.8 29.7 31.1 24.4 27.6 26.7 24.6 35.2 36.2 30.3
SimGCD 23.8 26.6 22.0 21.6 23.8 20.4 20.4 22.5 19.4 30.5 35.8 26.2 29.0 34.3 24.9 29.1 32.6 26.7 33.0 36.9 30.1 27.3 29.6 26.1 41.5 47.0 37.0
SPTNet 25.5 28.3 23.8 23.2 25.7 22.2 22.4 24.3 21.2 32.4 37.6 28.0 30.9 36.4 26.6 30.7 34.6 28.4 34.8 38.7 31.9 28.9 31.4 27.7 43.2 48.9 38.6
RLCD 26.5 29.4 24.9 24.0 26.8 23.2 23.4 25.5 22.6 33.3 39.0 29.4 32.0 37.1 28.1 31.2 35.3 29.1 35.5 39.7 33.0 29.5 32.2 28.6 44.4 50.1 39.9
CDAD-Net 31.9 35.2 29.6 30.5 33.1 28.4 28.2 30.4 26.8 38.3 44.0 33.5 37.6 42.5 34.1 36.9 41.0 34.4 39.7 43.9 37.4 34.5 37.2 33.0 49.7 55.6 44.6
HiLo 41.8 39.8 43.9 41.0 38.7 43.3 42.2 39.8 44.5 47.9 43.9 51.8 49.3 45.8 52.8 48.5 45.5 51.4 50.6 46.8 54.3 47.9 45.4 50.2 50.9 47.2 54.7
FREE 45.7 44.9 48.2 46.5 43.2 47.2 47.1 43.5 47.8 50.3 48.1 54.2 53.4 49.7 55.9 51.2 48.7 54.4 53.4 49.8 57.1 50.3 48.7 53.1 53.8 51.2 56.9

Table 8: Detailed clustering performance on Scars-C. We report the clustering accuracy on each
corrupted domain.

Methods
Gaussian Noise Shot Noise Impulse Noise Zoom Blur Snow Frost Fog Speckle Spatter

All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 8.5 16.6 1.6 8.9 16.7 1.7 7.2 13.8 1.5 11.7 22.9 0.5 8.9 17.0 1.3 11.4 21.9 0.7 16.8 32.6 1.2 12.7 24.1 1.6 17.3 34.1 1.6
UNO+ 13.9 24.8 6.5 14.0 25.0 6.9 11.2 20.4 6.4 17.1 33.2 2.6 13.3 24.0 4.5 17.3 29.9 6.3 22.4 39.8 3.8 18.6 33.1 7.1 21.8 38.4 4.0
ORCA 12.0 31.4 9.3 13.2 31.8 9.7 11.8 29.2 9.2 14.5 38.2 7.9 12.5 32.6 9.5 15.7 36.4 10.0 20.3 47.7 5.8 17.0 39.4 10.5 21.6 48.8 10.6
GCD 17.6 24.2 10.8 17.1 24.6 11.2 14.4 20.9 11.0 23.2 31.8 8.0 18.5 25.5 8.4 23.2 31.1 10.2 27.1 40.8 5.7 22.6 30.1 12.4 31.0 43.1 7.1
SimGCD 18.1 23.5 15.7 18.3 23.5 15.5 15.2 19.0 15.4 24.4 32.7 13.1 19.7 26.4 12.9 23.9 31.9 13.3 28.0 38.6 12.7 23.4 30.6 16.4 32.4 45.4 13.1
SPTNet 19.8 25.3 17.5 20.3 25.1 17.1 17.1 20.8 17.2 26.0 34.8 14.9 21.5 28.3 14.6 25.7 33.9 14.9 30.0 40.2 14.8 25.3 32.7 18.3 34.2 47.6 15.1
RLCD 20.9 26.3 18.7 21.4 26.8 18.5 17.8 21.7 18.4 27.0 35.9 16.2 22.9 29.5 15.8 27.3 35.1 15.9 31.2 42.0 15.7 26.4 33.6 19.2 35.6 49.0 16.3
CDAD-Net 22.6 28.3 20.3 23.2 29.0 20.0 19.3 24.0 20.1 28.7 38.0 17.7 24.4 31.4 17.2 29.1 37.4 17.4 33.5 45.3 17.1 28.1 35.5 20.6 37.4 49.0 18.1
HiLo 31.0 38.0 24.3 31.5 38.3 24.9 30.2 36.6 23.9 38.4 45.1 31.9 36.8 44.9 29.0 36.5 43.8 29.5 40.7 49.5 32.2 37.1 37.1 29.6 37.9 45.4 30.6
FREE 35.6 42.8 27.9 35.4 42.0 27.8 34.9 41.9 27.6 42.2 50.2 35.8 41.1 49.6 34.5 41.2 47.2 33.5 45.4 53.1 35.9 41.2 41.3 33.7 42.1 49.9 34.8

B.4 Additional experimental results on domainnet

We further conducted additional experiments on the DomainNet dataset to comprehensively evaluate
the generalization ability of our proposed method. Specifically, we first selected Real as the known
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Table 9: Detailed clustering performance on FGVC-C. We report the clustering accuracy on each
corrupted domain.

Methods
Gaussian Noise Shot Noise Impulse Noise Zoom Blur Snow Frost Fog Speckle Spatter

All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 7.3 13.6 5.0 6.3 10.7 5.8 6.0 10.7 5.3 10.1 19.9 4.3 6.2 12.5 3.8 8.9 17.7 4.1 12.5 24.4 4.5 7.6 14.0 5.2 10.5 20.1 4.9
UNO+ 15.5 25.2 5.8 13.5 22.1 4.9 13.2 20.1 6.2 20.1 28.2 12.0 15.6 21.3 9.9 17.6 25.2 9.9 19.3 26.9 11.7 16.5 27.2 5.6 20.9 29.6 12.3
ORCA 11.9 17.3 11.1 11.1 15.6 11.3 10.9 15.9 10.3 15.2 24.3 8.5 11.3 15.4 9.1 12.6 22.1 9.3 16.7 28.9 9.1 12.2 18.8 10.4 15.0 25.1 9.3
GCD 16.0 20.1 14.3 13.8 19.1 11.5 12.3 16.0 13.4 27.7 25.4 24.1 19.1 17.7 15.2 23.9 24.0 18.2 31.8 30.1 24.7 16.1 27.0 14.9 28.7 30.7 25.9
SimGCD 16.3 16.2 18.4 14.2 14.5 16.0 13.7 13.0 16.5 28.9 31.4 28.4 20.0 22.4 19.5 24.5 29.2 21.9 31.9 37.8 28.0 16.8 18.0 17.7 29.8 32.9 28.6
SPTNet 17.6 17.5 19.9 15.6 15.7 17.7 14.9 14.5 18.2 30.4 33.2 30.0 21.8 24.1 21.3 25.7 30.5 23.7 33.2 36.1 29.3 18.3 19.4 19.0 31.0 34.5 30.3
RLCD 18.7 18.6 20.9 16.8 17.2 18.9 15.9 15.5 19.4 31.4 34.3 31.1 22.4 25.0 22.3 27.1 31.5 25.0 34.3 36.3 30.5 19.6 20.8 20.2 32.1 35.1 31.4
CDAD-Net 21.3 21.5 23.8 19.6 20.0 21.4 18.6 18.5 22.0 34.5 37.2 34.3 25.5 27.6 26.0 30.1 32.7 29.4 31.7 36.0 27.3 22.4 24.0 23.5 31.4 34.8 31.3
HiLo 28.6 25.2 32.0 26.8 24.4 29.2 27.9 24.5 31.4 36.8 34.2 39.4 27.8 27.9 27.8 33.4 30.4 36.4 35.8 34.1 37.5 30.4 30.4 32.7 33.4 32.4 34.4
FREE 33.7 28.4 34.5 31.2 27.2 32.5 32.0 27.9 34.6 39.9 36.3 41.3 30.4 30.5 30.9 36.1 33.1 38.7 37.9 37.6 40.9 34.5 34.2 36.8 37.3 35.6 37.9

domain TA, and then, one by one, selected each of the remaining five domains as the target domain
TB . For each such pair, we evaluated the model’s clustering performance on the four remaining
domains not involved in training. As shown in Table 10, Table 11,Table 12, Table 13, Table 14,
Table 15, Table 16, Table 17, our method consistently achieves performance gains in most scenarios
and outperforms other competing approaches. These results demonstrate the effectiveness of our
method in learning domain-invariant semantic representations, enabling better generalization across
diverse visual domains.

Table 10: We use Real as the known domain (TA) and Sketch as the unknown domain (TB), and
report clustering performance on TA, TB , as well as all other domains.

Methods
Real Sketch others

All Old New All Old New All Old New
RankStats+ 34.2 62.0 19.8 17.1 31.1 6.8 17.3 30.0 6.1
UNO+ 43.7 72.5 28.9 12.5 17.0 9.2 17.4 26.4 9.5
ORCA 32.5 50.0 23.9 11.4 14.5 7.2 13.3 23.1 9.1
GCD 48.0 53.8 45.3 16.6 22.4 11.1 20.7 25.8 15.8
SimGCD 62.4 77.6 54.6 16.4 20.2 13.6 20.4 25.4 16.1
SPTNet 62.7 77.8 54.9 16.9 20.8 13.9 21.2 25.9 16.9
RLCD 63.0 77.6 55.6 17.4 20.3 15.6 21.4 26.4 16.7
CDAD-Net 62.5 77.4 55.1 16.6 20.2 14.1 22.1 27.1 16.9
HiLo 63.3 77.9 55.9 19.4 22.4 17.1 21.3 25.8 17.4
FREE 65.8 78.4 57.2 22.5 25.1 19.8 24.0 27.0 19.8

Table 11: Detailed clustering performance on other domains when using Real as TA and Sketch as
TB .

Methods
Painting Quickdraw Clipart Infograph

All Old New All Old New All Old New All Old New
RankStats+ 29.7 49.2 10.2 2.3 2.1 2.4 24.6 45.9 5.9 12.5 22.6 5.9
UNO+ 30.8 44.0 17.6 2.4 2.4 2.3 23.1 38.0 10.1 13.2 21.2 7.9
ORCA 23.1 39.1 17.2 2.5 3.0 2.0 19.7 33.1 10.0 8.9 18.1 7.0
GCD 32.6 40.1 31.5 1.6 1.9 1.5 24.1 31.1 14.9 14.1 16.2 10.2
SimGCD 38.7 44.7 32.7 1.9 1.2 2.5 25.2 35.3 16.3 15.8 20.3 12.8
SPTNet 37.9 44.2 32.2 2.0 1.5 2.1 25.7 35.8 16.9 16.2 20.9 13.1
RLCD 39.0 44.4 33.1 1.6 1.1 2.2 26.2 35.8 17.2 16.2 20.8 13.2
CDAD-Net 38.0 44.1 32.8 2.0 1.3 2.3 25.8 36.1 16.7 17.1 21.3 14.8
HiLo 39.8 44.7 34.9 1.9 2.0 1.7 27.2 35.9 19.6 16.2 20.5 13.4
FREE 41.9 45.8 37.2 2.5 2.9 2.3 29.8 36.5 21.8 18.1 22.8 15.5
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Table 12: We use Real as the known domain (TA) and Quickdraw as the unknown domain (TB), and
report clustering performance on TA, TB , as well as all other domains.

Methods
Real Quickdraw others

All Old New All Old New All Old New
RankStats+ 34.1 62.5 19.5 4.1 4.4 3.9 21.0 37.4 7.2
UNO+ 31.1 60.0 16.1 6.3 5.8 6.8 18.6 32.2 7.0
ORCA 19.2 39.1 15.3 3.4 3.5 3.2 15.6 28.4 8.1
GCD 37.6 41.0 35.2 5.7 4.2 6.9 21.9 34.3 12.2
SimGCD 47.4 64.5 37.4 6.6 5.8 7.5 22.9 33.8 13.8
SPTNet 47.8 64.9 37.6 6.8 5.9 7.8 23.1 33.6 14.5
RLCD 49.2 67.1 38.2 6.9 5.6 8.5 25.1 34.3 15.1
CDAD-Net 51.3 66.7 49.4 7.1 6.2 7.9 25.3 35.8 15.9
HiLo 58.6 76.4 52.5 7.4 6.9 8.0 25.9 32.5 20.4
FREE 62.3 78.9 56.3 8.1 8.1 8.9 27.6 33.9 22.1

Table 13: Detailed clustering performance on other domains when using Real as TA and Quickdraw
as TB .

Methods
Painting Sketch Clipart Infograph

All Old New All Old New All Old New All Old New
RankStats+ 29.6 49.0 10.2 17.1 32.1 6.1 24.8 45.4 6.7 12.6 23.1 5.7
UNO+ 26.8 43.7 9.9 14.7 25.6 6.6 20.7 38.4 5.1 12.2 21.0 6.4
ORCA 22.2 40.9 10.1 11.9 22.4 7.1 17.5 35.6 5.7 10.3 18.7 6.6
GCD 32.9 45.7 21.4 18.5 30.5 10.8 23.5 39.0 10.7 13.8 22.1 7.6
SimGCD 33.8 45.1 22.5 19.4 30.1 11.5 24.0 38.5 11.4 14.5 21.6 9.8
SPTNet 34.5 46.1 24.2 21.3 32.1 11.7 26.2 39.5 11.8 15.6 23.1 9.9
RLCD 36.2 46.0 25.1 21.8 31.8 12.5 26.0 39.1 11.7 16.5 22.4 10.9
CDAD-Net 36.8 46.9 24.3 21.9 30.8 14.6 26.8 38.7 14.2 15.7 22.3 11.8
HiLo 38.6 45.1 32.2 22.9 28.8 18.5 26.0 36.4 16.9 16.2 19.8 13.9
FREE 42.1 46.5 36.5 25.1 31.9 20.1 29.2 38.9 20.7 19.1 21.5 15.7

Table 14: We use Real as the known domain (TA) and Clipart as the unknown domain (TB), and
report clustering performance on TA, TB , as well as all other domains.

Methods
Real Clipart others
All Old New All Old New All Old New

RankStats+ 34.0 62.4 19.4 24.1 45.1 6.2 15.8 27.0 6.4
UNO+ 44.5 66.1 33.3 21.9 35.6 10.1 16.2 23.2 10.5
ORCA 32.0 49.7 23.9 19.1 31.8 4.3 13.7 19.9 8.6
GCD 47.7 53.8 44.3 22.4 34.4 16.0 18.0 24.1 12.1
SimGCD 61.6 77.2 53.6 23.9 31.5 17.3 19.2 23.6 15.6
SPTNet 63.0 77.7 53.9 24.4 31.8 17.9 21.2 24.5 16.7
RLCD 63.1 77.8 54.1 24.9 32.3 18.5 22.0 25.1 17.0
CDAD-Net 62.9 77.6 53.8 25.8 33.0 18.1 22.2 25.7 16.1
HiLo 63.8 77.6 56.6 27.7 34.6 21.7 19.8 23.6 16.8
FREE 66.1 78.3 60.1 29.4 37.1 24.9 23.4 23.9 20.1
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Table 15: Detailed clustering performance on other domains when using Real as TA and Clipart as
TB .

Methods
Painting Quickdraw Sketch Infograph

All Old New All Old New All Old New All Old New
RankStats+ 30.0 50.3 9.7 2.6 2.3 2.9 17.4 31.9 6.8 13.1 23.6 6.2
UNO+ 31.5 43.3 19.6 2.8 2.1 3.6 17.3 26.8 10.2 13.3 20.6 8.5
ORCA 29.3 36.9 9.2 1.3 1.5 1.2 13.7 21.9 8.3 10.3 19.4 6.3
GCD 33.4 40.4 22.2 3.6 5.7 2.2 19.5 27.7 12.7 15.5 22.7 11.1
SimGCD 39.0 45.9 32.1 0.8 0.5 1.1 21.1 27.3 16.5 15.9 20.8 12.7
SPTNet 40.2 46.4 33.1 0.6 0.4 1.0 22.3 27.9 17.1 16.1 20.1 13.5
RLCD 41.7 47.4 34.7 1.2 0.9 1.3 23.5 28.8 18.5 16.2 20.4 13.1
CDAD-Net 41.0 46.8 33.8 1.0 0.8 1.1 22.6 27.0 17.2 15.8 20.1 11.2
HiLo 40.7 46.3 35.1 1.3 0.4 2.3 21.2 26.9 17.0 15.9 20.6 12.8
FREE 42.3 47.1 37.2 2.1 0.9 3.2 23.1 27.5 18.9 16.5 20.9 13.0

Table 16: We use Real as the known domain (TA) and Infograph as the unknown domain (TB), and
report clustering performance on TA, TB , as well as all other domains.

Methods
Real Infograph others

All Old New All Old New All Old New
RankStats+ 34.2 62.4 19.6 12.5 21.9 6.3 18.5 32.1 6.4
UNO+ 42.8 69.4 29.0 10.9 15.2 8.0 18.2 28.0 9.6
ORCA 29.1 47.7 20.1 8.6 13.7 7.1 13.8 24.8 5.4
GCD 41.9 46.1 39.0 10.9 17.1 8.8 19.0 29.1 11.1
SimGCD 52.7 67.0 44.8 11.6 15.4 9.1 20.8 28.4 14.2
SPTNet 53.4 67.9 45.1 12.1 16.2 8.9 20.9 28.6 14.4
RLCD 53.9 68.3 45.8 12.5 16.7 9.1 21.5 29.4 14.6
CDAD-Net 53.5 65.6 47.2 13.6 17.2 9.8 22.0 29.1 16.2
HiLo 64.2 78.1 57.0 13.7 16.4 11.9 23.0 28.5 18.3
FREE 66.5 80.4 60.3 15.9 17.2 13.8 24.1 29.4 19.5

Table 17: Detailed clustering performance on other domains when using Real as TA and Infograph as
TB .

Methods
Painting Quickdraw Sketch Clipart

All Old New All Old New All Old New All Old New
RankStats+ 29.6 49.2 10.0 2.5 1.6 3.4 17.4 32.2 6.5 24.4 45.5 5.8
UNO+ 30.8 44.8 16.8 2.7 2.3 3.1 17.0 27.0 9.7 22.3 37.8 8.7
ORCA 20.0 40.2 8.1 1.6 1.8 1.2 13.2 21.1 8.0 20.5 36.0 4.1
GCD 30.8 45.1 18.4 3.6 4.7 2.5 18.8 26.4 11.2 22.9 40.0 12.3
SimGCD 35.9 45.6 26.3 2.1 1.7 2.5 20.8 29.3 14.5 24.5 36.9 13.6
SPTNet 36.3 46.1 26.4 2.3 1.8 2.7 21.2 29.7 14.8 24.9 37.2 14.1
RLCD 37.2 46.8 26.9 2.5 1.9 2.9 22.3 30.5 15.3 25.1 37.3 14.7
CDAD-Net 39.3 46.5 29.6 2.5 1.7 3.4 21.8 30.5 16.1 25.6 36.5 16.4
HiLo 40.1 46.1 35.8 2.0 2.2 1.5 22.6 29.4 17.6 26.6 36.3 18.1
FREE 44.5 47.2 39.7 2.8 2.9 2.3 24.1 30.2 19.3 28.7 37.1 20.2
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B.5 Performance of different backbones

We further investigated the impact of using different backbone architectures on model performance.
In particular, we adopted the pre-trained CLIP model [27] as our backbone and re-ran all the
experiments accordingly. As shown in Table 18, the more advanced backbone consistently led to
noticeable improvements across various evaluation metrics. Importantly, even with this stronger
backbone, our proposed FREE framework continued to outperform other competing methods by
a significant margin. This not only demonstrates the robustness of our approach but also provides
additional evidence of its effectiveness and generalizability when combined with cutting-edge feature
extractors.

Table 18: Clustering performance using different backbone architectures on DomainNet. We use
Real as the known domain (TA) and Painting as the unknown domain (TB).

Methods Backbone
Real Painting

All Old New All Old New
HiLo DINO 64.4 77.6 57.5 42.1 42.9 41.3
FREE DINO 67.7 78.1 61.2 45.6 46.1 44.8
HiLo CLIP 74.5 78.1 64.2 47.1 49.5 45.4
FREE CLIP 78.2 78.3 69.5 51.0 54.2 49.3

Table 19: Clustering performance using the estimated number of categories.

Methods |Cu| Original Corrupted
All Old New All Old New

HiLo GT. (200) 56.8 54.0 60.3 52.0 53.6 50.5
FREE GT. (200) 60.4 58.5 63.2 55.7 57.1 53.7
HiLo Est. (257) 55.9 52.9 59.2 51.2 52.8 49.5
FREE Est. (257) 59.3 56.1 62.0 54.4 56.1 52.3

B.6 Unknown category number

In previous experiments, we assumed that the number of categories was known in advance. Here, we
extend our study to the more realistic scenario where the number of categories is unknown beforehand.
To address this, we first employ the category estimation algorithm proposed in [33, 35] to perform an
offline estimation of the number of categories. Based on these estimates, we rerun all experiments
accordingly. As shown in Table 19, on CUB dataset, even when using the estimated number of
categories, our proposed FREE framework consistently outperforms the strongest baseline method,
HiLo. This result further validates the robustness and adaptability of our approach in practical settings
where prior knowledge of the category count is unavailable.

B.7 Parameter sensitivity analysis

Our proposed FREE framework involves several key hyperparameters. For certain parameters such as
β and ϵ, we follow the settings adopted in prior work [38, 35]. For the temperature coefficients used
in representation learning and clustering objectives, we follow the settings in [38, 35]. Specifically,
the temperature τ is set to 0.07 for the self-supervised contrastive loss and 0.1 for the supervised
contrastive loss. For the clustering loss, the temperature τs is set to 0.1, and τt is initialized at
0.07 and gradually warmed up to 0.04 during the first 30 epochs using a cosine scheduling strategy.
Following [42], we define a square window with side length 2L∗min(H,W ) to select low-frequency
components in the frequency domain. We conduct a sensitivity analysis on L. We use the Real
domain as the known domain and Painting as the unknown domain. As shown in Table 20, the best
performance is achieved when L is set to 0.04. Moreover, we observe that the model maintains stable
performance even with slight variations in this parameter, indicating that the proposed method is
robust and relatively insensitive to the choice of L.
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Next, we investigate the effect of the memory bank size M , which stores style information for con-
trastive and clustering objectives. As shown in Table 21, increasing the memory bank size generally
improves model performance, as it allows the model to access a more diverse and representative set
of style features. However, excessively large memory banks may incur additional computational and
memory overhead. Based on empirical results, we find that a size of 1024 strikes a good balance
between performance and efficiency.

Finally, we further investigate the impact of the number of nearest neighbors K used in the domain
separation strategy. As shown in Table 22, the performance of our model remains stable across a
reasonable range of K values.

Table 20: Parameter analysis of L

L
Real Painting

All Old New All Old New
0.01 67.4 77.8 61.1 45.3 46.0 44.3
0.04 67.7 78.1 61.2 45.6 46.1 44.8
0.06 67.6 78.0 61.0 45.5 45.9 44.7
0.10 67.5 77.9 61.2 45.4 46.0 44.5

Table 21: Parameter analysis of memory bank size M

M
Real Painting

All Old New All Old New
512 67.5 78.0 61.1 45.5 46.1 44.6
1024 67.7 78.1 61.2 45.6 46.1 44.8
2048 67.8 77.9 61.5 45.8 46.2 44.9

Table 22: Parameter analysis of nearest neighbors K

K
Real Painting

All Old New All Old New
1 67.5 78.0 61.0 45.5 46.0 44.7
3 67.7 78.1 61.2 45.6 46.1 44.8
5 67.4 77.8 61.1 45.4 46.0 44.6

B.8 Visualization of the attention map

To gain a deeper understanding of the advantages of our proposed FREE framework, we visualize the
attention patterns within the final block of the ViT backbone. Specifically, we extract attention maps
corresponding to the [CLS] token from all attention heads and highlight the top 10% most attended
patches in red across the 12 attention heads. As shown in Fig. 5, our method consistently attends to
semantically meaningful foreground regions, regardless of whether the samples come from known
or unknown domains, and whether they belong to seen or unseen categories. This focused attention
demonstrates that our method effectively suppresses distractions from background style variations,
which are often domain-specific and irrelevant to semantic understanding. These observations
further validate the effectiveness of the FREE framework in learning robust and domain-invariant
representations.

B.9 Incorporating various UDA techniques for DS_GCD

To explore whether recent advances in unsupervised domain adaptation (UDA) can benefit DS_GCD,
we integrate several state-of-the-art UDA techniques—such as Mixup [40], FACT [39], and MixStyle
[45]—into the SimGCD framework. As shown in Table 23, these additions result in only marginal
performance improvements, indicating that directly applying existing UDA methods is insufficient for
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Figure 5: Attention visualization from the final block of the ViT backbone on the CUB-C dataset.
The top 10% most attended patches from different heads are highlighted in red. Our method shows
stronger focus on foreground regions across both known and unknown domains, demonstrating
improved robustness to background style variations.

Table 23: Clustering performance of other UDA methods.

Method
Real Painting

All Old New All Old New
SimGCD 61.3 77.8 52.9 34.5 35.6 33.5
Mixup 62.7 76.5 54.3 34.9 37.2 32.5
Mixstyle 62.3 76.8 54.0 35.0 36.1 34.0
FACT 62.9 76.9 55.1 36.1 37.5 34.9
FREE 67.7 78.1 61.2 45.6 46.1 44.8

Table 24: Clustering performance of other separation strategy.

Method
Real Painting

All Old New All Old New
Semi-supervised K-means 65.8 77.7 58.1 42.8 45.7 42.1
FREE 67.7 78.1 61.2 45.6 46.1 44.8

solving DS_GCD. This further underscores the necessity and effectiveness of our proposed approach.

B.10 Incorporating other separation strategy

We further compare our frequency-based domain separation strategy with alternative separation
methods. Specifically, we adopt the semi-supervised K-means algorithm from [35] to divide the
data into known and unknown domains, and then rerun the experiments. As shown in Table 24, our
frequency-guided domain separation strategy achieves better performance across different domains,
demonstrating its superiority.

B.11 Stability analysis

To further assess the robustness and reproducibility of our framework, we evaluate the stability of
model performance under different random initialization seeds. Specifically, each experiment is
independently repeated three times with distinct random seeds, and the mean and standard deviation
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of clustering accuracy are reported in Table 25 and Table 26. The results demonstrate that our method
maintains highly stable performance across runs. This indicates that the proposed optimization
procedure and domain-aware components do not introduce sensitivity to stochastic factors such as
weight initialization or data sampling, confirming the consistency and reliability of our approach.

Table 25: Clustering performance of different methods on the SSB-C benchmark. Results are reported
as mean ± std.

Methods
CUB-C Scars-C FGVC-C

Original Corrupted Original Corrupted Original Corrupted

All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 19.3±2.3 22.0±2.7 15.4±1.8 13.6±2.4 23.9±2.1 4.5±0.6 14.8±2.3 20.8±2.2 7.8±2.0 11.5±2.6 22.6±2.3 1.0±0.2 14.4±2.3 16.4±2.2 14.5±1.9 8.3±1.1 15.6±2.4 5.0±0.7
UNO+ 25.9±2.5 40.1±2.3 21.3±2.0 21.5±2.3 33.4±2.4 8.6±1.2 22.0±2.2 41.8±2.1 7.0±1.8 16.9±2.5 29.8±2.0 4.5±0.6 22.0±2.4 33.4±2.1 15.8±2.3 16.5±2.6 25.2±2.0 8.8±1.3
ORCA 18.2±1.6 22.8±2.4 14.5±1.9 21.5±2.0 23.1±2.3 18.9±2.2 19.1±2.2 28.7±2.0 11.2±1.6 15.0±2.4 22.4±2.1 8.3±1.0 17.6±1.9 19.3±2.2 16.1±2.1 13.9±1.4 17.3±1.8 10.1±2.2
GCD 26.6±1.1 27.5±1.7 25.7±1.3 25.1±1.0 28.7±1.4 22.0±1.2 22.1±1.6 35.2±1.3 20.5±1.1 21.6±1.5 29.2±1.1 10.5±1.4 25.2±1.5 28.7±1.2 23.0±1.4 21.0±1.3 23.1±1.0 17.3±1.6
SimGCD 31.9±2.3 33.9±1.9 29.0±2.0 28.8±2.4 31.6±2.1 25.0±2.0 26.7±2.2 39.6±2.1 25.6±1.9 22.1±2.5 30.5±2.1 14.1±2.4 26.1±2.3 28.9±2.0 25.1±1.9 22.3±2.1 23.2±2.3 21.4±2.0
SPTNet 33.0±1.7 34.5±1.1 31.2±1.9 30.1±2.0 33.1±1.4 26.1±2.2 28.0±1.5 40.2±2.0 27.9±1.6 24.2±2.3 32.1±1.8 16.3±1.3 28.7±2.0 30.2±1.7 27.9±2.2 24.8±1.5 25.7±1.1 23.9±2.4
RLCD 35.9±1.9 35.1±1.2 33.2±2.1 32.3±1.4 34.8±2.0 28.5±1.1 29.8±1.8 41.2±2.2 30.4±1.5 25.3±1.0 33.4±2.1 18.1±1.6 27.9±1.3 30.1±2.3 26.8±1.4 24.4±2.2 26.8±1.2 22.7±2.0
CDAD-Net 40.4±1.8 38.9±1.3 39.3±2.2 37.7±1.9 39.1±1.5 34.2±2.3 32.1±1.4 42.9±2.0 32.2±1.6 28.8±2.1 35.6±1.7 21.4±1.9 33.8±2.0 35.5±1.1 31.2±2.2 27.8±1.6 29.6±2.4 25.6±1.5
HiLo 56.8±1.6 54.0±1.3 60.3±1.5 52.0±1.6 53.6±1.5 50.5±1.6 39.5±1.2 44.8±1.7 37.0±1.3 35.6±1.8 42.9±1.2 28.4±1.5 44.2±1.7 50.6±1.6 47.4±1.3 31.2±1.4 29.0±1.5 33.4±1.6
FREE 60.4±1.9 58.5±2.1 63.2±2.0 55.7±2.2 57.1±1.8 53.7±1.4 43.6±1.9 48.1±2.1 40.8±1.7 38.9±1.5 46.1±1.8 32.6±1.2 48.5±2.0 54.9±1.9 51.2±1.6 35.0±1.3 32.4±1.7 38.9±1.5

Table 26: Clustering performance of different methods on the DomainNet benchmark. Results are
reported as mean ± std.

Methods
Real+Painting Real+Sketch Real+Quickdraw Real+Clipart Real+Infograph

Real Painting Real Sketch Real Quickdraw Real Clipart Real Infograph

All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New All Old New
RankStats+ 34.1±2.1 62.0±2.8 19.7±2.4 29.7±2.2 49.7±2.3 9.6±0.9 34.2±2.5 62.0±2.9 19.8±2.3 17.1±2.6 31.1±2.8 6.8±1.1 34.1±2.7 62.5±2.5 19.5±2.0 4.1±1.2 4.4±0.7 3.9±0.8 34.0±2.2 62.4±2.8 19.4±2.1 24.1±2.4 45.1±2.2 6.2±2.0 34.2±2.3 62.4±2.5 19.6±2.7 12.5±1.9 21.9±2.5 6.3±1.0
UNO+ 44.2±2.4 72.2±2.8 29.7±2.0 30.1±2.3 45.1±2.5 17.2±1.1 43.7±2.2 72.5±2.8 28.9±2.5 12.5±1.9 17.0±2.4 9.2±1.3 31.1±2.5 60.0±2.7 16.1±2.2 6.3±1.4 5.8±0.6 6.8±0.6 44.5±2.1 66.1±2.9 33.3±2.3 21.9±2.4 35.6±2.7 10.1±2.0 42.8±2.3 69.4±2.5 29.0±2.6 10.9±2.0 15.2±2.5 8.0±1.3
ORCA 31.9±1.5 49.8±1.7 23.5±1.9 28.7±2.3 38.5±2.2 7.1±0.9 32.5±1.1 50.0±1.3 23.9±2.1 11.4±1.8 14.5±1.3 7.2±1.0 19.2±2.0 39.1±2.0 15.3±2.4 3.4±1.1 3.5±0.6 3.2±0.9 32.0±0.9 49.7±1.5 23.9±1.3 19.1±1.2 31.8±1.0 4.3±0.5 29.1±2.2 47.7±1.8 20.1±2.4 8.6±1.3 13.7±1.9 7.1±1.3
GCD 47.3±0.6 53.6±1.5 44.1±1.2 32.9±1.4 41.8±1.7 23.0±0.8 48.0±1.3 53.8±1.4 45.3±1.2 16.6±0.7 22.4±1.0 11.1±1.0 37.6±1.4 41.0±1.6 35.2±1.0 5.7±0.8 4.2±0.9 6.9±1.0 47.7±1.6 53.8±1.3 44.3±1.1 22.4±1.0 34.4±1.0 16.0±1.8 41.9±1.1 46.1±1.2 39.0±1.8 10.9±1.4 17.1±1.3 8.8±1.1
SimGCD 61.3±1.1 77.8±1.4 52.9±2.1 34.5±1.9 35.6±2.1 33.5±1.1 62.4±1.7 77.6±2.4 54.6±1.5 16.4±2.0 20.2±1.0 13.6±2.5 47.4±1.8 64.5±1.2 37.4±1.1 6.6±0.7 5.8±0.7 7.5±0.9 61.6±2.5 77.2±2.4 53.6±1.6 23.9±1.0 31.5±2.2 17.3±1.6 52.7±2.0 67.0±1.7 44.8±1.3 11.6±2.2 15.4±2.5 9.1±1.2
SPTNet 61.6±1.5 76.9±2.3 54.7±2.0 35.2±1.8 35.9±1.2 35.1±1.2 63.3±1.1 77.8±2.2 55.3±1.8 16.7±2.0 26.0±1.0 11.3±2.4 47.1±2.2 65.6±1.3 35.4±1.3 6.9±1.3 5.7±0.4 7.7±1.3 62.5±1.6 76.5±1.4 55.4±1.9 24.7±1.2 30.9±1.4 18.8±1.5 54.5±1.6 67.9±2.1 46.2±1.3 11.9±1.7 19.4±1.8 7.9±1.1
RLCD 62.1±1.9 78.3±1.2 53.8±1.1 36.9±2.3 35.7±2.4 36.2±2.1 62.8±1.4 77.4±1.1 55.7±2.0 17.0±1.6 20.4±1.2 15.2±1.7 49.1±1.0 67.8±2.3 38.0±1.4 7.0±0.9 5.8±0.6 7.8±1.2 62.3±1.8 77.1±1.3 54.7±2.4 24.5±2.1 38.0±2.3 13.9±2.3 57.2±1.8 68.3±2.3 48.1±1.1 12.0±1.3 15.9±1.1 9.8±0.9
CDAD-Net 63.6±1.5 77.8±1.4 56.3±2.2 38.4±1.5 38.4±1.4 37.5±1.8 61.9±1.2 76.3±2.1 52.1±1.1 17.3±2.4 20.9±2.1 15.9±1.3 48.5±1.0 66.5±2.1 36.7±2.0 6.4±1.0 5.6±0.7 7.3±1.1 61.3±1.5 77.0±1.3 53.1±1.8 25.2±1.6 31.9±1.4 19.0±2.2 56.5±2.0 68.0±1.4 47.1±1.3 11.8±1.2 15.6±1.7 9.4±0.8
HiLo 64.4±1.5 77.6±1.5 57.5±1.6 42.1±1.6 42.9±1.7 41.3±1.4 63.3±1.7 77.9±1.8 55.9±1.5 19.4±1.1 22.4±1.7 17.1±1.4 58.6±1.6 76.4±1.1 52.5±1.4 7.4±1.1 6.9±0.5 8.0±1.6 63.8±1.0 77.6±1.0 56.6±1.8 27.7±1.2 34.6±1.3 21.7±1.6 64.2±1.8 78.1±1.0 57.0±1.0 13.7±1.3 16.4±1.3 11.9±1.1
FREE 67.7±1.6 78.1±1.5 61.2±1.3 45.6±1.4 46.1±1.6 44.8±1.2 67.8±1.8 78.2±1.5 61.6±1.4 22.5±1.1 25.8±1.3 20.9±1.1 61.4±1.7 78.1±1.6 55.1±1.3 8.9±1.0 7.8±0.4 9.0±1.2 66.4±1.8 78.1±1.6 60.1±1.3 29.3±1.5 37.2±1.6 26.3±1.0 68.1±1.9 78.9±1.5 60.2±1.4 16.1±1.1 18.6±1.3 13.4±1.0

C Potential societal impact

This work focuses on Generalized Category Discovery (GCD) under distribution shift, a critical
yet underexplored scenario where models must identify novel categories in unlabeled data while
encountering significant domain changes. From a societal perspective, this line of research advances
our ability to build adaptive AI systems that can reliably operate in evolving or previously unseen
environments, which is essential in many real-world applications such as environmental monitoring,
autonomous systems, medical diagnostics, and security surveillance.

By encouraging models to continuously discover and adapt to new concepts under domain shifts, our
approach enhances the robustness and longevity of deployed machine learning systems, especially in
non-stationary environments. For example, in healthcare, models must adapt to data from different
hospitals or demographics without requiring exhaustive annotations. In safety-critical domains,
failure to adapt to new distributions could lead to severe consequences, such as misdiagnosis or false
alerts. However, with the ability to autonomously learn and categorize new concepts comes the risk of
amplifying spurious correlations present in source domains. If the source domain data carries latent
biases, these biases may propagate during the discovery process, particularly under domain shift,
where spurious features may become more dominant. Thus, future work should explore bias detection
and mitigation strategies tailored to open-world and shifting-domain settings. In summary, while
our work enables more generalizable and context-aware AI, careful attention must be paid to ethical
deployment, bias transfer, and accountability mechanisms, especially in high-stakes applications
where model decisions evolve beyond initial human supervision.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We claim our contributions and scope in Introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of our limitations in the last section, Conclu-
sion&Limitation.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully discloses all the necessary information to reproduce the main
experimental results by providing detailed descriptions of the methodologies and parameters
used, ensuring that the main claims and conclusions can be independently reproduced.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The paper provides open access to the data and code
(https://anonymous.4open.science/r/DSGCD-9E17/), with sufficient instructions to
faithfully reproduce the main experimental results, as described in the supplemental
material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: This paper specifies all the training and test details necessary to understand the
results in section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: We report all the experimental results as the average over 3 runs, but we do not
report the error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: The paper provides sufficient information on the computer resources needed to
reproduce the experiments in section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have carefully read the NeurIPS Code of Ethics and make sure to preserve
anonymity.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We include the discussions in the Appendix.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: the paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have cited all the comparative methods and necessary adjustments in
Section 5.2.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We are currently organizing the codes and will release them as soon as possible.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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