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Abstract. The structured nature of tabular data poses significant chal-
lenges for deep learning models, which lose structural information when
converting tables into linear sequences. Prior work has proposed meth-
ods to preserve structure, but they still fall short on generalization. In
this study, we investigate the impact of encoding techniques on gener-
alization. Ours results demonstrate that sparse attention mechanisms,
focusing on key table components during encoding, significantly enhance
model’s structural understanding.
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0.1 Introduction

Transformers, originally designed for text processing, handle tabular data by
flattening it into sequences [6], which results in the loss of crucial structural
information. While existing methods attempt to preserve structure information
using special tokens [7], structural embeddings [1], or attention bias [4], their
individual impact remains unclear. Additionally, these architectures are prone
to overfitting [8, 9]. Even Large Language Models [11] struggle with simple tasks,
such as counting rows in large table. This paper examines mechanisms for pre-
serving tabular structure and evaluate their impact on generalization across both
synthetic and real-world datasets. We find that (1) tabular encoding choice signif-
icantly affects generalization, and (2) sparse attention masks improve robustness
to table size, perturbations, and real-world datasets like WikiSQL [10].

0.2 Methods

We compare structure-preserving modules to assess their generalization impact.
Encoding Methods: We evaluate four models that preserve table structure
after flattening. TaPEx [2] introduces Structured Tokens (T), TaPas [1] uses
structural Embeddings (E), TableFormer [4] applies attention Bias (B), and
MATE [3] employs a sparse Mask (M) to restrict attention within rows and
columns. For fair comparison, we use BART [5] as the backbone, integrating
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each encoding module into a unified framework and accuracy [1] as metric.
Studying Generalization: We construct a SQL execution dataset with 10
query templates. Tables are randomly generated using a fixed vocabulary of
1000 numbers, with independent random generation for test sets. We evaluate
Out-Structure (larger tables), Robustness (tables with repetition probabil-
ity r ∈ {0.2, 0.4}), and Compositionality (unseen SQL query). We also use
WikiSQL to confirm our results on a real-world dataset.

0.3 Experiments

Table 1 compares models w/wo masks, showing their key role in generalization
and robustness to perturbations. Notably for structure generalization, with gains
up to 10 points. To validate our results, we fine-tune all configurations on Wik-
iSQL (Figure 1). Models without structural components perform worst (bottom
left). Across all cases, models with masks consistently outperform those without.

Table 1. Model performance on generalization tests, highlighting the impact of mask
M on synthetic datasets.

Model Out Structure Compositional Robustness
TaPas 66.3 62.8 83.0
TaPas+M 76.0 62.8 88.6
TaPEx 66.3 62.9 71.3
TaPEx+M 71.5 62.6 90.2
TableFormer 78.0 62.7 80.2
TableFormer+M 81.1 62.4 86.2
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Fig. 1. Impact of structural encoding methods on WikiSQL performance. We use \ to
indicate absence of the component. (B=Bias, M=Mask, E=Embedding, T=Tokens).

We conclude that sparse attention improves generalization by focusing on
relevant table components and minimizing unnecessary token interactions, pre-
venting spurious dependencies and biases.
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