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ABSTRACT

Facial video-based remote physiological measurement (rPPG) has gained promi-
nence for its ability to non-invasively estimate vital signs such as heart rate (HR).
The foundation of rPPG lies in using a camera to record facial videos at a cer-
tain frame rate, allowing the capture of rapid skin color changes necessary for
HR measurement. Inspired by this property, we identified a new task, that is,
to embed malicious information into facial videos by subtly modulating frames
and generating frames corresponding to the modified rate. With this task, we
can mislead state-of-the-art rPPG HR methods through natural and imperceptible
frame modulation changes, aiming for two objectives: testing the resilience of
rPPG methods against frame modulation variations and safeguarding heart rate
data, which is crucial for individual privacy. However, such a task is non-trivial and
should be capable of automatically adapting to different input videos and generating
natural, imperceptible frame modulation perturbations along with frames corre-
sponding to the modified rate. To address these challenges, we propose Continuous
Representation-driven Video Resampling (CRVR), which targets precise manipula-
tion of frame timing to subtly skew perceived HR measurements. Specifically, the
CRVR method consists of two modules: Variable Frame Rate Video Resampling
(VFRVR), which automatically determines the optimal resampling strategy for
each frame, and Continuous Video Frame Generation (CVFG), which generates
frames corresponding to the modified rate and seamlessly injects them back into
the video. Extensive testing on UBFC-rPPG and PURE datasets reveals that our
CRVR method successfully produces realistic, imperceptible adversarial videos that
effectively mislead three different rPPG-based heart rate detection technologies.

1 INTRODUCTION

Remote photoplethysmography (rPPG) has been widely investigated as a prominent non-invasive
technique for heart rate (HR) estimation using facial videos (Chen & McDuff, 2018; Yu et al., 2019;
Liu et al., 2020; Gideon & Stent, 2021; Lu et al., 2021). The rPPG circumvents the discomfort
and potential allergic reactions caused by skin-contact electrodes and wires, presenting a practical
substitute for conventional contact-based devices such as electrocardiograms, thereby enhancing
user comfort and accessibility (Krittanawong et al., 2021). The foundation of rPPG, as shown in
Figure 1(a), lies in using a camera to record facial videos at a certain frame rate, allowing the capture
of rapid skin color changes necessary for HR measurement. This process is influenced by the video’s
frame rate, meaning even minor adjustments can impact the accuracy of the extracted signal.

Inspired by this property, we identified a new task: embedding malicious information into facial
videos by subtly altering the frame rate and generating corresponding frames for the modified rate, as
shown in Figure 1(b). The goal of this task is to mislead state-of-the-art rPPG heart rate detection
methods through natural, imperceptible frame modulation changes, with two primary objectives in
mind: first, to evaluate the robustness of existing rPPG methods against frame modulation variations,
and second, to protect heart rate data, which is a critical aspect of individual privacy. Achieving
this task is particularly challenging, as it requires the system to automatically adapt to various input
videos, ensuring that the alterations remain visually imperceptible while maintaining a natural flow.
The solution must be capable of generating seamless frame modulation perturbations and producing
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Figure 1: (a) shows the principle of rPPG for HR measurement. This method uses a camera to
record facial videos and analyzes the changes in light reflected by the facial skin to extract the PPG
signal. (b) shows the main idea of this work. We propose embedding malicious information into
facial videos by subtly altering the frame rate and generating corresponding frames for the modified
rate, achieving an effective attack while ensuring natural temporal transitions in the video.

corresponding frames that fit the modified rate, all without introducing noticeable artifacts. Such
subtle modifications demand an advanced level of adaptability and precision, as the outcome should
deceive even the most sophisticated rPPG models while preserving the video’s authenticity from a
viewer’s perspective. This complexity makes our task not only technically demanding but also highly
significant for testing the resilience and reliability of rPPG-based heart rate estimation systems.

To address this, we explored a range of existing attack methods and their variations. Our findings
revealed that these conventional approaches often lead to significant discrepancies between consecu-
tive frames, resulting in unnatural artifacts in the attacked videos. To develop an effective solution,
we identified three primary challenges. The first challenge is stealthiness, which involves designing
an attack strategy that subtly alters the video frame rate while preserving the visual coherence and
naturalness of the video sequence. This requires not only imperceptible modifications to the frame
rate but also generating frames that correspond to the modified rate, all while maintaining temporal
smoothness between frames to minimize the perceptibility of the attack. In addition to stealthiness,
two further challenges must be addressed to ensure the method’s effectiveness. The second challenge
is generality, which requires that the resulting HR from the attacked video significantly differs from
the true HR detected by rPPG, thus protecting user privacy. The third challenge is controllability,
meaning that the attack must enable us to manipulate the targeted HR value, either increasing or
decreasing it as needed, thereby providing precise control over the outcome of the attack.

To tackle these challenges, we propose Continuous Representation-driven Video Resampling (CRVR),
which targets precise manipulation of frame timing to subtly skew perceived HR measurements.
Specifically, the CRVR method comprises two modules: Variable Frame Rate Video Resampling
(VFRVR) and Continuous Video Frame Generation (CVFG). VFRVR utilizes a deep neural network
to predict the optimal adversarial frame timing adjustments based on the characteristics of each frame,
maintaining temporal consistency while altering the perceived frame sequences. CVFG generates
frames corresponding to the modified rate seamlessly injects these adjusted frames back into the
video to ensure a smooth and natural appearance.

Extensive experiments on the UBFC-rPPG and PURE datasets demonstrate the effectiveness of
our CRVR method. The results show that CRVR successfully generates realistic and imperceptible
adversarial videos that mislead three different rPPG-based heart rate detection technologies. The
experimental results show that our method is effective in protecting user privacy, and highlight the
critical vulnerabilities in rPPG HR measurement systems that rely on visual inputs.

2 RELATED WORKS

2.1 RPPG MEASUREMENT

Facial video-based remote physiological measurement (rPPG) has advanced significantly, enabling
non-invasive extraction of heart rate and other vital signals from facial videos. Historically, rPPG
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techniques have evolved through two major phases. Initially, conventional methods analyzed subtle
color variations in specific facial regions to estimate heart rate, relying on mathematical models
such as blind signal separation (Poh et al., 2010), least mean square (Li et al., 2014), majority
voting (Lam & Kuno, 2015), and self-adaptive matrix completion (Tulyakov et al., 2016). These
approaches were grounded in skin reflection models (Wang et al., 2016; De Haan & Jeanne, 2013)
and focused on signal extraction from predetermined areas of the face. However, these traditional
methods often struggled with robustness and generalizability across diverse conditions and subjects,
limited by their foundational mathematical assumptions. The emergence of deep learning ushered in
a transformative phase in rPPG research, leading to the development of more adaptive and powerful
models. Contemporary deep learning-based approaches, such as DeepPhys (Chen & McDuff, 2018),
MTTS (Liu et al., 2020), and BigSmall (Narayanswamy et al., 2024), have significantly enhanced the
accuracy of heart rate detection.

2.2 GENERAL ADVERSARIAL ATTACKS

With the rapid development of deep learning, adversarial attacks have emerged as a significant
threat to deep neural networks. To probe their vulnerabilities, researchers have developed various
methods designed to deceive applications such as image classification and face recognition systems.
Techniques like the Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2015), iterative FGSM
(Kurakin et al., 2017), and natural transformation-based attacks (Shamsabadi et al., 2020) have shown
that deep learning models are susceptible to imperceptible perturbations. Furthermore, methods such
as Projected Gradient Descent (PGD) (Madry et al., 2018), the Carlini-Wagner attack (Carlini &
Wagner, 2017), and DeepFool (Moosavi-Dezfooli et al., 2016) have expanded the arsenal available for
generating adversarial examples, proving their effectiveness across various domains. Recent advances
have extended adversarial attacks to video-based systems. For instance, Universal Adversarial
Perturbations (UAPs) have been adapted to target video models, misleading video classification
systems through subtle, imperceptible changes between frames (Moosavi-Dezfooli et al., 2017;
Papernot et al., 2017). Additionally, methods like temporal perturbations (Li et al., 2019) and
spatiotemporal adversarial attacks (Liu et al., 2022) have been developed to exploit the unique
dynamics of video data. Black-box attacks, which generate adversarial examples by repeatedly
querying video models to construct perturbations leading to misclassification without accessing the
model’s internal parameters, are also evolving (Ilyas et al., 2018; Andriushchenko et al., 2020).

2.3 VIDEO FRAME INTERPOLATION

Video Frame Interpolation (VFI) is an established area of study within video processing, involving the
synthesis of intermediate frames that do not originally exist between two consecutive video frames.
This technology is utilized across various practical applications in video processing including creating
slow-motion effects (Bao et al., 2019; Jiang et al., 2018), enhancing the frame rate (Bao et al., 2018;
Castagno et al., 1996), compressing video (Wu et al., 2018), generating new viewpoints (Flynn et al.,
2016), restoring video quality (Kim et al., 2020; Tian et al., 2020; Wang et al., 2019; Werlberger
et al., 2011), and aiding in intra-prediction for video encoding (Choi & Bajić, 2019; Wu et al., 2015).

3 PROBLEM FORMULATION AND MOTIVATION

3.1 ADVERSARIAL ATTACKS AGAINST RPPG-BASED HR DETECTION

Given a facial video F with each frame timestamp denoted as T = {ti}ni=1, where ti < ti+1, and the
corresponding video frames are represented by F = {fi}ni=1, the process of generating an adversarial
attack video for rPPG heart rate detection can be formulated as follows:

F ′ = G(Ψ(T ),F),

s.t. ∥fi − fi+1∥ < ∆, ∀i ∈ {1, 2, . . . , n− 1},
∥t′i+1 − t′i − (ti+1 − ti)∥ ≤ ξ, ∀i ∈ {1, 2, . . . , n− 1},

(1)

where Ψ(·) is a deep learning model that maps original timestamps T to attacked timestamps
T ′ = {t′i}ni=1. Based on T ′, the generator G(·) creates an attacked frame sequence F ′ = {f ′

i}ni=1.
The parameters ∆ and ξ are thresholds ensuring that generated frames maintain visual consistency
and smooth temporal transitions, respectively.
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Then, given an rPPG-based HR detection model ∅ (·) that extracts the dominant frequency from the
rPPG signal, typically using methods such as Fast Fourier Transform (FFT) (Cooley & Tukey, 1965),
we design a suitable loss function, such as the cross-entropy loss for a neural network, using the HR
measured from the attacked video and the original video:

Latt = argmax(∅
(
F̂
)
,∅ (F)). (2)

Note that during the optimization the functions G(·) and Ψ(·), the rPPG model ∅ (·) is not updated.
In Section 3.2, we introduce three naive implementations relevant to the adversarial video attack
domain, and discuss the motivations for frame modulation attack in Section 3.3.

3.2 NAIVE IMPLEMENTATION

Random Noise Addition: Add random noise ϵrant to each frame fi at time ti in the video as a
baseline to evaluate the overall robustness of the rPPG algorithm against non-targeted perturbations,
which can be represented as,

F̂ran = {fi + ϵrani }ni=1. (3)

PGD (Madry et al., 2018): This method is an iterative enhancement version of the FGSM method,
enabling more precise control over adversarial perturbations. It operates against the negative gradient
of the loss function L(ω, fi, y), where ω represents the model parameters, fi ∈ F is the input frame,
and ti ∈ [t1, t2, ..., tn] represents the respective labels. Since the PGD algorithm is suitable for
classification tasks, we let the timesteps as the label aim to make each video frame not belong to the
current time step, even if each frame is different from itself. The PGD update rule for one frame is
defined as:

fk+1
i = Πfi+S

(
fk
i + α sgn(∇fiL(ω, fi, ti))

)
, (4)

where S ⊆ Rd denotes the permissible perturbation space, k is the iteration count, sgn is the sign
operator and α is a step size parameter reflecting a trade-off in the perturbation process.

EMA-VFI (Zhang et al., 2023): This method leverages inter-frame attention to explicitly extract
both motion and appearance information for video frame interpolation. The inter-frame attention
mechanism not only enhances appearance features by aggregating appearance information from
neighboring frames but also estimates approximate motion vectors between frames. Specifically,
for any patch in the current frame, its temporal neighbors are used to derive an attention map that
captures their temporal correlation. The update rule for the extracted appearance feature is given by:

Ak+1
fi

= Ak
fi + Sfi→fi+1

Vfi+1
, (5)

where Sfi→fi+1 is the attention map derived from the similarity between a patch in frame fi and its
spatial neighbors in frame fi+1, and Vi+1 represents the value derived from the appearance feature of
frame fi+1. The process simultaneously extracts motion features by estimating the displacement of
each patch, providing explicit cues for the generation of intermediate frames.

3.3 LIMITATIONS AND MOTIVATION

Limitations. The previously mentioned methods, including Random Noise Addition, PGD, and
EMA-VFI, have two major limitations: ❶ They lack temporal smoothness, resulting in unnatural
temporal changes between video frames that may reveal signs of tampering. ❷ They introduce
significant visual alterations, such as noise perturbations and interpolated frames of reduced quality,
leading to unnatural visual effects. These limitations increase the risk of the rPPG system detecting
the presence of an attack. Furthermore, the limited research focused on adversarial attacks in the
rPPG domain underscores the importance and urgency of this study.

Motivation. We aim to conduct an effective adversarial frame modulation attack on facial videos
for rPPG HR detection. This study is driven by three key motivations: ❶ To explore the impact of
adversarial frame modulation on rPPG heart rate detection, thereby safeguarding heart rate data to
protect individual privacy. ❷ To predict the optimal adversarial timing adjustment for each frame
based on the characteristics of the original video, achieving an effective attack while ensuring natural
temporal transitions in the video. ❸ To preserve the video’s structural integrity and maintain high
visual quality, ensuring that adversarial modifications are not easily perceptible to human observers.
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4 METHODOLOGY
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Figure 2: The pipeline of proposed continuous representation-driven video resampling (CRVR)
contains two key parts, i.e., Variable Frame Rate Video Resampling (VFRVR) and Continuous Video
Frame Generation (CVFG). The original video is input into the VFRVR to predict the timestamps of
the adversarial video. The CVFG then generates the corresponding frames based on the timestamps
output from VFRVR and the original video features, ultimately synthesizing the adversarial video.

4.1 OVERVIEW

As analyzed in the previous section, achieving our goal requires predicting the optimal adversarial
timing adjustment for each frame based on the characteristics of the original video, followed by
generating corresponding images according to the adjusted time sequence. This approach allows for
precise manipulation of the frame sequence, enabling an effective attack on rPPG facial videos. To
accomplish this, we designed two modules: Variable Frame Rate Video Resampling (VFRVR) and
Continuous Video Frame Generation (CVFG), as shown in Figure 2. The original video is input into
the VFRVR, which predicts the time sequence of the adversarial video based on the characteristics of
each frame. The CVFG then generates the corresponding frames based on the timestamps output
from VFRVR, ultimately synthesizing the adversarial video with altered timestamps.

4.2 VARIABLE FRAME RATE VIDEO RESAMPLING MODULE

Given an original facial video F =
{
fi ∈ RH×W

}n

i=i
with n frames, and its time sequence denoted

as T = {ti}ni=i, where ti < ti+1. We define a variable frame rate video resampling function
T ′ = Ψ(T ), which can be a deep neural network, to predict the adversarial timing adjustments for
each frame based on the original video and its corresponding timestamps.

We aim for the generated time sequence T ′ = {t′i}ni=i to match the input time sequence T = {ti}ni=i,
ensuring that the generated video maintains temporal consistency with the original video. To this end,
we introduce a matching loss to minimize the difference between the generated and input timestamps:

Lmatch =

n∑
i=1

|t′i − ti|
2
. (6)

In addition, to maintain temporal consistency and natural smoothness in the generated frame sequence,
a temporal smoothness loss is introduced to control the differences between adjacent frames:

Lsmooth =

n−1∑
i=1

(
t′i+1 − t′i − (ti+1 − ti)

)2
. (7)

This loss ensures that changes in timestamps are not abrupt and match the relative variations in the
original time sequence, thereby preserving the structure and rhythm of the video. Finally, the video
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resampling function will also ensure that the length of the generated video matches the length of
the original video. The CVFG module (introduced in Section 4.3) will use the newly generated
adversarial timing sequence to generate the corresponding frames.

4.3 CONTINUOUS VIDEO FRAME GENERATION MODULE

Given the original facial video F =
{
fi ∈ RH×W

}n

i=1
and the attacked time sequence T ′ = {t′i}ni=i,

consider the timestamp t′i, we set a temporal window of m frames whose timestamp is neighbor
to t′i before and after. we aim to construct an implicit representation that captures both spatial and
temporal dependencies, considering the extended temporal context of previous and future frames,
and then construct the frame for timestamp t′i.

Consider the image sequence S = {fi ∈ RH×W }ti+
m
2

i=ti−m
2

within the temporal window of timestamp
t′i, consisting of m frames. We aim to construct an implicit representation Iti for the frame f ′

ti
corresponding to timestamp t′i. This representation maps the spatial and temporal coordinates of a
pixel, denoted as p = (xp, yp, τp) in the continuous domain, to its corresponding RGB value, Iti (p).
To achieve this, we propose extending the local implicit image representation framework (Chen et al.,
2021; 2024), not only focusing on frames preceding the current frame but also incorporating future
frames to capture a richer temporal context. The task can be formulated as follows:

Iti (p) =
∑

q∈Mp

ωqfθ(zq, dist(p, q)). (8)

The set Mp contains neighboring pixels of p within the temporal window of m frames. The vector
zq denotes the feature of a neighboring pixel q, and dist(p,q) measures the spatial distance between
pixels p and q. The function fθ is an MLP that maps the feature of a neighboring pixel q to the
color of pixel p based on their spatial distance. The final color values are obtained by aggregating the
generated color values, where each value is weighted by ωq. The weight ωq is determined by the
volume ratio of the cube formed by p and q relative to the total neighboring volume.

Inspired by (Chen et al.), we extend our approach by dividing the implicit representation process into
two phases: the first phase ensures spatial consistency, while the second expands the temporal context
to incorporate both past and future frames.

Spatial Implicit Representation: we construct a spatial implicit representation that estimates the
color value of a pixel based on its neighboring pixels across the spatial domain, for ti frame: In the
first phase, we build a spatial implicit representation to estimate the color value of a pixel based on its
spatial neighbors across the ti frame:

Iti(pt−m
2 :t+m

2
) =

∑
(xq,yq)∈M(xp,yp)

ωsp
(xq,yq)

fsp
θ (z(xq,yq), dist((xp, yp), (xq, yq))), (9)

where pt− m
2 + m

2 =
[(
xp, yp, t− m

2

)
, ...,

(
xp, yp, t+

m
2

)]
represents the pixel’s spatial position

across the entire temporal window. The function fθsp is modeled as an MLP parameterized by θsp,
while the weight ωsp

(xq,yq)
is computed based on the area ratio of the rectangle formed by (xp, yp) and

(xq, yq) compared to the neighboring areas, as done in (Chen et al., 2021).

Temporal Implicit Representation: After constructing the spatial representation, we expand to the
temporal domain, thereby capturing temporal dependencies between frames:

Iti(p) =
∑

τq∈[t−m
2 ,t+m

2 ]

ωtp
τqf

tp
θ (Iti(pt−m

2 :t+m
2
), dist(τp, τq)), (10)

where Iti(pt− m
2 + m

2 )[τq] is the element corresponding to τq in Iti(pt− m
2 + m

2 ), and fθtp(·) is
an MLP used to predict the color value of pixel p from the feature vector Iti(pt− m

2 + m
2 )[τq]. The

weight ωtp
τq is based on the temporal distance between the frame being constructed and its neighboring

frames. We can then simplify the formulation as follows:

Iti(p) = CVFG(p,S | fβ , fsp
θ , f tp

θ ), (11)

where fβ serves as an encoder network that extracts features from the pixels.
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By iterating through all discrete coordinates within the frame, we can reconstruct the frame at times-
tamp t′i as f ′

ti . All the frames corresponding to the time sequence after the attack are concatenated
to form the adversarial video, F ′ =

⊕n
i=1{F}ni=1, where

⊕
denotes frame concatenation operate.

We use the reconstruction loss to directly compare the pixel-level differences between the generated
frames and the original frames to pre-train this module:

Lreconstruction =

n∑
i=1

∥f ′
ti − fti∥1. (12)

4.4 IMPLEMENTATION DETAILS

Training process. We first pre-train the CVFG module and then fine-tune this module. During pre-
training, the timestamps of the original video is input, and the generated frames at the corresponding
timestamps of the original video are used to calculate the loss according to Equation 12 for training.
To avoid unnatural jumps or ghosting effects in the generated video, we employ a motion constraint
loss to ensure that the motion information between adjacent frames remains consistent:

Lmotion =

n−1∑
i=1

∥(f ′
ti+1

− f ′
ti)− (fti+1

− fti)∥2. (13)

The loss term measures the changes in differences between adjacent frames to maintain consistency
of the dynamic information in the generated video with that of the original video, ensuring that the
motion effect during video playback appears natural.

Loss function. Our goal is to generate videos that achieve an effective attack, so we propose an
attack effectiveness loss Lattack using the attacked video and the original video:

Lattack = |ϕ(F ′)− ϕ(F )| , (14)

where ϕ(·) represents the heart rate measurement method. Combining all the above loss terms, we
obtain the total loss function Ltotal as follows:

Ltotal = Lattack + λ1(Lmatch + Lsmooth) + λ2Lmotion. (15)

Since Lmatch and Lsmooth are only related to the VFRVR module, and Lmotion is only related to the
CVFG module, we introduce only two parameters, λ1 and λ2, for these modules.

5 EXPERIMENTAL EVALUATION

In this section, we conduct a series of experiments to evaluate CRAD’s attack efficacy under various
previously discussed settings. It should be emphasized that the results for each scenario are averaged
across three trials to minimize the impact of different random seeds. In line with the design specifica-
tions of rPPG HR measurement, we have configured the reconstruction range to focus on the facial
region rather than the entire image, significantly reducing time costs.
Datasets. We conduct our experiments on two public datasets: UBFC-rPPG (Bobbia et al., 2019),
PURE (Stricker et al., 2014). UBFC-rPPG consists of 42 facial videos with simultaneously recorded
PPG signals and heart rates. We follow (Lee et al., 2020) to discard subjects of indices 11, 18, 20
and 24 because their heart rates were inappropriately recorded. PURE contains 60 facial videos from
10 subjects. During the data collection process, subjects were asked to perform six kinds of head
motions (small rotation, medium rotation, slow translation, fast translation, talking and steady) in
front of the camera for one minute. We follow (Gideon & Stent, 2021) to discard the first two samples
because their PPG waveforms were strongly corrupted.
Metrics. We employ Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Pearson
Correlation (r) as metrics to evaluate HR accuracy, adhering to the methodology used in (Song et al.,
2021; Gideon & Stent, 2021). These metrics assess the discrepancy between predicted HR and actual
measurements, thus gauging the precision of HR estimates. MAE is computed as the average of the
absolute differences between predicted HR and ground truth, with lower values indicating greater
accuracy. RMSE is defined as the square root of the mean of the squared discrepancies between
predicted and actual HR values, where lower scores reflect superior accuracy. Pearson Correlation (r)
quantifies the strength of the linear relationship between predicted HR values and the ground truth,

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Table 1: Performance of multiple rPPG HR methods when subjected to different attack approaches.
The results are reported on UBFC-rPPG and PURE datasets.

rPPG Model Attacks UBFC PURE

MAE↓ RMSE↓ r ↑ MAE↓ RMSE↓ r ↑

RemotePPG

wo.Atk 3.620 4.983 0.959 2.348 3.016 0.991
Random noise 4.420 5.776 0.902 2.877 3.745 1.000

PGD 21.675 29.664 0.426 20.589 27.983 0.432
Square Attack 30.192 34.954 0.403 25.492 31.545 0.418

EMA-VFI 4.150 5.201 0.910 6.782 9.021 0.703
Ours 36.790 38.710 0.305 35.061 37.150 0.374

Physformer

wo.Atk 5.504 10.879 0.623 4.543 10.376 0.694
Random noise 7.585 10.263 0.607 6.872 9.781 0.659

PGD 27.108 35.914 0.327 25.743 34.289 0.302
Square Attack 36.998 38.730 0.249 31.473 36.507 0.276

EMA-VFI 6.900 9.410 0.613 7.203 12.074 0.561
Ours 37.605 39.480 0.241 36.430 38.091 0.283

BigSmall

wo.Atk 1.048 2.585 0.986 1.908 6.549 0.931
Random noise 2.170 3.638 0.962 2.760 5.184 0.905

PGD 25.460 26.874 0.496 24.379 25.987 0.471
Square Attack 30.006 37.890 0.309 27.006 31.987 0.390

EMA-VFI 2.092 3.240 0.972 4.810 6.032 0.880
Ours 35.561 37.142 0.310 33.049 35.210 0.302

with values nearing 1 denoting a strong positive correlation.
Baseline. We have selected four baseline methods for comparison with our CRAD method, chosen
for their relevance to the rPPG domain and their capacity to offer a thorough evaluation of adversarial
techniques. These include Random Noise, PGD (Madry et al., 2018), and EMA-VFI (Zhang et al.,
2023). Additionally, we incorporate Square Attack (Andriushchenko et al., 2020), a black-box
adversarial method that subtly alters a minimal number of pixels to amplify the loss in the target
model. This inclusion serves to underscore the unique challenges of light manipulation versus more
localized pixel-level disturbances.
rPPG models. We assess the proposed attacks and baseline methods on multiple facial video-based
remote physiological measurement models, including PhyNet (Yu et al., 2019), MTTS (Liu et al.,
2020), RemotePPG (Gideon & Stent, 2021), EfficientPhys (Liu et al., 2021), Physformer (Yu et al.,
2022), and BigSmall (Narayanswamy et al., 2024). To ensure optimal performance, all these mod-
els require pre-processing of face images using MTCNN (Zhang et al., 2016), which we apply
consistently throughout the evaluation.

5.1 COMPARATIVE ANALYSIS OF ADVERSARIAL ATTACKS ON RPPG HR MEASUREMENT

Our evaluation extensively investigated the resilience of different rPPG heart rate detection models
against a variety of adversarial attacks, as illustrated in Table 1. The results are reported on both
UBFC-rPPG and PURE datasets. This analysis focuses on understanding how adversarial attacks
disrupt the accuracy of heart rate measurements and assesses the robustness of the rPPG models to
such manipulations. The data reveals substantial variability in how different models withstand similar
adversarial conditions. Notably, PGD and Square Attack significantly deteriorate the performance
of the RemotePPG model, with MAE and RMSE values drastically increasing. This highlights
the model’s vulnerability to gradient-based and pattern disruption attacks. EMA-VFI is a frame
insertion method. Although it is technically feasible, it can usually only insert the generated frames
between two frames. This method changes the frame rate of the video and is visually perceptible.
Because it does not take into account the natural coherence of the video. Therefore, if you want
to ensure the frame rate as a prerequisite, you can only regenerate the intermediate frames by the
previous and next frames to conduct attack tests. In this case, the heart rate will hardly change. In
practical applications, the adversarial effect of this method is limited because it is not enough to
achieve continuous misleading of heart rate measurement without attracting attention. Our method
consistently leads to the highest MAE and RMSE in almost all cases, demonstrating its effectiveness
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in corrupting heart rate detection. Additional results regarding the ablation study and the effectiveness
analysis can be found in the Appendix.

5.2 COMPARATIVE VISUAL ANALYSIS OF FRAME INTERPOLATION METHODS

Figure 3 illustrates a series of video frames subjected to different adversarial attacks, including PGD,
EMA-VFI, and our method, along with their impact on the derived rPPG signals. The original frames
are outlined in green boxes to serve as a reference point, contrasting sharply with the red boxes which
mark the adversarially altered frames. The comparison clearly illustrates how conventional frame
interpolation techniques, such as PCA Attack and EVM-WFT, generally insert intermediate frames
between existing ones, which limits their ability to produce frames at arbitrary timestamps. CRAD
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Figure 3: Visual and quantitative analysis of adversarial attacks on rPPG HR measurement. Green
boxes highlight original frames, while red boxes and red text indicate frames and timestamps affected
by adversarial attacks. The right side displays the corresponding rPPG signal.

stands out for its ability to seamlessly generate frames at any given moment within the video timeline,
unlike traditional methods that are restricted to creating frames only at predetermined intervals.
This capability allows CRAD to subtly alter perceived heart rates by crafting frame sequences that
introduce temporal perturbations indiscernible to the naked eye yet effective enough to mislead
advanced rPPG detection systems.

6 CONCLUSIONS

In this study, we presented a novel adversarial approach to facial video-based remote physiological
measurement (rPPG) heart rate estimation through the Continuous Representation-driven Video
Resampling (CRVR) method. This method effectively embeds malicious information into facial
videos by subtly modulating frames, producing natural and imperceptible perturbations that mislead
state-of-the-art rPPG heart rate methods. Extensive evaluations on the UBFC-rPPG and PURE
datasets demonstrate that CRVR can consistently generate adversarial videos that appear realistic
while misleading multiple rPPG-based heart rate detection algorithms. This work reveals critical
vulnerabilities in current rPPG systems, highlighting the need for enhanced robustness against adver-
sarial attacks to protect privacy and ensure accurate physiological assessments. Future research should
focus on developing effective countermeasures and exploring practical applications to strengthen the
security and reliability of remote physiological monitoring technologies.
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Hyomin Choi and Ivan V Bajić. Deep frame prediction for video coding. IEEE Transactions on
Circuits and Systems for Video Technology, 30(7):1843–1855, 2019.

James W Cooley and John W Tukey. An algorithm for the machine calculation of complex fourier
series. Mathematics of computation, 19(90):297–301, 1965.

Gerard De Haan and Vincent Jeanne. Robust pulse rate from chrominance-based rppg. IEEE
Transactions on Biomedical Engineering, 60(10):2878–2886, 2013.

John Flynn, Ivan Neulander, James Philbin, and Noah Snavely. Deepstereo: Learning to predict new
views from the world’s imagery. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pp. 5515–5524, 2016.

John Gideon and Simon Stent. The way to my heart is through contrastive learning: Remote
photoplethysmography from unlabelled video. In Proceedings of the IEEE/CVF international
conference on computer vision, pp. 3995–4004, 2021.

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial
examples. In ICML, 2015.

Andrew Ilyas, Logan Engstrom, Anish Athalye, and Jessy Lin. Black-box adversarial attacks with
limited queries and information. In International conference on machine learning, pp. 2137–2146.
PMLR, 2018.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Huaizu Jiang, Deqing Sun, Varun Jampani, Ming-Hsuan Yang, Erik Learned-Miller, and Jan Kautz.
Super slomo: High quality estimation of multiple intermediate frames for video interpolation. In
Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 9000–9008,
2018.

Soo Ye Kim, Jihyong Oh, and Munchurl Kim. Fisr: Deep joint frame interpolation and super-
resolution with a multi-scale temporal loss. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 34, pp. 11278–11286, 2020.

Chayakrit Krittanawong, Albert J Rogers, Kipp W Johnson, Zhen Wang, Mintu P Turakhia, Jonathan L
Halperin, and Sanjiv M Narayan. Integration of novel monitoring devices with machine learning
technology for scalable cardiovascular management. Nature Reviews Cardiology, 18(2):75–91,
2021.

Alexey Kurakin, Ian Goodfellow, and Samy Bengio. Adversarial examples in the physical world. In
ICLR, 2017.

Antony Lam and Yoshinori Kuno. Robust heart rate measurement from video using select random
patches. In Proceedings of the IEEE international conference on computer vision, pp. 3640–3648,
2015.

Eugene Lee, Evan Chen, and Chen-Yi Lee. Meta-rppg: Remote heart rate estimation using a
transductive meta-learner. In Computer Vision–ECCV 2020: 16th European Conference, Glasgow,
UK, August 23–28, 2020, Proceedings, Part XXVII 16, pp. 392–409. Springer, 2020.

Shasha Li, Ajaya Neupane, Sujoy Paul, Chengyu Song, Srikanth V Krishnamurthy, Amit K Roy
Chowdhury, and Ananthram Swami. Stealthy adversarial perturbations against real-time video
classification systems. In Proceedings 2019 Network and Distributed System Security Symposium.
Internet Society, 2019.

Xiaobai Li, Jie Chen, Guoying Zhao, and Matti Pietikainen. Remote heart rate measurement from
face videos under realistic situations. In Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 4264–4271, 2014.

Fan Liu, Hao Liu, and Wenzhao Jiang. Practical adversarial attacks on spatiotemporal traffic
forecasting models. Advances in Neural Information Processing Systems, 35:19035–19047, 2022.

Xin Liu, Josh Fromm, Shwetak Patel, and Daniel McDuff. Multi-task temporal shift attention
networks for on-device contactless vitals measurement. Advances in Neural Information Processing
Systems, 33:19400–19411, 2020.

Xin Liu, Brian L Hill, Ziheng Jiang, Shwetak Patel, and Daniel McDuff. Efficientphys: Enabling
simple, fast and accurate camera-based vitals measurement. arXiv preprint arXiv:2110.04447,
2021.

Hao Lu, Hu Han, and S Kevin Zhou. Dual-gan: Joint bvp and noise modeling for remote physiological
measurement. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pp. 12404–12413, 2021.

Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu.
Towards deep learning models resistant to adversarial attacks. In International Conference on
Learning Representations, 2018.

Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi, and Pascal Frossard. Deepfool: a simple and
accurate method to fool deep neural networks. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pp. 2574–2582, 2016.

Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi, Omar Fawzi, and Pascal Frossard. Universal
adversarial perturbations. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pp. 1765–1773, 2017.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Girish Narayanswamy, Yujia Liu, Yuzhe Yang, Chengqian Ma, Xin Liu, Daniel McDuff, and Shwetak
Patel. Bigsmall: Efficient multi-task learning for disparate spatial and temporal physiological
measurements. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer
Vision, pp. 7914–7924, 2024.

Nicolas Papernot, Patrick McDaniel, Ian Goodfellow, Somesh Jha, Z Berkay Celik, and Ananthram
Swami. Practical black-box attacks against machine learning. In Proceedings of the 2017 ACM on
Asia conference on computer and communications security, pp. 506–519, 2017.

Ming-Zher Poh, Daniel J McDuff, and Rosalind W Picard. Advancements in noncontact, multiparam-
eter physiological measurements using a webcam. IEEE transactions on biomedical engineering,
58(1):7–11, 2010.

Ali Shahin Shamsabadi, Ricardo Sanchez-Matilla, and Andrea Cavallaro. Colorfool: Semantic
adversarial colorization. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 1151–1160, 2020.

Rencheng Song, Huan Chen, Juan Cheng, Chang Li, Yu Liu, and Xun Chen. Pulsegan: Learning to
generate realistic pulse waveforms in remote photoplethysmography. IEEE Journal of Biomedical
and Health Informatics, 25(5):1373–1384, 2021.

Ronny Stricker, Steffen Müller, and Horst-Michael Gross. Non-contact video-based pulse rate
measurement on a mobile service robot. In The 23rd IEEE International Symposium on Robot and
Human Interactive Communication, pp. 1056–1062. IEEE, 2014.

Yapeng Tian, Yulun Zhang, Yun Fu, and Chenliang Xu. Tdan: Temporally-deformable alignment
network for video super-resolution. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, pp. 3360–3369, 2020.

Sergey Tulyakov, Xavier Alameda-Pineda, Elisa Ricci, Lijun Yin, Jeffrey F Cohn, and Nicu Sebe.
Self-adaptive matrix completion for heart rate estimation from face videos under realistic conditions.
In Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 2396–2404,
2016.

Wenjin Wang, Albertus C Den Brinker, Sander Stuijk, and Gerard De Haan. Algorithmic principles
of remote ppg. IEEE Transactions on Biomedical Engineering, 64(7):1479–1491, 2016.

Xintao Wang, Kelvin CK Chan, Ke Yu, Chao Dong, and Chen Change Loy. Edvr: Video restoration
with enhanced deformable convolutional networks. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition workshops, pp. 0–0, 2019.

Manuel Werlberger, Thomas Pock, Markus Unger, and Horst Bischof. Optical flow guided tv-l 1
video interpolation and restoration. In Energy Minimization Methods in Computer Vision and
Pattern Recognition: 8th International Conference, EMMCVPR 2011, St. Petersburg, Russia, July
25-27, 2011. Proceedings 8, pp. 273–286. Springer, 2011.

Chao-Yuan Wu, Nayan Singhal, and Philipp Krahenbuhl. Video compression through image inter-
polation. In Proceedings of the European conference on computer vision (ECCV), pp. 416–431,
2018.

Jiyan Wu, Chau Yuen, Ngai-Man Cheung, Junliang Chen, and Chang Wen Chen. Modeling and
optimization of high frame rate video transmission over wireless networks. IEEE Transactions on
Wireless Communications, 15(4):2713–2726, 2015.

Zitong Yu, Xiaobai Li, and Guoying Zhao. Remote photoplethysmograph signal measurement from
facial videos using spatio-temporal networks. arXiv preprint arXiv:1905.02419, 2019.

Zitong Yu, Yuming Shen, Jingang Shi, Hengshuang Zhao, Philip HS Torr, and Guoying Zhao.
Physformer: Facial video-based physiological measurement with temporal difference transformer.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp.
4186–4196, 2022.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Guozhen Zhang, Yuhan Zhu, Haonan Wang, Youxin Chen, Gangshan Wu, and Limin Wang. Ex-
tracting motion and appearance via inter-frame attention for efficient video frame interpolation.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
5682–5692, 2023.

Kaipeng Zhang, Zhanpeng Zhang, Zhifeng Li, and Yu Qiao. Joint face detection and alignment using
multitask cascaded convolutional networks. IEEE signal processing letters, 23(10):1499–1503,
2016.

13


	Introduction
	Related Works
	rPPG Measurement
	General Adversarial Attacks
	Video Frame Interpolation

	Problem Formulation and Motivation
	Adversarial Attacks against rPPG-based HR detection
	Naive Implementation
	Limitations and Motivation

	Methodology
	Overview
	Variable Frame Rate Video Resampling Module
	Continuous Video Frame Generation Module
	Implementation Details

	Experimental Evaluation
	Comparative Analysis of Adversarial Attacks on rPPG HR Measurement
	Comparative Visual Analysis of Frame Interpolation Methods

	Conclusions

