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Abstract

Emotional intelligence (EI) in artificial intel-001
ligence (AI), which refers to the ability of an002
AI to understand and respond appropriately to003
human emotions, has emerged as a crucial re-004
search topic. Recent studies have shown that005
large language models (LLMs) and vision large006
language models (VLLMs) possess EI and the007
ability to understand emotional stimuli in the008
form of text and images, respectively. How-009
ever, factors influencing the emotion prediction010
performance of VLLMs in real-world conver-011
sational contexts have not been sufficiently ex-012
plored. This study aims to analyze the key el-013
ements affecting the emotion prediction per-014
formance of VLLMs in conversational con-015
texts systematically. To achieve this, we recon-016
structed the MELD dataset, which is based on017
the popular TV series Friends, and conducted018
experiments through three sub-tasks: overall019
emotion tone prediction, character emotion pre-020
diction, and contextually appropriate emotion021
expression selection. We evaluated the per-022
formance differences based on various model023
architectures (e.g., image encoders, modality024
alignment, and LLMs) and image scopes (e.g.,025
entire scene, person, and facial expression). In026
addition, we investigated the impact of provid-027
ing persona information on the emotion predic-028
tion performance of the models and analyzed029
how personality traits and speaking styles in-030
fluenced the emotion prediction process. We031
conducted an in-depth analysis of the impact032
of various other factors, such as gender and033
regional biases, on the emotion prediction per-034
formance of VLLMs. The results revealed that035
these factors significantly influenced the model036
performance.037

1 Introduction038

Emotional intelligence (EI) in artificial intelligence039

(AI), which refers to the ability of an AI to un-040

derstand and respond appropriately to human emo-041

tions, is a crucial topic in AI research. EI involves042

the ability to interpret and manage the emotions 043

that are embedded in information and is essential 044

for various cognitive tasks, from problem solving to 045

behavior regulation (Salovey et al., 2009). Human 046

emotions play a significant role in various domains 047

such as academics, competitive sports, and daily 048

life and are shaped by internal and external factors 049

(Koole, 2010; Pekrun et al., 2002; Lazarus, 2000; 050

Li et al., 2023b). Equipping AI systems with EI 051

enhances the quality of human-AI interactions, im- 052

proves user experience, and enables more natural 053

and effective communication based on emotional 054

empathy. 055

Large language models (LLMs), which are con- 056

sidered a crucial step towards achieving artificial 057

general intelligence, have exhibited exceptional per- 058

formance in various fields (Bubeck et al., 2023). As 059

a result, there has been growing interest in whether 060

LLMs possess EI. Wang et al. (2023) evaluated 061

the EI of LLMs through psychological measure- 062

ments and discovered that GPT-4 achieved high 063

EQ scores. Moreover, studies by Li et al. (2023b) 064

and Li et al. (2023c) showed that LLMs can un- 065

derstand emotional stimuli in the form of text and 066

images, perceiving emotions in a manner similar 067

to humans. However, these studies have limitations 068

as they focus on a single modality, whereas various 069

factors such as verbal cues, visual cues, and con- 070

textual information interact in a complex manner 071

in real-world conversational situations. 072

Vision large language models (VLLMs) have re- 073

cently gained attention to overcome the above limi- 074

tations. As VLLMs can process text and images si- 075

multaneously, they have the potential to solve more 076

complex and multifaceted emotion prediction tasks. 077

For example, VLLMs can infer emotional states by 078

comprehensively analyzing the facial expressions 079

and verbal cues of conversation participants or pre- 080

dict appropriate emotional responses considering 081

the conversational context. However, despite their 082

potential, the key factors influencing the emotion 083
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prediction of VLLMs in conversational situations084

have not yet been sufficiently explored.085

This study aimed to analyze the factors influenc-086

ing the emotion prediction of VLLMs, such as the087

model architecture, persona information, and bi-088

ases, systematically to explore means of improving089

emotion prediction performance in conversational090

situations. To achieve this, we reconstructed the091

MELD dataset (Poria et al., 2018) based on the092

popular TV series Friends and augmented it by093

integrating various elements, such as images, con-094

versational context, and persona information, to095

evaluate the performance of VLLMs comprehen-096

sively. We conducted an extensive assessment of097

the emotion understanding and expression perfor-098

mance of VLLMs through three sub-tasks: overall099

emotion tone prediction, character emotion predic-100

tion, and contextually appropriate emotion expres-101

sion selection.102

The experimental results showed that differences103

in the model architecture had a distinct impact on104

the emotion prediction performance. This suggests105

that the structural characteristics of VLLMs, such106

as the method of integrating image and text in-107

formation and the LLM Backbone, play crucial108

roles in emotion prediction performance. In ad-109

dition, models that included persona information110

exhibited notable differences in the emotion predic-111

tion process. This implies that information on the112

personality traits and speaking styles of an individ-113

ual significantly influences the emotion understand-114

ing and response performance of the model. We115

also conducted an in-depth analysis of the impact116

of various factors related to emotion prediction,117

such as gender and regional biases, on the emotion118

prediction performance of VLLMs. The analysis119

revealed that factors such as gender and regional120

biases significantly influenced the emotion predic-121

tion process of VLLMs, revealing the biases and122

limitations that may arise in this process.123

2 Related Work124

The rapid development of LLMs has led to substan-125

tial progress in language generation, knowledge uti-126

lization, and complex reasoning tasks. However, as127

these models are being integrated into various appli-128

cation domains, enhancing their EI and mitigating129

social biases have become increasingly important.130

Wang et al. (2023) explored the EI of LLMs using131

psychological methods, thereby laying the foun-132

dation for further research on how these models133

perceive and respond to emotional stimuli. Build- 134

ing on this work, Li et al. (2023b) and Li et al. 135

(2023c) investigated the ability of LLMs to under- 136

stand emotional content and demonstrated that cur- 137

rent models can react to emotional stimuli similarly 138

to humans. Paech (2023) introduced a new criterion 139

for evaluating the EI of LLMs through EQ-Bench, 140

which is a benchmark that measures the ability of 141

a model to predict the emotional states of char- 142

acters within conversations. Sabour et al. (2024) 143

proposed EMOBENCH, which is a benchmark that 144

is designed to evaluate the EI of LLMs comprehen- 145

sively by assessing not only emotion recognition, 146

but also emotional regulation and the application 147

of emotional understanding. 148

Along with research on the EI of LLMs, ad- 149

dressing the social biases that are inherent in these 150

models is a crucial task for the development of 151

ethical AI. Sheng et al. (2019) and Schick et al. 152

(2021) emphasized the importance of recogniz- 153

ing and mitigating gender stereotypes and other 154

biases in the training data. Nadeem et al. (2021) 155

measured stereotypical biases using the StereoSet 156

benchmark, while Parrish et al. (2022) evaluated 157

biases in question-answering tasks using the BBQ 158

dataset. These studies provided important insights 159

into the EI and social biases of LLMs. Building on 160

this foundation, the present study aimed to analyze 161

the key factors influencing the emotion prediction 162

of VLLMs in conversational contexts systemati- 163

cally. Specifically, we intended to investigate the 164

impact of factors such as persona, gender, and re- 165

gional biases on the emotion prediction processes 166

of VLLMs in depth. 167

3 Dataset and Task Overview 168

We reconstructed the MELD dataset (Poria et al., 169

2018), which is based on popular TV series Friends, 170

to investigate the key factors influencing the emo- 171

tion prediction performance of VLLMs in con- 172

versational contexts. The MELD dataset provides 173

full-scene images for each scene and the corre- 174

sponding conversational context, along with the 175

names of the characters who engage in the dia- 176

logue and the emotion and sentiment labels for 177

the feelings of each character. The dataset includes 178

emotion and sentiment labels for each utterance. 179

Emotions are categorized into seven types: "fear," 180

"disgust," "joy," "sadness," "surprise," "anger," and 181

"neutral," whereas sentiments are divided into three 182

categories: "positive," "negative," and "neutral." 183
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Figure 1: Overview of the data reconstruction process for evaluating the emotion prediction performance of VLLMs
using the MELD dataset. The process involved three main stages: (1) dialogue selection, which filtered and adjusted
dialogues based on the number of turns and presence of characters with personal information; (2) image scope
reconstruction, which extracted images from video frames and categorized them into three scopes (entire scene,
person, and facial expression) to capture different aspects of emotional information; and (3) incorrect sentence
selection, which selected distractor sentences for each sub-task using SBERT.

Appendix A presents the overall statistics.184

3.1 Persona Information185

As the characteristics of an individual greatly in-186

fluence emotion expression and understanding, we187

constructed additional persona information for the188

MELD dataset. The persona information consisted189

of the personality traits and speaking styles of each190

character.191

Personality traits influence how individuals per-192

ceive and express emotions, and play a crucial193

role in understanding and modeling emotional re-194

sponses in conversational contexts. We carefully195

defined the personality traits of the characters of196

Friends to provide comprehensive persona infor-197

mation. By including these personality traits in the198

model, we could investigate their impact on the199

emotion prediction performance.200

Speaking styles affect how individuals convey201

their emotions and intentions. Each character of202

Friends has a unique manner of speaking. By in-203

tegrating these speaking styles into the model, we204

could analyze their influence on emotion prediction205

performance.206

3.2 Quantitative Evaluation 207

To evaluate the emotion prediction performance 208

of VLLMs comprehensively, we approached the 209

problem by selecting the most appropriate emotion 210

expression in each conversational turn, beyond sim- 211

ply recognizing the emotions of the speaker. We 212

used a multiple-choice question format in which 213

each question consisted of one correct utterance 214

and three incorrect utterances. The three subtasks 215

were designed to assess different aspects of the 216

emotion understanding and expression abilities of 217

the model, as follows: 218

Overall emotion tone prediction task assessed 219

the ability of the model to predict the overall emo- 220

tional tone of the dialogue by selecting the most 221

appropriate utterance from the options with differ- 222

ent sentiments. 223

Character emotion prediction task evaluated 224

the ability of the model to predict the emotions of 225

specific characters in a given context by selecting 226

the most appropriate utterance from the options 227

expressing different emotions. 228

Contextually appropriate emotion expression 229

selection task assessed the ability of the model to 230

understand the context in depth and to select the 231
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most appropriate emotion expression by identifying232

the correct utterance from options with the same233

emotion but different expressions.234

4 Dataset Construction235

We reconstructed the existing MELD dataset to236

align it with the objectives of this study. The data237

reconstruction process consisted of three stages: 1)238

dialogue selection, 2) image scope reconstruction,239

and 3) incorrect sentence selection. Using these240

stages, we constructed data that fit the purpose and241

removed unnecessary data. The entire process is242

illustrated in Figure 1.243

4.1 Dialogue Selection244

The original dataset includes various characters and245

sentences that are commonly used in real-life con-246

versations. These characteristics are useful for iden-247

tifying the key elements that influence the emotion248

prediction of VLLMs in conversational contexts.249

For data selection, we removed samples that either250

included dialogue with very long turns or could not251

reflect persona information.252

Adjusting dialogues with very long turns. In253

conversations, instances arise in which very long254

turns appear. In such situations, models generally255

rely more heavily on the previous conversational256

context than on facial expressions or gestures. This257

can significantly affect emotion prediction, particu-258

larly for VLLMs that use LLMs as their backbone259

models. This is because these models may priori-260

tize the textual context over visual cues. This can261

act as noise when identifying the key factors that262

influence the emotion prediction of the model.263

Therefore, we decided to reduce dialogues ex-264

ceeding 15 turns randomly, to between 9 and 15265

turns. The reason for randomly adjusting the num-266

ber of turns rather than fixing them was to prevent267

bias associated with the number of turns. In addi-268

tion, the randomization ensured the inclusion of269

samples with various dialogue lengths within the270

dataset to aid in evaluating the model performance271

in real-life conversational scenarios with varying272

lengths.273

Removing characters lacking persona infor-274

mation. We also aimed to evaluate the emotion275

prediction performance of VLLMs based on the276

inclusion or exclusion of persona information. To277

this end, we structured the dialogue data such that278

characters to whom persona information could279

be assigned appeared during the final utterance280

turn. However, collecting persona information for 281

some characters (e.g., hosts, customers, and airline 282

employees), is difficult or impossible. Therefore, 283

dialogues involving such characteristics were ex- 284

cluded from the dataset. The final dataset included 285

a pool of characters consisting of six main charac- 286

ters with persona information and 21 surrounding 287

characters. 288

4.2 Image Scope Reconstruction 289

Text-based information is often effective for ex- 290

plicit communication, but has limitations in con- 291

veying complex emotional states or atmospheres. 292

In contrast, images enrich these emotional nuances 293

through nonverbal elements and visual context. Par- 294

ticularly in human conversations, emotions vary 295

significantly depending on the context and environ- 296

ment. Therefore, the visual information contained 297

in images, such as the posture, facial expressions, 298

and gestures of the conversation partners, can cap- 299

ture the subtleties of emotions that are difficult to 300

discern from text alone. 301

For image processing, the original videos were 302

divided into frames and image information was ex- 303

tracted from each relevant frame. The most suitable 304

frame was selected and used for the entire scene 305

image. Person and facial expression images were 306

extracted separately from the selected image, and 307

the entire process was performed manually by the 308

authors. At the end of each stage, cross-validation 309

was performed to improve the image accuracy and 310

ensure strict quality control. 311

4.3 Incorrect Sentence Selection 312

The final stage of the data construction involved the 313

selection of incorrect sentences for each dialogue. 314

In this stage, we selected incorrect sentences cor- 315

responding to the multiple-choice questions. We 316

selected sentences with sentiments or emotions that 317

differed from the correct sentences for the over- 318

all emotion tone and character emotion prediction 319

tasks. For the contextually appropriate emotional 320

expression selection task, we selected sentences 321

with the same emotion as the correct sentence. 322

The selected sentences were filtered using 323

SBERT (Reimers and Gurevych, 2019). Some sen- 324

tences may have high semantic similarity and can 325

be used interchangeably with the correct sentence; 326

therefore, we removed sentences that received se- 327

mantic similarity scores above a certain level to 328

eliminate such cases. In addition, we constructed 329

the dataset with two difficulty levels (easy and 330
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Model LLM Tone Emotion Context Avg.
All Person Face All Person Face All Person Face

Prompt type Original

InstructBLIP Vicuna (13B) 40.23 40.15 39.10 40.28 40.83 40.45 40.72 41.09 41.16 40.45
LLaVA-1.5 Vicuna (13B) 50.39 50.15 49.77 48.98 48.94 48.75 48.69 48.39 47.50 49.06
LLaVA-Next Vicuna (13B) 52.00 51.42 51.28 49.87 49.18 48.56 49.97 49.76 49.13 50.13
InstructBLIP FLAN (11B) 56.10 56.36 56.59 56.75 56.75 56.92 55.35 55.34 55.73 56.20
LLaVA-1.5 Vicuna (7B) 38.11 38.41 37.45 36.49 36.63 36.67 35.72 35.48 34.82 36.65
LLaVA-Next Vicuna (7B) 46.41 46.06 46.11 45.82 45.76 45.51 45.16 44.98 44.53 45.59
LLaVA-Next Mistral (7B) 47.86 47.58 47.48 46.64 46.47 46.53 46.50 46.03 45.79 46.76
Qwen-VL-Chat Qwen (7B) 39.78 39.49 40.17 38.88 38.92 38.52 37.75 37.97 37.56 37.86
MiniGPT-4 Vicuna (7B) 27.58 27.89 28.57 27.82 27.85 27.22 26.45 26.77 27.07 27.47
Otter MPT (7B) 38.00 37.65 37.92 38.58 38.37 38.89 37.11 37.23 37.00 38.78
InstructBLIP FLAN (3B) 51.91 51.91 51.37 51.86 51.57 51.52 50.75 50.64 50.06 51.28

Prompt type Personality traits

InstructBLIP Vicuna (13B) 39.95 39.86 39.00 40.41 40.27 39.57 39.80 39.59 39.14 39.73
LLaVA-1.5 Vicuna (13B) 51.09 51.00 50.50 49.33 49.60 49.27 49.44 49.75 48.59 49.84
LLaVA-Next Vicuna (13B) 49.94 49.05 48.55 47.23 46.73 46.33 48.55 48.47 47.28 48.02
InstructBLIP FLAN (11B) 54.87 55.00 54.20 54.95 54.95 54.54 53.05 53.05 53.45 54.23
LLaVA-1.5 Vicuna (7B) 37.47 37.70 37.40 35.78 36.00 36.33 35.54 35.24 35.39 36.31
LLaVA-Next Vicuna (7B) 44.98 44.92 44.70 44.89 44.42 44.83 44.92 44.98 43.98 44.73
LLaVA-Next Mistral (7B) 46.27 46.08 46.22 45.53 45.51 45.22 45.13 45.33 45.13 45.60
Qwen-VL-Chat Qwen (7B) 39.95 40.09 40.03 38.43 38.58 38.39 37.64 37.65 38.04 38.75
MiniGPT-4 Vicuna (7B) 28.15 29.09 29.32 28.39 28.51 29.05 28.66 29.11 28.66 28.77
Otter MPT (7B) 38.76 38.78 38.80 39.34 39.31 39.45 37.88 37.88 38.33 38.73
InstructBLIP FLAN (3B) 49.74 49.72 49.34 49.11 49.02 48.59 48.61 48.28 48.22 48.95

Prompt type Speaking styles

InstructBLIP Vicuna (13B) 40.18 40.12 39.46 40.33 40.69 39.59 39.62 39.59 39.49 39.90
LLaVA-1.5 Vicuna (13B) 50.48 50.24 49.34 49.17 49.49 48.79 48.77 48.91 47.84 49.23
LLaVA-Next Vicuna (13B) 50.45 49.66 49.67 46.87 46.95 46.23 47.47 47.00 47.12 47.94
InstructBLIP FLAN (11B) 55.71 56.50 56.13 55.38 55.91 55.95 54.60 54.47 54.93 55.51
LLaVA-1.5 Vicuna (7B) 38.78 38.58 38.08 38.07 37.45 37.71 36.29 36.37 36.03 37.48
LLaVA-Next Vicuna (7B) 45.13 45.48 45.08 44.56 44.65 44.97 44.81 44.67 44.59 44.88
LLaVA-Next Mistral (7B) 47.88 47.78 47.20 46.57 46.47 46.03 46.12 46.27 45.91 46.69
Qwen-VL-Chat Qwen (7B) 39.95 40.42 40.33 39.05 39.04 38.72 38.43 38.58 38.53 39.23
MiniGPT-4 Vicuna (7B) 29.12 29.30 29.11 29.38 29.75 30.05 29.39 29.65 29.59 29.48
Otter MPT (7B) 39.34 38.97 39.45 39.44 38.97 39.58 38.10 38.33 38.69 38.98
InstructBLIP FLAN (3B) 49.47 49.85 49.28 49.31 49.19 48.78 48.08 48.45 47.93 48.93

Prompt type CoT

InstructBLIP Vicuna (13B) 40.53 40.47 39.17 41.52 41.02 40.24 41.17 41.19 40.41 40.63
LLaVA-1.5 Vicuna (13B) 49.33 49.04 48.94 49.15 49.13 49.06 48.13 47.94 47.22 48.66
LLaVA-Next Vicuna (13B) 51.21 50.41 49.70 48.36 47.71 47.12 49.87 49.60 48.48 49.16
InstructBLIP FLAN (11B) 55.94 56.11 56.02 55.84 55.94 56.17 54.93 55.06 55.05 55.67
LLaVA-1.5 Vicuna (7B) 41.88 42.16 41.50 41.44 41.33 41.08 39.62 39.69 38.39 40.78
LLaVA-Next Vicuna (7B) 46.21 46.05 45.55 45.61 45.33 44.55 44.28 44.75 43.98 45.14
LLaVA-Next Mistral (7B) 48.50 47.89 47.33 47.25 47.34 46.54 47.66 46.55 45.44 47.17
Qwen-VL-Chat Qwen (7B) 39.54 39.24 39.45 37.50 37.35 38.05 36.86 36.64 36.31 37.89
MiniGPT-4 Vicuna (7B) 27.90 28.00 27.94 27.32 27.31 26.83 26.39 26.17 25.91 27.09
Otter MPT (7B) 37.86 37.16 37.12 37.56 37.19 37.38 36.28 36.66 36.20 37.05
InstructBLIP FLAN (3B) 52.14 52.01 51.95 52.29 52.05 51.90 50.95 50.93 50.48 51.64

Table 1: Comprehensive performance comparison of VLLM models with varied prompt types (original, personality
traits, speaking styles, and CoT). The results, shown as the accuracy scores averaged across three distinct prompts
per type, indicate the mean performance on the easy and hard levels. "All" denotes entire scene scope, "Person"
refers to individual character scope, and "Face" refers to facial expression scope. "Tone," "Emotion," and "Context"
correspond to the overall emotion tone prediction task, character emotion prediction task, and contextually appropri-
ate emotion expression selection task, respectively.

hard). For "easy," we randomly selected sentences331

from the top 20 sentences with semantic similar-332

ity scores of 0.1 or lower. For "hard," to introduce333

more complexity than the easy level, we adjusted334

the semantic similarity score criterion to 0.4 and335

randomly selected sentences from the top 20 sen-336

tences with the highest scores.337

5 Experiments and Results338

We measured the performance using three different339

prompts, considering their influence. The detailed340

prompts can be found in Appendix C.341

5.1 Baselines 342

The experiments were conducted using various 343

open-source VLLMs. Specifically, factors such as 344

modality alignment, model size, and LLMs were 345

considered in the model selection. Modality align- 346

ment is a technique for effectively integrating and 347

processing various types of data, such as text and 348

images, in VLLMs. We analyzed key modality 349

alignment techniques, including Direct Mapping 350

(Liu et al., 2023), Q-Former (Li et al., 2023d), 351

and Customization Perceiver (Alayrac et al., 2022; 352

Awadalla et al., 2023). In addition, following gen- 353
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erally known scaling laws, we thoroughly inves-354

tigated how the emotion prediction performance355

of VLLMs interacted with other factors. To this356

end, we also conducted experiments on models357

with the same architecture but different sizes. The358

selected VLLMs included LLaVA-1.5 (Liu et al.,359

2023), MiniGPT-4 (Zhu et al., 2023), InstructBLIP360

(Dai et al., 2024), Qwen-VL-Chat (Bai et al., 2023),361

LLaVA-Next (Liu et al., 2024), and Otter (Li et al.,362

2023a). We selected various LLMs and model sizes363

and performed experiments on 11 VLLMs. Some364

high-performance models, such as GPT-4V, were365

excluded from the detailed analysis because their366

internal workings and parameter configurations367

have not been disclosed.368

5.2 Main Results369

Table 1 presents the performance based on the av-370

erage values of the easy and hard difficulty levels.371

The individual performances for easy and hard can372

be found in Appendix B. We provide answers to373

the following questions according to the main ex-374

perimental results:375

Q1: What is the most influential factor in the376

emotion prediction performance of the model?377

Answer: LLM. Our experiments show that the378

most important factor in the emotion prediction379

performance of a model is the LLM itself. In par-380

ticular, we observed that as the size of the LLM381

increased, the performance consistently improved382

across all models used in the experiments (Instruct-383

BLIP, LLaVA-1.5, LLaVA-Next, etc.). This trend384

was evident across all prompt types, including orig-385

inal, personality traits, speaking styles, and chain of386

thought (CoT). These results suggest that the LLM387

Backbone plays a more crucial role in predicting388

human emotions than focusing on specific image389

regions does. This aligns with existing research, in-390

dicating that the architecture and scaling of LLMs391

enhance the performance.392

Q2: What is the most outstanding model393

architecture for emotion prediction? Answer:394

InstructBLIP(FLAN 11B). InstructBLIP(FLAN395

11B) consistently achieved the highest performance396

in most cases. To verify whether these results were397

simply owing to the instruction-tuning dataset, we398

conducted a comparative experiment with Instruct-399

BLIP(Vicuna 13B), which was trained using the400

same data. Consequently, FLAN exhibited supe-401

rior performance over Vicuna, indicating that the402

architecture of FLAN itself, rather than merely the403

tuning data, provides excellent emotion prediction404

performance. 405

Q3: Do additional persona information and 406

CoT affect the emotion prediction performance 407

of the model? Answer: Yes. The integration of 408

persona information and CoT prompts influenced 409

the emotion prediction performance of the model. 410

The experimental results indicated that the effects 411

of these elements varied depending on the model. 412

Some models (e.g., LLaVA-1.5 and Qwen-VL- 413

Chat) exhibited slight performance improvements 414

when persona information or CoT prompts were 415

added, whereas other models (e.g., InstructBLIP 416

and LLaVA-Next) showed no significant differ- 417

ences or performance degradation. This suggests 418

that persona information and CoT prompts may 419

have different effects depending on the model ar- 420

chitecture or pre-training data. However, consider- 421

ing that the overall performance improvement was 422

not substantial, the effects of these elements appear 423

to be limited. Therefore, future research should ex- 424

plore means of using persona information and CoT 425

prompts more effectively. 426

6 Analysis 427

6.1 How do different prompts affect the 428

overall emotion prediction performance? 429

We analyzed the performance for each emotion in 430

the emotion prediction. As shown in Figure 2, all 431

prompt types showed the highest performance in 432

predicting the "joy" emotion, with the speaking 433

styles prompt achieving the best result of 50.82%. 434

This suggests that the tone and style of conversation 435

play an important role in predicting positive emo- 436

tions. The personality traits prompt also showed 437

high performance in predicting "joy," at 49.98%, 438

indicating that individual personality traits are cru- 439

cial elements in understanding and expressing joy. 440

These results demonstrate that the model can pre- 441

dict positive emotions more accurately based on 442

the personality and speaking style of the speaker. 443

In contrast, all prompt types showed relatively 444

lower performance in predicting "fear" than other 445

emotions. In the case of the speaking styles prompt, 446

the performance for predicting the "fear" emotion 447

was the lowest among all emotions, at 39.58%, and 448

similar trends were observed for the other prompt 449

types. This indicates that predicting negative emo- 450

tions such as fear is challenging. Fear may require 451

complex and subtle contexts and the limitations of 452

the model may be exposed when accurately pre- 453

dicting such emotions. 454
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Figure 2: Comparison of emotion prediction perfor-
mance across different prompt types (original, personal-
ity traits, speaking styles, and CoT).

In addition, the prediction of the "neutral" emo-455

tion showed relatively low performance across456

all prompt types, particularly in the personality457

traits prompt, which had the lowest performance458

at 39.44%. This suggests that individual person-459

ality traits may add complexity to the process of460

discerning emotional neutrality. Neutral emotions461

are difficult to predict owing to the absence of clear462

positive or negative signals, indicating that addi-463

tional research is required to improve the model464

performance to respond in situations in which clear465

emotional signals are lacking.466

6.2 How does emotion prediction performance467

differ based on the image scope?468

We demonstrated the differences in emotion pre-469

diction performance based on the image scope, as470

shown in Figure 3. For "joy," high performance471

was observed across all scopes, with the "all" scope472

achieving the best result at 48.69%. However, the473

performance of the "face" and "person" scopes was474

not significantly different, at 48.61% and 48.24%,475

respectively. This suggests that various cues, such476

as facial expressions, individuals, and the overall477

context, may be equally important when predicting478

joy.479

For "sadness," the "face" scope showed the high-480

est performance at 47.34%, suggesting that facial481

expressions are a crucial factor in predicting sad-482

ness. However, for "fear," the "all" scope exhibited483

the highest performance, at 41.64%. This implies484

that the overall image information can be helpful485

in the prediction of fear because it is an emotion486

that arises in complex contents.487

For "disgust," the "face" scope achieved the high-488

est performance at 44.50%, whereas for "surprise,"489

Figure 3: Changes in emotion prediction performance
based on image scope (all, person, and face) for each
emotion category.

the "person" scope showed the highest performance 490

at 44.75%. This indicates that facial expressions 491

and posture or movements of an individual can play 492

important roles in predicting disgust and surprise, 493

respectively. For "anger," the performance differ- 494

ence between the image scopes was not significant, 495

with the "face" scope showing a slightly higher 496

level at 44.84%. 497

In contrast, "neutral" showed relatively low per- 498

formance across all scopes, particularly in the 499

"face" scope, which had the lowest performance at 500

40.78%. This suggests that facial expressions alone 501

may not provide sufficient cues for predicting neu- 502

tral emotions. The "all" scope showed the highest 503

performance at 41.40%, but this low level suggests 504

that more sophisticated context analysis may be 505

necessary to predict neutral emotions accurately. 506

6.3 Is the emotion prediction performance of 507

the model influenced by gender? 508

In this section, we analyze whether differences in 509

emotion prediction performance occurred based 510

on gender. The experimental results presented in 511

Figure 4 clearly show how the emotion prediction 512

performance varied depending on the gender of the 513

subject that the model aimed to predict. The results 514

revealed that the emotion prediction performance 515

of female was higher than that of male for most 516

emotions. Notably, for the "disgust" emotion, the 517

prediction performance for females (54.21%) was 518

significantly superior to that for males (34.78%). 519

A detailed analysis is provided in Appendix D. 520

For the "joy" and "surprise" emotions, the predic- 521

tion performance for females was also higher at 522

50.59% and 46.19%, respectively, compared to 523

males (46.63% and 41.68%, respectively). This 524

7



Figure 4: This radar chart illustrates the differences in
emotion prediction performance based on the target
gender.

implies that positive emotions such as "joy" and525

"surprise" may be more prominently expressed by526

females.527

In contrast, when recognizing the "sadness" emo-528

tion, the performance for males (48.77%) was529

higher than that for females (45.90%). This sug-530

gests that male emotional expressions may be better531

recognized by the model when identifying "sad-532

ness." In the recognition of the "anger" and "neu-533

tral" emotions, the performance difference between534

males and females was not significant, indicating535

that the expression differences of "anger" and "neu-536

tral" based on gender may be relatively small.537

6.4 Do regional biases influence the emotion538

prediction performance?539

The experimental results presented in Figure 5540

clearly demonstrate the impact of regional biases541

on the emotion prediction performance of the542

model. According to the analysis, most regions543

showed a tendency for the model performance to544

degrade when regional persona information was545

added. In particular, for the Middle East and Africa,546

the performance decreased by -2.40% and -2.20%,547

respectively, compared to the original prompt, indi-548

cating that regional biases had a negative impact on549

the emotion prediction performance. Performance550

degradation was also observed for East Asia (-551

1.90%), South Asia (-1.87%), and Nordic countries552

(-1.71%).553

In contrast, North America was the only region554

Figure 5: Changes in emotion prediction performance
based on region, calculated according to the difference
from the emotion prediction performance of the original
prompt.

for which the performance improved by +0.07%. 555

This suggests that the data used to train the model 556

reflect the characteristics of the North American 557

region relatively well. For Latin America and West- 558

ern Europe, the performance decreases were rela- 559

tively small, at -1.28% and -1.02%, respectively; 560

however, they still appeared to be influenced by 561

regional biases. Additional details are provided in 562

Appendix E. 563

7 Conclusion 564

This study has systematically analyzed the key 565

factors influencing the emotion prediction per- 566

formance of VLLMs. The experimental results 567

showed that the model architecture and size, partic- 568

ularly the LLM Backbone, had the most significant 569

impact. The integration of persona information and 570

CoT prompts exhibited varying effects depending 571

on the model, and differences in the prediction per- 572

formance were observed based on the image scope 573

for each emotion. However, biases in emotion pre- 574

diction performance based on gender and region 575

were identified, indicating the need for efforts to 576

mitigate these biases. Future research should focus 577

on developing emotionally intelligent VLLMs by 578

minimizing data and model biases using advanced 579

dataset composition and model training methods. 580
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Limitations581

Although this study provides valuable insights into582

the factors that influence the emotion prediction583

performance of VLLMs, it has some limitations584

that should be acknowledged. First, we excluded585

high-performing models, such as GPT-4V, from586

our detailed analysis because their internal struc-587

tures and model sizes have not been publicly dis-588

closed. Although these models are likely to employ589

advanced architectures that can further our under-590

standing of emotion prediction, their lack of trans-591

parency makes it difficult to analyze the specific592

factors that contribute to their performance system-593

atically. However, as more information on these594

models becomes available, future research should595

investigate their emotion prediction capabilities in596

relation to the factors identified in this study.597

Second, although our experiments revealed the598

presence of gender and regional biases in the emo-599

tion predictions of VLLMs, proposing comprehen-600

sive solutions to these biases is beyond the scope601

of this study. Addressing these biases is crucial602

for developing fair and unbiased VLLMs, and we603

strongly encourage future research to focus on mit-604

igating these issues.605

Finally, it is important to note that although the606

MELD dataset, which is based on the TV series607

Friends, reflects many real-world emotional situa-608

tions, it may not capture the full range of emotions609

and contexts that are present in human interactions.610

Although TV shows are designed to mirror real life,611

they are ultimately scripted and may not always rep-612

resent the spontaneity and complexity of real-world613

conversations. Future research could expand the614

scope of this study by incorporating datasets from615

diverse sources, such as real-world conversations,616

to validate and generalize our findings further.617

Despite these limitations, we believe that our618

study provides a solid foundation for understand-619

ing the factors that influence the emotion predic-620

tion performance of VLLMs. We have identified621

key areas for future research and development in622

this field by systematically analyzing the effects of623

the model architecture, persona information, and624

various biases. As VLLMs continue to advance,625

it will be crucial to address these limitations and626

build emotionally intelligent models that can un-627

derstand and respond to human emotions in a fair628

and unbiased manner.629
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A Dataset Statistics 746

We maintained the emotion ratios used in the orig- 747

inal MELD dataset and sampled emotions to con- 748

struct a final dataset of 1,112 instances. The propor- 749

tions of sentiments and emotions used in the data 750

composition can be found in Figure 6 and Figure 7. 751

B Main Results for Easy and Hard 752

Difficulty Levels 753

In this section, we present the performance varia- 754

tions of the models based on the difficulty levels of 755

the emotion prediction tasks. Table 2 showcases the 756

detailed results for both the easy and hard difficulty 757

levels. These findings provide valuable insights 758

into the capabilities of the models in understand- 759

ing and processing emotions in diverse situational 760

complexities. 761

C Prompt details 762

We conducted tests using the following three 763

prompts to reduce the influence of prompts on the 764

models: 765

• Given a conversation involving multiple speak- 766

ers and an associated image, select the most 767

appropriate statement for the final speaker in 768

the conversation. Consider the context, senti- 769

ment, and emotions conveyed in the dialogue 770

and the image to identify the correct answer. 771

Only one of the options is correct, and the 772

others are incorrect. 773

• Using a given dialogue involving multiple 774

speakers and a related image, identify the 775

most suitable reply for the last speaker based 776

on the overall Tone, details in the conversa- 777

tion, and visual elements from the image. Re- 778

member, only one response is correct; the oth- 779

ers do not fit the context as well. 780

• Based on the interaction among multiple 781

speakers and the visual cues from the accom- 782

panying image, deduce which statement would 783
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Figure 6: Sentiment distribution used for sentiment anal-
ysis

most accurately reflect the final speaker’s in-784

tended communication. Assess the tone, im-785

plied sentiments, and emotional context pre-786

sented both verbally and visually. Only one787

option is the right answer; all others are in-788

correct.789

In addition, we used corresponding persona in-790

formation as an additional input to analyze the791

differences in emotional prediction performance792

according to personality traits and speaking styles.793

Considering the maximum token limit for specific794

models, we only added two persona information in-795

puts. The persona information input for personality796

traits follows this format:797

Last speaker’s personality traits:798

1. [Personality trait]799

2. [Personality trait]800

Similarly, the speaking styles are input as fol-801

lows:802

Last speaker’s speaking styles:803

1. [Speaking style]804

2. [Speaking style]805

The overall prompt can be found in Figure 9.806

D Analysis of "Disgust" Emotion807

Prediction Differences by Gender808

The conversational samples in Figures 10 and 11 re-809

veal notable differences in how males and females810

express the emotion of "disgust." In the female811

samples, disgust is often expressed through strong812

exclamations such as "Oh my God!" and "Ewww!"813

(Figure 10, Samples 1 and 3). These expressions814

suggest a more overt and emphatic display of the815

"disgust" emotion by females. In addition, female816

characters tend to provide more detailed descrip-817

tions of the disgusting situation, such as "She’s got818

Figure 7: Emotion distribution used for emotion analysis

her tongue in his ear" (Figure 10, Sample 2), which 819

vividly conveys their sense of revulsion. 820

In contrast, the male samples show a relatively 821

more subdued expression of "disgust." For instance, 822

in Figure 11, Sample 1, the male character ex- 823

presses his aversion to drinking breast milk in a 824

more matter-of-fact manner, stating, "Not even if 825

Carol’s breast had a picture of a missing child on 826

it." While still conveying disgust, the expression 827

is less emotionally charged compared to the fe- 828

male samples. Similarly, in Figure 11, Sample 3, 829

the comment by the male character, "OK, is there 830

a mute button on this woman?" suggests annoy- 831

ance and disgust, but lacks the same level of overt 832

expression that appears in the female samples. 833

These differences in the expression of disgust be- 834

tween males and females could potentially explain 835

the higher performance in predicting "disgust" for 836

female (54.21%) compared to male (34.78%). The 837

more explicit and emphatic expressions of dis- 838

gust by females may provide clearer cues for the 839

VLLMs to identify the emotion accurately. 840

However, it is important to acknowledge the limi- 841

tations of this analysis. The conversational samples 842

provided, while based on a TV show reflecting 843

many real-world situations, do not fully capture 844

the entire spectrum of "disgust" emotion expres- 845

sions that occur in real-life interactions. In addition, 846

the differences observed in these specific samples 847

may be influenced by individual character traits 848

and situational contexts, rather than being solely 849

attributable to gender. 850

A more comprehensive study with a larger and 851

more diverse dataset would be necessary to draw 852

more definitive conclusions regarding gender-based 853

differences in "disgust" emotion expression. Such 854

a study should consider various factors, including 855
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individual personality traits, cultural backgrounds,856

and conversational contexts, to determine whether857

the observed differences are truly representative of858

gender-based patterns or whether other factors play859

a more significant role.860

In summary, while the analysis of the provided861

conversational samples suggests potential differ-862

ences in how males and females express disgust,863

further research is required to establish the extent864

to which these differences are generalizable across865

a wider population and to determine the relative866

influence of gender compared to other factors in867

shaping "disgust" emotion expression.868

E Regional Bias Problem in Emotion869

Prediction of VLLMs870

This study identified a general trend towards de-871

creased emotion prediction performance when per-872

sona prompts containing regional information were873

provided to the models. This suggests that the mod-874

els may inherently hold prejudices or stereotypes875

towards specific regions.876

The prompts used in the experiments were struc-877

tured as follows:878

Last speaker’s characteristics:879

1. The last speaker has lived in ## throughout880

their life, deeply rooted in the language, religion,881

and customs of that region.882

2. The last speaker uses the communication style883

commonly employed in ## to interact with others.884

In the above, ## was replaced with the corre-885

sponding region name. These prompts provided the886

model with the information that the last speaker is887

from a specific region and is deeply connected to888

the language, religion, customs, and communica-889

tion style of that region.890

However, the research results showed that the891

emotion prediction performance of the model dete-892

riorated when such regional information was pro-893

vided, demonstrating the possibility that the mod-894

els harbor stereotypes or biases towards specific895

regions. These models may make inappropriate896

assumptions based on the regional information pro-897

vided through prompts, leading to inaccurate emo-898

tion predictions.899

This finding is directly related to the fairness and900

bias issues in VLLMs. If the models make biased901

predictions about specific regions, this can lead902

to unfair treatment of individuals in those regions.903

Therefore, future research is necessary to minimize904

such biases and enhance the fairness of the models.905

Figure 8: Changes in sentiment prediction perofrmance
according to various prompts

F How do different prompts affect the 906

overall sentiment prediction 907

performance? 908

We analyzed the impact of various prompt types on 909

the overall sentiment prediction performance of the 910

models systematically, based on the experimental 911

results presented in Figure 8. The results revealed 912

that the inclusion of persona information, such as 913

personality traits and speaking styles, influenced 914

the sentiment prediction performance significantly, 915

with notable variations observed across different 916

sentiments. For the recognition of "positive" senti- 917

ments, the models exhibited a substantial improve- 918

ment in performance when persona information 919

was incorporated. In contrast, for the recognition of 920

"negative" sentiments, the original prompt, which 921

did not include any persona information, recorded 922

the highest performance. When it comes to "neu- 923

tral" sentiments, the CoT prompt, which involved a 924

systematic thought process, demonstrated the high- 925

est performance. 926

The experimental results showed that the inclu- 927

sion of persona information had mixed effects on 928

the sentiment prediction performance of the mod- 929

els, with the overall performance improvement be- 930

ing limited. While the personality prompt showed 931

promising results for positive sentiments, it did not 932

benefit all sentiment prediction tasks consistently. 933

Similarly, the speaking styles prompt, although ef- 934

fective for positive sentiments, did not yield signifi- 935

cant improvements in the recognition of negative or 936

neutral sentiments. These findings suggest that the 937

impact of persona information on sentiment predic- 938

tion performance varies depending on the specific 939

emotion being analyzed. 940

Our analysis highlights the importance of con- 941

sidering the interplay between persona information 942
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and sentiment prediction in conversational contexts.943

While the inclusion of personality traits and speak-944

ing styles can enhance the models’ understanding945

of certain sentiments, such as positive sentiments,946

its impact is not uniform across all sentiment cate-947

gories. Further research is needed to explore more948

sophisticated approaches for integrating persona949

information into sentiment prediction tasks, taking950

into account the nuances and challenges associated951

with different emotional expressions.952
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Figure 9: Example of the prompt template used for testing. This figure illustrates the detailed structure of the prompt
used in our experiments, including sections for instruction, historical content, personality traits, speaking styles,
response options, and the CoT. This comprehensive prompt format ensures that the model evaluates multiple aspects
of context and persona information to determine the most appropriate response.
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Model LLM
Easy Hard

Avg.Tone Emotion Context Tone Emotion Context

All Person Face All Person Face All Person Face All Person Face All Person Face All Person Face

Prompt type Original

InstructBLIP Vicuna (13B) 46.07 46.52 44.93 44.99 45.17 44.06 46.76 47.00 46.67 34.38 33.78 33.27 35.58 36.48 36.84 34.68 35.19 35.64 40.45
LLaVA-1.5 Vicuna (13B) 58.87 58.63 57.61 55.34 55.19 55.13 55.37 55.64 54.71 41.91 41.67 41.94 42.63 42.69 42.36 42.00 41.13 40.29 49.06
LLaVA-Next Vicuna (13B) 59.23 57.76 58.27 56.24 55.07 54.77 56.50 56.41 55.19 44.78 45.08 44.30 43.50 43.29 42.36 43.44 43.11 43.08 50.13
InstructBLIP FLAN (11B) 63.16 63.34 63.37 64.09 64.48 64.66 62.44 62.53 63.28 49.04 49.37 49.82 49.40 49.01 49.19 48.26 48.14 48.17 56.20
LLaVA-1.5 Vicuna (7B) 43.76 43.94 43.14 41.55 42.00 41.88 41.34 40.68 40.53 32.46 32.88 31.77 31.44 31.26 31.47 30.10 30.28 29.11 36.65
LLaVA-Next Vicuna (7B) 53.27 53.39 52.70 52.64 52.85 52.70 51.92 51.89 51.50 39.54 38.73 39.51 39.00 38.67 38.31 38.40 38.07 37.56 45.59
LLaVA-Next Mistral (7B) 54.29 54.32 53.30 51.56 52.37 51.38 52.22 51.53 51.47 41.43 40.83 41.67 41.73 40.56 41.67 40.77 40.53 40.11 46.76
Qwen-VL-Chat Qwen (7B) 44.06 44.57 44.84 42.57 42.54 42.36 42.39 42.36 42.51 35.49 34.41 35.49 35.19 35.31 34.68 33.12 33.57 32.61 38.78
MiniGPT-4 Vicuna (7B) 28.99 29.68 29.80 28.63 28.33 28.09 26.80 27.46 27.52 26.17 26.11 27.34 27.01 27.37 26.35 26.11 26.08 26.62 27.47
Otter MPT (7B) 40.20 39.42 39.54 40.89 40.14 40.56 39.69 39.78 40.11 35.79 35.88 36.30 36.27 36.60 37.23 34.53 34.68 33.90 37.86
InstructBLIP FLAN (3B) 60.25 60.07 60.31 59.14 58.78 59.35 60.40 60.37 60.07 43.56 43.76 42.42 44.57 44.36 43.68 41.10 40.92 40.05 51.28

Prompt type Personality traits

InstructBLIP Vicuna (13B) 44.87 44.75 43.62 44.72 44.30 43.65 44.99 44.78 43.91 35.04 34.98 34.38 36.09 36.24 35.49 34.62 34.41 34.38 39.73
LLaVA-1.5 Vicuna (13B) 59.02 58.75 57.67 55.04 55.61 54.62 55.46 55.76 54.14 43.17 43.26 43.32 43.62 43.59 43.91 43.41 43.74 43.05 49.84
LLaVA-Next Vicuna (13B) 55.79 54.68 54.62 51.68 51.14 50.75 54.47 54.41 52.85 44.09 43.41 42.48 42.78 42.33 41.91 42.63 42.54 41.70 48.02
InstructBLIP FLAN (11B) 60.88 61.36 60.31 62.62 63.31 62.53 60.46 60.70 60.61 48.86 48.65 48.08 47.27 46.58 46.55 45.65 45.41 46.28 54.23
LLaVA-1.5 Vicuna (7B) 43.82 43.82 43.56 40.44 40.59 41.40 41.28 40.68 40.98 31.12 31.59 31.24 31.12 31.41 31.26 29.80 29.80 29.80 36.31
LLaVA-Next Vicuna (7B) 51.38 51.80 51.11 51.53 51.32 51.50 52.46 52.52 51.68 38.58 38.04 38.28 38.25 37.53 38.16 37.38 37.44 36.27 44.73
LLaVA-Next Mistral (7B) 51.83 51.83 51.83 50.54 51.20 50.15 50.33 50.30 50.36 40.71 40.32 40.62 40.53 39.81 40.29 39.93 40.35 39.90 45.60
Qwen-VL-Chat Qwen (7B) 44.39 43.94 44.15 42.51 42.78 42.84 41.34 41.04 42.00 35.52 36.24 35.91 34.35 34.38 33.93 33.93 34.26 34.08 38.75
MiniGPT-4 Vicuna (7B) 28.99 29.80 30.40 30.22 30.49 30.64 28.87 29.62 28.93 27.31 28.39 28.24 26.56 26.53 27.46 28.45 28.60 28.39 28.77
Otter MPT (7B) 41.28 41.28 40.89 41.67 41.07 41.52 41.82 41.40 41.94 36.24 36.27 36.72 37.02 37.56 37.38 33.93 34.35 34.71 38.73
InstructBLIP FLAN (3B) 58.12 58.18 57.82 56.29 56.09 56.50 58.33 58.03 58.06 41.37 41.25 40.86 41.94 41.94 40.68 38.88 38.52 38.37 48.95

Prompt type Speaking styles

InstructBLIP Vicuna (13B) 44.69 44.90 43.76 45.20 45.20 43.94 44.90 45.05 44.54 35.67 35.34 35.16 35.46 36.18 35.25 34.35 34.14 34.44 39.90
LLaVA-1.5 Vicuna (13B) 57.94 57.70 56.29 54.44 55.04 53.96 55.22 55.01 53.93 43.02 42.78 42.39 43.91 43.94 43.62 42.33 42.81 41.76 49.23
LLaVA-Next Vicuna (13B) 55.19 54.35 54.59 51.44 51.53 50.21 53.12 52.46 52.43 45.71 44.96 44.75 42.30 42.36 42.24 41.82 41.55 41.82 47.94
InstructBLIP FLAN (11B) 62.35 63.43 62.65 63.52 64.12 64.27 62.20 62.56 62.95 49.07 49.58 49.61 47.24 47.69 47.63 47.00 46.37 46.91 55.51
LLaVA-1.5 Vicuna (7B) 44.54 44.30 44.03 43.38 43.08 42.99 41.58 41.82 41.37 33.03 32.85 32.13 32.76 31.83 32.43 31.00 30.91 30.70 37.48
LLaVA-Next Vicuna (7B) 52.07 52.31 51.26 50.60 51.08 51.17 51.98 52.31 51.80 38.19 38.64 38.91 38.52 38.22 38.76 37.65 37.02 37.38 44.88
LLaVA-Next Mistral (7B) 53.93 54.17 52.76 51.62 52.22 50.90 50.72 51.38 50.66 41.82 41.40 41.64 41.52 40.71 41.16 41.52 41.16 41.16 46.69
Qwen-VL-Chat Qwen (7B) 43.97 44.36 44.90 43.71 43.88 43.65 42.12 42.54 42.54 35.94 36.48 35.76 34.38 34.20 33.78 34.74 34.62 34.53 39.23
MiniGPT-4 Vicuna (7B) 30.76 30.58 30.16 31.29 31.65 31.86 29.86 30.25 30.28 27.49 28.03 28.06 27.46 27.85 28.24 28.93 29.05 28.90 29.48
Otter MPT (7B) 42.03 41.43 42.21 41.19 40.41 41.37 41.34 41.73 41.55 36.66 36.51 36.69 37.68 37.53 37.80 34.86 34.92 35.82 38.98
InstructBLIP FLAN (3B) 57.73 58.06 57.52 56.56 56.74 57.04 57.64 58.33 57.76 41.22 41.64 41.04 42.06 41.64 40.53 38.52 38.58 38.10 48.93

Prompt type CoT

InstructBLIP Vicuna (13B) 46.13 46.46 44.66 45.74 45.53 44.09 46.79 46.82 45.89 34.92 34.47 33.69 37.29 36.51 36.39 35.55 35.55 34.92 40.63
LLaVA-1.5 Vicuna (13B) 57.52 57.37 56.77 54.95 54.98 54.80 55.25 54.95 54.35 41.13 40.71 41.10 43.35 43.29 43.32 41.01 40.92 40.08 48.66
LLaVA-Next Vicuna (13B) 57.22 55.85 55.49 53.21 51.98 51.86 56.18 56.18 54.86 45.20 44.96 43.91 43.50 43.44 42.39 43.56 43.02 42.09 49.16
InstructBLIP FLAN (11B) 62.83 63.07 62.80 63.19 63.70 63.97 62.23 62.53 62.41 49.04 49.16 49.25 48.50 48.17 48.38 47.63 47.60 47.69 55.67
LLaVA-1.5 Vicuna (7B) 47.84 47.93 46.79 47.00 46.94 46.94 45.77 45.35 44.51 35.91 36.39 36.21 35.88 35.73 35.22 33.48 34.02 32.28 40.78
LLaVA-Next Vicuna (7B) 53.45 53.21 51.98 52.46 52.58 51.47 51.92 52.46 51.38 38.97 38.88 39.12 38.76 38.07 37.62 36.63 37.05 36.57 45.14
LLaVA-Next Mistral (7B) 55.22 54.47 52.91 52.46 53.57 51.95 53.66 52.40 52.16 41.79 41.31 41.76 42.03 41.10 41.13 41.67 40.71 38.73 47.17
Qwen-VL-Chat Qwen (7B) 43.47 43.56 43.79 41.37 40.47 41.43 41.10 40.62 40.11 35.61 34.92 35.10 33.63 34.23 34.68 32.61 32.67 32.52 37.89
MiniGPT-4 Vicuna (7B) 29.62 29.68 29.44 28.09 27.61 27.46 27.22 27.25 26.86 26.17 26.32 26.44 26.56 27.01 26.20 25.57 25.09 24.97 27.09
Otter MPT (7B) 40.05 38.91 38.79 39.00 38.76 38.70 38.88 39.30 38.94 35.67 35.40 35.46 36.12 35.61 36.06 33.69 34.02 33.45 37.05
InstructBLIP FLAN (3B) 60.73 60.34 60.67 59.71 59.41 60.01 60.28 60.49 60.25 43.56 43.68 43.23 44.87 44.69 43.79 41.61 41.37 40.71 51.64

Table 2: Comparative performance analysis of VLLM models using different prompt types (original, personality
traits, speaking styles, and CoT) for both easy and hard difficulty levels. The results, presented as accuracy scores,
are averaged across three distinct prompts for each prompt type and are reported separately for Easy and Hard
difficulties, allowing for a more detailed comparison of model performance across different complexity levels.
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Figure 10: Example dialogues in which female characters express "disgust" in the final utterance.

Figure 11: Example dialogues in which male characters express "disgust" in the final utterance.
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