Towards Region-aware Bias Evaluation Metrics

Anonymous ACL submission

Abstract

When exposed to human-generated data, lan-
guage models are known to learn and amplify
societal biases. While previous work has intro-
duced benchmarks that can be used to assess
the bias in these models, they rely on assump-
tions that may not be universally true. For in-
stance, a bias dimension commonly used by
these metrics is that of family—career, but this
may not be the only common bias in certain
regions of the world. In this paper, we iden-
tify topical differences in gender bias across
different regions and propose a region-aware
bottom-up approach for bias assessment. Our
proposed approach uses gender-aligned topics
for a given region and identifies gender bias
dimensions in the form of topic pairs that are
likely to capture gender societal biases. Sev-
eral of our proposed bias dimensions are on
par with human perception of gender biases
in these regions in comparison to the existing
ones, and we also identify new dimensions that
are more aligned than the existing ones.

1 Introduction

Human bias refers to the tendency of prejudice or
preference towards a certain group or an individual
and can reflect social stereotypes with respect to
gender, age, race, religion, and so on.

Bias in machine learning (ML) refers to prior
information which is a necessary prerequisite for
intelligence (Bishop, 2006). However, biases can
be problematic when prior information is derived
from harmful precedents like prejudices and so-
cial stereotypes. Early work in detecting biases
includes the Word Embedding Association Test
(WEAT) (Caliskan et al., 2017) and the Sentence
Encoder Association Test (SEAT) (May et al.,
2019). WEAT is inspired by the Implicit Associa-
tion Test (IAT) (Greenwald et al., 1998) in psychol-
ogy, which gauges people’s propensity to uncon-
sciously link particular characteristics—Ilike family
versus career—with specific target groups—Ilike
female (F) versus male (M). WEAT measures the
distances between target and attribute word sets

in word embeddings using dimensions similar to
those used in IAT.

Biases toward or against a group can vary across
different regions due to the influence of an indi-
vidual’s culture and demographics (Grimm and
Church, 1999; Kiritchenko and Mohammad, 2018;
Garimella et al., 2022). However, existing bias
evaluation metrics like WEAT and SEAT follow a
“one-size-fits-all” approach to detect biases across
different regions. As biases can be very diverse
depending on the demographic lens, a fixed or a
small set of dimensions (such as family—career,
math—arts) may not be able to cover all the possible
biases in society. In this paper, we address two
main research questions about gender bias: (1) Is it
possible to use current NLP techniques to automat-
ically identify gender bias characteristics (such as
family, career) specific to various regions? (2) How
do these gender dimensions compare to the current
generic dimensions included in WEAT/SEAT?

The study makes two main contributions: (1) An
automatic method to uncover gender bias dimen-
sions in various regions that uses (a) topic modeling
to identify dominant topics aligning with the F/M
groups for different regions, and (b) an embedding-
based approach to identify F-M topic pairs for dif-
ferent regions that can be viewed as gender bias
dimensions in those regions; and (2) An IAT-style
test to assess our results of automatic bias detection
with humans. To the best of our knowledge, this
is the first study to use a data-driven, bottom-up
methodology to evaluate bias dimensions across
regional boundaries.

2 Data

We use GeoWAC (Dunn and Adams, 2020a), a ge-
ographically balanced corpus that consists of web
pages from Common Crawl. Language samples are
geo-located using country-specific domains, such
as a .tn domain suggesting Indian origin (Dunn
and Adams, 2020b). GeoWAC’s English corpus
spans 150 countries. We select the top three coun-



Target words - Attribute words ‘ Region ‘ WEAT
Male names vs Female names Africa 1.798
- career vs family Asia 1.508
North 1.885
America
Europe 1.610
Oceania 1.727
Math vs Arts - Africa 1.429
Male terms vs Female terms Asia 1.187
North 0.703
America
Europe 0.334
Oceania 1.158
Science vs Arts - Africa 1.247
Male terms vs Female terms Asia 0.330
North 0.036
America
Europe -0.655
Oceania 0.725

Table 1: Region-wise WEAT scores using word2vec.

tries with the most examples per region: Asia,
Africa, Europe, North America, and Oceania as in
(Garimella et al., 2022). Psychological studies and
experiments that demonstrate human stereotypes
vary by continental regions (Damann et al., 2023;
Blog, 2017) and even larger concepts like western
and eastern worlds (Markus and Kitayama, 2003;
Jiang et al., 2019) serve as an inspiration for the use
of regions to determine differences across cultures.
Dataset details are included in Appendix A.

3 Variations in Gender Bias Tests Across
Regions

We investigate the differences in existing gender
bias tests across different regions using WEAT.
WEAT takes in target words such as male names
and female names, to indicate a specific group,
and attribute words that can be associated with the
target words, such as “Math” and “Art”. It com-
putes bias by finding the cosine distance between
the embeddings of the target and attribute words.
We compute WEAT scores using word2vec embed-
dings (Mikolov et al., 2013) trained on five regions
separately. Table 1 shows the region-wise scores
for the three gender tests.

Although we see a positive bias for most gender
bias dimensions, the scores vary across regions. For
example, the family—career dimension is the most
predominant one for North America, Africa, and
Oceania, whereas in Asia, math—arts is predomi-
nant. Europe has a negative bias on science—arts
(indicating a stronger F-science and M-arts associ-
ation). These results provide preliminary support
to our hypothesis that gender bias dimensions vary
across regions, thus propelling a need to come up
with further bias measurement dimensions to better

capture gender biases in these regions in addition
to the existing generic ones in WEAT.

4 A Method to Automatically Detect Bias
Dimensions Across Regions

We propose a two-stage approach to automatically
detect region-aware bias dimensions that likely cap-
ture the biases in specific regions in a bottom-up
manner. In the first stage, we utilize topic modeling
to identify prominent topics in each region, and the
second stage involves using an embedding-based
approach to find pairs of topics among those iden-
tified in the first stage that are likely to represent
prominent gender bias dimensions in each region.

4.1 Identifying Region-wise Bias Topics

We use topic modeling to identify dominant topics
in the male and female examples in each region.

We build Female- and Male-aligned datasets (F-
M datasets) using the examples from GeoWAC for
each region. We use 52 pairs of gender-defined
words that are non-stereotypically F/M (e.g., wife,
brother, see Appendix E) from (Bolukbasi et al.,
2016), and find examples that contain these words.
These datasets are used to find gender-aligned top-
ics from GeoWAC. The dataset statistics are speci-
fied in Table 5 in Appendix B.

For topic modeling, we use Bertopic (Grooten-
dorst, 2022), which identifies an optimal number of
topics n for a given dataset (see Appendix F.1 for
implementation details). We further refine the re-
sulting topics using Llama 2 (Touvron et al., 2023)
to label and better understand the topic clusters
identified by Bertopic. The prompting mechanism
for Llama2 is provided in Appendix G.

We next compute the alignment of topics to ei-
ther F/M groups. We first compute the topic distri-
bution of a data point, which gives the probability
pi of an example 7 belonging to each topic t. For
a topic t, we take n examples that dominantly be-
long to topic t: 1,49, ....,%,. If m out of n data
points belong to the F group in the F-M dataset,
and the other (n - m) belongs to the M group, we

compute the average of topic probabilities for both

(Pigt+Pigtt oot Pint) and

groups separately: pp; =

(pim+lt+pim+2t+ ...... +Pint)
Pyt = (n—m)

pas refer to the average probability by which a
topic dominantly belongs to the F and M groups re-
spectively. If pry > past, we say the topic is a bias
topic that aligns with the F group and vice-versa.

, where pg; and



Region | Female Male

Africa Credit cards and finances, Fashion and Lifestyle,
Royalty and Media, Trad- | Male enhancement and
ing strategies and market | sexual health, Nollywood
analysis, Dating and rela- | actresses and movies,
tionships guides, Parent- | Nigerian politics and
ing and family relation- | government, Essay
ships writing and research

Asia Hobbies and Interests, DC comic characters,
Healthy eating habits for | Mobile Application,
children, Social media Phillippine Politics and
platforms, Royal wed- | Government, Sports and
ding plans, Online Dating Soccer, Career
and Chatting

Europe Pets and animal care, | Political developments in

Fashion and Style, Educa-
tion, Obituaries and Ge-
nealogy, Luxury sailing

Northern Ireland, Chris-
tian Theology and Prac-
tice, Crime and murder
investigation, EU Refer-
endum and Ministerial
Positions, Criminal Jus-
tice System

North America

Pets, Cooking: culinary
delights and chef recipes,
Fashion and style, Fam-
ily dynamics and relation-
ships, Reading and fic-
tion

Civil War and history,
Middle East conflict and
political tensions, Movies
and filmmaking, Political
leadership and party dy-
namics in Bermuda, Rock
Music and songwriting

Oceania

Cooking and culinary de-
lights, Romance, Weight
loss and nutrition for
women, Water travel ex-
perience, Woodworking
plans and projects

Harry Potter adventures,
Art and Photography, Su-
perheroes and their Uni-
verses, Music recording
and Artists, Football in
Vanuatu

Table 2: Top 5 topics for F and M for each region

4.2 Finding Topic Pairs as Region-wise Bias
Dimension Indicators

We use an embedding-based approach to identify
F-M topic pairs from the pool of topics identified in
the previous stage, to generate topic pairs (bias di-
mensions) that are comparable to IAT/WEAT pairs.

We wuse BERT-large (stsb-bert-large)
from SpaCy’s (Honnibal and Montani, 2017)
sentencebert library to extract contextual
embeddings for topic words for each region. For a
topic ¢ consisting of topic words w1, ..wy,, the topic
embedding is given by the average of embeddings
of the top 10 topic words in that topic.

We identify topic pairs from the embeddings tak-
ing inspiration from (Bolukbasi et al., 2016): let the
embeddings of the words she and he be Egj,. and
E. respectively. The embedding of a topic ¢; be
E,. A female topic Fy; and a male topic Mtj are a
topic pair if: cos(EF, , Espe) ~ COS(EMtj y Ene)
and/or cos(EFti y Epe) ~ cos(EMtj , Eshe), where
cos(i, j) refers to the cosine similarity between
embeddings 7 and j, given by cos(i,j) = m
The threshold for the difference between the cosine
similarities we consider for two topics to be a pair
is 0.01, i.e., two topics (t1,t2) are considered a
pair if the difference of cosine similarities cos(¢1,
she)lcos(tl, he) and cos(t2, he)/cos(t2, she) re-

spectively is < 0.01. We manually choose 0.01
since differences close to 0.01 are almost = 0.

5 Results & Discussion

Region-wise Bias Topics. Table 2 displays the
top topics based on u,,.ss (Mimno et al., 2011)
coherence for each region.

Region | F-M topic pair

Africa Parenting and family relationships-Nollywood Actress and
Movies

Marriage and relationships - Sports and Football

Womens’ lives and successes - Fashion and Lifestyle
Music - Social Media

Dating and relationships advice - Religious and Spiritual
growth

Asia Hotel royalty - Political leadership in India

Healthy eating habits for children - Sports and Soccer
Royal wedding plans - Social Media platforms for video
sharing

Royal wedding plans - Religious devotion and spirituality
Marriage - Bollywood actors and films

Education - Music

Comfortable hotels - Political decision and impact on society
Luxury sailing - UK Government Taxation policies
Obituaries and Genealogy - Christian Theology and Practice
Fashion and style - Christian theology and practice

Europe

North
America

Online Dating for Singles - Religion and Spirituality

Fashion and Style - Reproductive Health

Education and achievements - Reinsurance and capital mar-
kets

Family dynamics and relationships - Nike shoes and fashion
Reading and fiction - Cape Cod news

Oceania Family relationships - Religious beliefs and figures
Woodworking plans and projects - Music record and Artists
Weight loss and nutrition for women - Building and design-
ing boats

Exercises for hormone development - Superheroes and their
Universes

Kids’ furniture and decor - Building and designing boats

Table 3: Top 5 topic pairs for F and M for each region.

Several topics are exclusive to certain regions.
Some topics like family and parenting; cooking;
pets and animal care are common across some re-
gions for F. Similarly we have movies; politics and
government, sports; and music for M. Finally, there
are differences between regions in terms of edu-
cation, reading, and research (F-Europe, NA, and
M-Africa), and fashion and lifestyle (F-Europe, NA,
and M-Africa). Some other popular topics across
regions are religion and spirituality, Christian the-
ology in M; obituaries and genealogy, online dat-
ing, travel, and sailing in F (see Appendix H).
Region-wise Bias Dimensions. Table 3 shows the
top five topic pairs per region, chosen based on the
Umass Score from the top 10 topics each for F and
M from the topic modeling scheme.

As expected, topic pairs differ by region, and
we also note new topic pairs that do not appear in
the WEAT tests. Among the top ones, there are
recurring topics in F such as dating and marriage,
family and relationships, luxury sailing, and edu-
cation, whereas in M, we have politics, religion,
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Figure 1: Human validation results across regions

sports, and movies. These region-specific pairs may
supplement generic tests to detect regional biases.
We validate this by conducting IAT-style human
surveys for top regional topics.

Human Validation. Each topic pair test form con-
tain two tasks. In one, annotators match a female
face f with a female topic Ty and a male face m
with a male topic 7,, timing responses as r; and
r2. In the reverse task, they pair T}, with f and T’
with m, timing these as r3 and r4. We average 1
and ro for the ‘un-reversed’ case and r3 and r,4 for
the ‘reversed’ case. To avoid bias, the form order is
randomized. We conducted this survey with 3 an-
notators each from Africa, Asia, Europe, and North
America, also including a family-career topic pair,
a standard WEAT bias dimension.

Human Validation Results. Fig 1 shows response
times for top five topic pairs in each region for
un-reversed and reversed scenarios. Larger time
differences indicate more bias, suggesting that the
pair could be a potential gender bias dimension for
that region. If un-reversed time is lower, it suggests
a stronger association of 7T’y with the F group and
T, with the M group. The family-career pair was
also surveyed as a standard WEAT bias dimension.

As expected, the Family-Career pair has differ-
ences across most regions; it is interesting that the
difference is zero in the case of North America,
indicating that American annotators in our study
suggested almost no biases in this dimension for the

two genders.! We also note that some pairs, such as
dating and relationships advice-religious and spir-
itual growth for Africa, obituaries and geneology—
Christian theology for Europe, and online dating—
religion and spirituality for North America have
differences higher than those for family—career in
the respective regions, indicating that the partic-
ipants associated more biases on our uncovered
bias dimensions than the existing one in WEAT.
These findings support our hypothesis that gender
bias dimensions vary across regions and also bring
preliminary evidence that the region-aware bias di-
mensions we uncover are in line with the human
perception of bias in those regions.

6 Conclusion

In this paper, we proposed a bottom-up approach
to identify topic pairs that capture gender biases
across different regions. Our human evaluation
results demonstrated the validity of our proposed
dimensions. Future work includes incorporating
region-specific bias dimensions into existing tests,
testing different model/dataset combinations, and
surveying a larger population for more accurate
results. We also aim to explore region-aware bias
mitigation techniques.

'In our surveys, all the American participants happen to be
males, as we do not control for gender. It would be interesting
to study how these responses vary with equal participation
from female and males, which will be part of our future work.



7 Limitations

Our preliminary human validation tests consist of
three annotators per region (namely, Africa, Asia,
Europe, and North America), which is low in com-
parison to existing human bias evaluation tests like
AT, which had 32 participants for their bias evalua-
tion test. Therefore, we plan to survey a wider pop-
ulation to generalize our findings further. We used
only one corpus, GeoWAC to obtain data from dif-
ferent regions and perform our experiments. Also,
we only control for the regional backgrounds and
not the genders of the participants. It would be
interesting to study how these responses vary with
equal participation from female and males, which
will be part of our future work. We plan to incor-
porate more datasets in the future to investigate if
your hypothesis holds across different domains.
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A  GeoWAC dataset details

Table 4 contain the total number of examples per
country in a region. We consider the top three
countries with the highest number of examples per
region.

B F-M Dataset statistics

Table 5 displays the total number of examples from
female and male groups per region for the region-
specific F-M dataset.

C Cultural differences in biases using
WEAT

Table 6 shows the WEAT scores for all WEAT di-
mensions defined in (Caliskan et al., 2017). We see

Region | Country | #Examples
Nigeria 3,153,761

Africa Mali 660,916
Gabon 645,769
India 12,327,494

Asia Singapore | 6,130,047
Philippines | 3,166,971
Ireland 8,689,752

Europe United 7,044,434
Kingdom
Spain 465,780
Canada 7.965,736

North America United 8,521,094
States
Bermuda 244,500
New 94,476
Zealand

Oceania Palau 486,437
Vanuatu 165,355

Table 4: Region-specific details in GeoWAC

Region | Total | #Female | #Male
Africa 57895 20153 37742
Asia 56877 21400 35477
Europe 59121 21049 38072
North America | 70665 27627 43038
Oceania 62101 25951 36150

Table 5: F-M dataset statistics for regions

several differences in WEAT scores across regions
for different dimensions.

D Region specific BERTsS to identify top
words in F/M direction

To motivate our case to investigate differences in
biases across regions, we use BERT to compute
the top words corresponding to the she-he axis
in the embedding space. BERT is a pre-trained
transformer-based language model that consists of
a set of encoders. As a motivation experiment to
identify differences in the contextual embedding
space for different regions, we fine-tune BERT with
the masked language modeling task (no labels) for
each region separately. We then compute embed-
dings of each word in our dataset by averaging out
all sentence embeddings where the word occurs
across the dataset. To compute the embeddings,
the tokenized input goes through the BERT model
and we take the hidden states at the end of the last
encoder layer (in our case, BERT-base, i.e. 12 en-
coder layers) as sentence embeddings. We identify
the top words with the highest projection across
the she-he axis in the region-specific datasets. If
we find differences in the top words across regions,
it is possible that dominating bias topics vary by
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Target words - Attribute | Region WEAT
words
flowers vs insects - Africa 0.312
pleasant vs unpleasant Asia 0.869
North 0.382
America
Europe 0.332
Oceania 0.660
young people names vs Africa 0.855
old people names - Asia 0.917
pleasant vs unpleasant North 1.325
America
Europe 0.917
Oceania 0.947
instruments vs weapons - Africa 1.443
pleasant vs unpleasant Asia 1.001
North 1.202
America
Europe 1.21
Oceania 0.951
European American names vs | Africa 0.008
African American names - Asia -0.453
pleasant vs unpleasant North 1.29
America
Europe 0.617
Oceania 0.492
Male names vs Female names | Africa 1.798
- career vs family Asia 1.508
North 1.885
America
Europe 1.610
Oceania 1.727
Math vs Arts - Africa 1.429
Male terms vs Female terms Asia 1.187
North 0.703
America
Europe 0.334
Oceania 1.158
Science vs Arts - Africa 1.247
Male terms vs Female terms Asia 0.330
North 0.036
America
Europe -0.655
Oceania 0.725
Mental disease Africa 0.835
vs Physical disease - Asia 1.201
temporary vs permanent North 0.692
America
Europe 1.382
Oceania 1.620

Table 6: Region-wise WEAT scores across all dimen-
sions specific in WEAT using word2vec

region as well.

D.1 Top words from region-specific BERTSs

The top words across the she-he projection space
per region are displayed in Figures 3 and 4. We
find many differences in the top F (close to she)
and M (close to he) words across regions.

Some top F words are soprano, archaeological
(Africa); graduate, secretary (Asia); innovative,
graphics (Europe); poets, sentiments (NA); and
arts, sleep (Oceania). Some top M words are his-
tory, leading (Africa); astronomer, commission-
ers (Asia); honorary, songwriters (Europe); owner,
hospital (NA); and wrestlemania, orbits (Oceania).
Gender-neutral words such as poets, secretaries,
astronomers, Commissioners, songwriters, owners,
and so on are closer to either the she or he axes.
Although comparable to the findings of (Bolukbasi
et al., 2016), the variances among regions inspire
us to look deeper into the data to arrive at culture-
specific bias themes.

E Paired-list for F-M datasets

Here is the list of the 52 pairs used to create the
F-M datasets per region:

[monastery, convent], [spokesman, spokeswoman],
[Catholic priest, nun], [Dad, Mom], [Men,
Women], [councilman, councilwoman], [grandpa,
grandma], [grandsons, granddaughters], [prostate
cancer, ovarian cancer], [testosterone, estrogen],
[uncle, aunt], [wives, husbands], [Father, Mother],
[Grandpa, Grandma], [He, She], [boy, girl], [boys,
girls], [brother, sister], [brothers, sisters], [business-
man, businesswoman], [chairman, chairwoman],
[colt, filly], [congressman, congresswoman], [dad,
mom], [dads, moms], [dudes, gals], [ex girlfriend,
ex boyfriend], [father, mother], [fatherhood, moth-
erhood], [fathers, mothers], [fella, granny], [frater-
nity, sorority], [gelding, mare], [gentleman, lady],
[gentlemen, ladies], [grandfather, grandmother],
[grandson, granddaughter], [he, she], [himself, her-
self], [his, her], [king, queen], [kings, queens],
[male, female], [males, females], [man, woman],
[men, women], [nephew, niece], [prince, princess],
[schoolboy, schoolgirl], [son, daughter], [sons,
daughters], [twin brother, twin sister].

Each pair in the above is denoted as a [male, fe-
male] pair.

F Implementations details

For training our Bertopic model, we use Google
Colab’s Tesla T4 GPU, and it takes 15 min
to run topic modeling for a region-specific F-
M dataset. Region-specific BERTs are run on



[ 1 # System prompt describes information given to all conversations
system_prompt = """
<s>[INST] <<SYS>>
You are a helpful, respectful and honest assistant for labeling topics.
<</SYS>>

# Example prompt demonstrating the output we are looking for
example_prompt = """
I have a topic that contains the following documents:

— Traditional diets in most cultures were primarily plant-based with a little meat on top, but with the rise of industrial style meat

production and factory farming, meat has become a staple food.
- Meat, but especially beef, is the word food in terms of emissions.

- Eating meat doesn't make you a bad person, not eating meat doesn't make you a good one.

The topic is described by the following keywords:

'‘meat, beef, eat, eating, emissions, steak, food, health, processed, chicken'.

Based on the information about the topic above, please create a short label of this topic. Make sure you to only return the label and nothing more.

[/INST] Environmental impacts of eating meat

[ 1 # Our main prompt with documents ([DOCUMENTS]) and keywords ([KEYWORDS]) tags

main_prompt = """

[INSTI]

I have a topic that contains the following documents:
[DOCUMENTS]

The topic is described by the following keywords: '[KEYWORDS]'.

Based on the information about the topic above, please create a short label of this topic. Make sure you to only return the label and nothing more.

[/INST]

Figure 2: Llama 2 prompt

NVIDIA RTX2080 GPUs. Each BERT training
experiment takes 1 GPU hour.

F.1 Bertopic

We use Bertopic’s default models: SBERT
(Reimers and Gurevych, 2019) to contextually em-
bed the dataset, UMAP (Mclnnes et al., 2020)
to perform dimensionality reduction, HDBSCAN
(Malzer and Baum, 2020) for clustering to per-
form topic modeling. We choose the embedding
model BAAI/bge — small — en from Hugging-
face (Wolf et al., 2019). We set top_n_words to 10
and verbose as True and set the min_topic_size
to 100 for the Bertopic model. Finally, we use
Bertopic’s official library to implement the model.

F.2 Llama2

We use Llama to finetune the topics to give
shorter labels for each topic. @ We set the
temperature to 0.1, max_new_tokens to 500
and repetition_penalty to 1.1. We utilize
Bertopic’s built-in representation models to use
Llama?2 in our topic model.

F.3 Region-specific BERT

We use the uncased version BERT (Devlin et al.,
2019) for our region-specific BERT model trained
for the MLLM objective. We use a batch size of 8, a
learning rate of 1 - 10~4, and an AdamW optimizer
to train our BERT models for 3 epochs.

G Llama 2 prompt for topic modeling

The prompt scheme for Llama 2 consists of three
prompts: (1) System Prompt: a general prompt that

describes information given to all conversations, (2)
Example Prompt: an example that demonstrates the
output we are looking for, and (3) Main Prompt:
describes the structure of the main question, that
is with a given set of documents and keywords,
we ask the model to create a short label for the
topic. Fig 2 displays the three prompts as used in
the code.

H Topic lists for different regions

Table 7 displays a comprehensive list of topics for
female and male groups across all regions.

I Human Validation

Students from a college campus were recruited as
annotators in the study. Screenshots of the form
are displayed in Fig 5.

J Reproducibility

We open-source our codes, which are uploaded
to the submission system. We include commands
with hyperparameters in our codes. This would
help future work to reproduce our results.



Region

Female

Male

Africa

Credit cards and finances, Royalty and
Media, Trading strategies and market
analysis, Dating and relationships guides,
Parenting and family relationships, Fash-
ionable Ankara Styles, women’s lives and
successes, online dating

Fashion and Lifestyle, Male enhancement
and sexual health, Nollywood actresses
and movies, Nigerian politics and govern-
ment, Essay writing and research, Medi-
cal care for children and adults, Journal-
ism and Media Conference, Music indus-
try news and releases, Football league
standing and player performances, Aca-
demic success and secondary school ed-
ucation, Religious inspiration and spiri-
tual growth, Economic diversification and
Socio-economic development

Asia

Hobbies and Interests, Healthy eating
habits for children, Social media plat-
forms, Royal wedding plans, Online Dat-
ing and Chatting, Adult Services, Gift
ideas for Valentine’s Day

DC comic characters, Mobile Applica-
tion, Philippine Politics and Government,
Sports and Soccer, Career, Bike enthusi-
asts, Artists and their work, Youth Soccer
Teams, Career in film industry, Political
leadership in India, Bollywood actors and
films, Religious devotion and spirituality,
Phone accessories

Europe

Pets and animal care, Fashion and Style,
Education, Obituaries and Genealogy,
Luxury sailing, Traveling, Energy and cli-
mate change, Family and relationships,
Pension and costs, Tech and business
operations, Dating, Comfortable hotels,
Government transportation policies

Political developments in Northern Ire-
land, Christian Theology and Practice,
Crime and murder investigation, EU Ref-
erendum and Ministerial Positions, Crim-
inal Justice System, Israeli politics and
International relations, Cancer and med-
ications, UK Government Taxation poli-
cies, Art Exhibitions, Political decision
and impact on society, Music Gendres
and artists, Medical specialties and uni-
versity training, Political discourse and
parliamentary debates

North America

Pets, Cooking: culinary delights and chef
recipes, Fashion and style, Family dy-
namics and relationships, Reading and
fiction, Scheduling and dates, Life and
legacy of Adolf Hitler, Gender roles and
inequality, Education and achievements,
Online dating for singles, Luxury hand-
bags, Footwear and Apparel brands, Es-
say writing and literature

Civil War and history, Middle East con-
flict and political tensions, Movies and
filmmaking, Political leadership and party
dynamics in Bermuda, Rock Music and
songwriting, Wartime aviation adven-
tures, Religion and Spirituality, Repro-
ductive health, Reinsurance and Capital
markets, Nike shoes and fashion, Cape
Cod news, NHL players

Oceania

Cooking and culinary delights, Romance,
Weight loss and nutrition for women, Wa-
ter travel experience, Woodworking plans
and projects, Time management and pro-
ductivity, Inspiring stories and books for
alleges, Sexual violence and abuse, Car
insurance, Exercises for hormone devel-
opment, kid’s furniture and decor

Harry Potter adventures, Art and Photog-
raphy, Superheroes and their Universes,
Music recording and Artists, Football
in Vanuatu, Pet care and veterinary ser-
vices, Building and designing boats, Reli-
gious beliefs and figures, Fashion, Classic
movie stars, Men’s hairstyle and fashion,
Male sexual health and supplements

Table 7: Region-wise topics for female and male.
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Welcome!

Thank you for agreeing to take the survey!

We are working on understanding bias differences across cultures, and this is a test to
validate our computational analysis of biases.

Please feel free to leave the test at any moment if you feel the need to!

Back

We consider the following two topics:

1: Family

2: Career

Follow the instructions in the next page and try to choose an
option as fast as possible.

Remember the guidelines (specified on the next page) to make your
selections.

Welcome!

Now for the following 8 screens, please choose 'up' or 'down’ by following one of these
guidelines:

Choose 'up' if the topic label is 'Career' and Choose ‘down’ if the topic label is 'Family'.

Choose 'up' if the face is 'male’ and 'down’ if the face is ‘female’.

Please make sure you remember these two up/down guidelines by
heart so that you can make your selections in the following 8 screens!

Now, the rules are reversed for topics.

Now for the following 8 screens, please choose 'up’ or 'down’ by following one of these

guidelines:
Choose 'up' if the topic label is 'Family' and Choose 'down' if the topic label is 'Career'.

Choose 'up' if the face is 'male’ and 'down’ if the face is 'female’

Please make sure you remember these two up/down guidelines by
heart so that you can make your selections in the following 8 screens!

Choose 'up' or 'down’

up FAMILY

down

Figure 5: Annotation Form Screenshots
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