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Abstract

Opinion summarization plays a key role in de-001
riving meaningful insights from large-scale on-002
line reviews. To make this process more ex-003
plainable and grounded, we propose a modular004
approach guided by review aspects (e.g., clean-005
liness for hotel reviews) which separates the006
tasks of aspect identification, opinion consol-007
idation, and meta-review synthesis, enabling008
greater transparency and ease of inspection. We009
conduct extensive experiments across datasets010
representing scientific research, business, and011
product domains. Results show that our method012
generates more grounded summaries compared013
to strong baseline models, as verified through014
automated and human evaluations. Addition-015
ally, our modular approach, which incorpo-016
rates reasoning based on review aspects, pro-017
duces more informative intermediate outputs018
than knowledge-agnostic decomposed prompt-019
ing. These intermediate outputs can also effec-020
tively support humans in summarizing opinions021
from large volumes of reviews.022

1 Introduction023

Reviews are omnipresent in the digital world, pro-024

viding invaluable insights into products (Bražin-025

skas et al., 2021), businesses (Angelidis et al.,026

2021), even scientific articles (Li et al., 2023). Au-027

tomatic opinion summarization aims to aggregate028

a large and diverse set of reviews about a partic-029

ular entity (e.g., hotel) into a single easy-to-read030

meta-review (or summary). A good meta-review031

should accurately reflect the balance of opinions in032

the source reviews and speak to the entity’s most033

important aspects (e.g., Cleanliness, Service, Lo-034

cation). A useful meta-review should also present035

some evidence justifying its content.036

Opinion summarization has distinct characteris-037

tics that set it apart from other summarization tasks.038

Firstly, it cannot rely on reference summaries for039

training, as human-written meta-reviews are not040

generally available (e.g., across entities and do-041

mains) and can be difficult to crowdsource (e.g., 042

for entities represented by thousands of reviews). 043

Secondly, methods need to be flexible with respect 044

to the scope of the output. Users may wish to read a 045

general meta-review covering all aspects related to 046

the entity of interest, or a more targeted one focus- 047

ing on specific aspects. Finally, given the subjective 048

nature of the summarization task, systems should 049

offer some evidence to justify their output. 050

Prior approaches to generating meta-reviews 051

broadly fall into three categories. Extractive meth- 052

ods create summaries by selecting a few represen- 053

tative sentences from source reviews (Angelidis 054

et al., 2021; Basu Roy Chowdhury et al., 2022). 055

While these approaches are scalable and inherently 056

attributable, the summaries tend to be overly de- 057

tailed and lack coherence. Abstractive methods 058

rely on neural language models to generate fluent 059

and coherent meta-reviews with novel language (Fr- 060

ermann and Klementiev, 2019; Chu and Liu, 2019; 061

Coavoux et al., 2019; Bražinskas et al., 2020; Am- 062

playo et al., 2021a,b; Iso et al., 2021; Bražinskas 063

et al., 2021; Cattan et al., 2023). However, most 064

abstractive approaches are neither attributable nor 065

controllable due to the black-box nature of end- 066

to-end modeling and face issues with input length 067

(e.g., due to context window limits). 068

Hybrid approaches (Hosking et al., 2023, 2024; 069

Li et al., 2024) cluster sentences according to some 070

criterion (e.g., similarity or sentiment) and then 071

generate summaries (e.g., using a language model) 072

based on the clusters containing the most popular 073

opinions. The summaries are fluent and attributable 074

since the output is associated with evidential clus- 075

ters, but the quality of the clusters can vary, requir- 076

ing additional post-processing and it is not immedi- 077

ately clear how to consider well-justified opinions 078

rather than the most popular ones. 079

In this paper, we propose to decompose opinion 080

summarization into simpler sub-tasks that can be 081

executed by prompt-based Large Language Mod- 082
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Figure 1: High-level overview of our decomposition for opinion summarization using an example from the
scientific domain with three aspects (Clarity, Soundness, and Novelty). The modules Aspect Identification, Opinion
Consolidation, and Meta-Review Synthesis are instantiated with prompt-based LLMs and operate in sequence. The
output of Aspect Identification serves as input to Opinion consolidation and Meta-Review synthesis aggregates
opinions found in aspect-specific meta-reviews. All prompts and inputs/outputs are in natural language.

els (LLMs) dedicated to these sub-tasks. Our ap-083

proach is inspired by recent applications of chain-084

of-thought prompting (Wei et al., 2022) and its vari-085

ants (Khot et al., 2023; Zhou et al., 2023), which086

address reasoning problems by decomposing com-087

plex tasks into a sequence of simpler sub-problems088

which are solved sequentially. Our decomposi-089

tion consists of three high-level modules, namely090

Aspect Identification, Opinion Consolidation, and091

Meta-Review Synthesis. Intuitively, we first iden-092

tify text fragments in the input reviews discussing093

aspects pertaining to the entity and domain in ques-094

tion; next we create meta-reviews for each aspect,095

and finally we generate a global meta-review for all096

aspects (see Figure 1). Our approach eschews prob-097

lems relating to the scale of the input, since reviews098

can be processed in parallel to identify the aspects.099

It also avoids problems with clusters being diffuse100

or irrelevant since we leverage domain specific as-101

pect definitions (as part of the prompt) to obtain102

interpretable clusters. Finally, our decomposition103

is controllable, and evidence-based, as the output104

of each module can be traced back to its input. Our105

contributions can be summarized as follows:106

• We propose a decomposition of opinion sum-107

marization into three modules which can be in-108

stantiated with LLMs using zero-shot prompt-109

ing. Our decomposition is domain agnostic,110

controllable, and evidence-based.111

• Extensive experiments on three datasets from 112

different domains demonstrate that our aspect- 113

informed approach produces more grounded 114

meta-reviews than strong baselines in terms 115

of automatic and human evaluation. 116

• Compared to automatic prompt decomposi- 117

tion methods (Khot et al., 2023), we show that 118

task-aware decomposition yields more use- 119

ful reasoning chains and intermediate outputs, 120

which could assist humans with summarizing 121

reviews. 122

2 Related Work 123

Our work focuses on abstractive opinion summa- 124

rization that aims to generate fluent and coherent 125

summaries with novel language (Bražinskas et al., 126

2021; Li et al., 2023). This task has been explored 127

in different domains, such as summarizing reviews 128

of products, businesses, and scientific articles (Chu 129

and Liu, 2019; Bražinskas et al., 2021; Li et al., 130

2023; Hosking et al., 2024). Previous abstrac- 131

tive methods can only process a limited number 132

of source reviews, and lack transparency in their 133

decision-making process due to their end-to-end na- 134

ture. Hybrid approaches implement pipelines with 135

transparent intermediate outputs, however, they are 136

aspect agnostic, focusing on how to organize or 137

annotate the input for downstream processing. 138
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For example, Hosking et al. (2024) propose a139

method that represents sentences from reviews as140

paths through a learned discrete hierarchy, and then141

use LLMs to generate output sentences based on142

frequent paths retrieved from this hierarchy. Their143

retrieval module relies heavily on majority voting,144

which is less effective in domains where minority145

but well-argued opinions are valuable, such as in146

scientific reviews. Li et al. (2024) generate meta-147

reviews exclusively for the scientific domain, fram-148

ing the task as a form of sentiment summarization.149

Their method extracts sentiments from reviews tak-150

ing into account how these are structured (e.g., into151

opinions on Novelty and Soundness).152

A few approaches take aspects into account, and153

are thus able to produce both general and aspect-154

specific opinion summaries. Angelidis et al. (2021)155

achieve this by clustering opinions through a dis-156

crete latent variable model and extracting sentences157

based on popular aspects or a particular aspect.158

Other work fine-tunes pre-trained models on syn-159

thetic data enhanced with aspect annotations which160

can be used to control output summaries at infer-161

ence time (Amplayo et al., 2021a). Our own work162

delegates the task of aspect identification to prompt163

engineering, demonstrating that LLMs can reliably164

extract aspects given an input review and aspect165

definitions without additional training. We make166

no assumptions regarding the structure of the sum-167

maries, and how aspects should be presented in168

them — we assume these can be tailored using169

appropriate instructions to suit specific users and170

domains.171

Our work relates to recent efforts aiming to im-172

prove the in-context learning performance of LLMs173

through intermediate reasoning chains (Wei et al.,174

2022; Yao et al., 2023; Khot et al., 2023). Previ-175

ous approaches focus primarily on mathematical or176

symbolic reasoning, while intermediate reasoning177

for complex writing tasks such as opinion summa-178

rization remains under-explored (Li et al., 2024).179

Decomposed prompting (Khot et al., 2023) is a180

recent approach to solving complex tasks using181

(few-shot) LLMs by predicting both the task de-182

composition into modules and the modules them-183

selves. We adapt to our task a well-known decom-184

position of multi-document summarization (Barzi-185

lay and McKeown, 2005; Radev and McKeown,186

1998; Lebanoff et al., 2020; Slobodkin et al., 2024;187

Krishna et al., 2021; Li et al., 2024) into three188

modules, namely content selection, content consol-189

idation (or fusion), and output generation. We also 190

empirically find that automatic knowledge-agnostic 191

task decomposition is inferior, at least in the con- 192

text of opinion summarization. 193

3 Task Decomposition 194

Let C denote a corpus of reviews on entities 195

{e1, e2, . . . } from a domain d, for example, ho- 196

tels or scientific articles. Reviews may discuss a 197

number of relevant aspects Ad = {a1, a2, . . . }, 198

like Clarity or Soundness, For each entity ei, our 199

task is to generate the meta-review ŷi by syn- 200

thesizing opinions from a set of source reviews 201

Ri = {r1, r2, . . . } covering all attested aspects Ad. 202

We decompose the task into three modules, namely 203

Aspect Identification, Opinion Consolidation, and 204

Meta-Review Synthesis. We present the inner work- 205

ings of each module in Figure 1 with an example 206

from the scientific domain. Due to the limited avail- 207

ability of training data, we implement our modules 208

using an unsupervised approach, leveraging zero- 209

shot prompting of LLMs and their instruction fol- 210

lowing and generation capabilities.1 211

Aspect Identification As not all content in the 212

source reviews is relevant for generating meta- 213

reviews, opinion summarization models must be 214

able to isolate critical information in the input. 215

The first module, Aspect Identification, selects text 216

fragments of variable lengths from source reviews 217

discussing any review aspect. Specifically, for re- 218

viewed entity ei, our module identifies text frag- 219

ments for aspect aj from the source reviews Ri. 220

The module essentially partitions text fragments 221

into aspect-specific clusters Ci,j = {f1, f2, . . . }, 222

where fragments fm can originate from any source 223

review in Ri. For example, in Figure 1, the module 224

identifies fragments in scientific reviews for the 225

aspects Clarity, Soundness, and Novelty. We imple- 226

ment this module with zero-shot LLM prompting. 227

Our prompt template is shown in Appendix A (Fig- 228

ure 3) and can be modified for different aspects and 229

domains. 230

Opinion Consolidation As shown in Figure 1, 231

the output of the first module consists of clusters 232

of text fragments, each discussing a specific aspect. 233

Depending on the domain, these clusters can have a 234

lot of redundancy, often repeating the same opinion. 235

Our second module, Opinion Consolidation, aggre- 236

1It is worth noting that our prompts could be further im-
proved, however, we leave prompt optimization to future work.
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gates opinions into aspect-specific meta-reviews.237

We essentially adopt a divide-and-conquer strategy,238

since generating meta-reviews from aspect-specific239

clusters is significantly easier than producing an240

entire summary from reviews containing mixed as-241

pects. Specifically, taking as input cluster Ci,j , the242

module generates meta-review oi,j for aspect aj .243

As we do not have training data for these interme-244

diate summaries, we also implement this module245

with zero-shot prompting.2 Our template (shown246

in the Appendix, Figure 4) instructs LLMs to inte-247

grate opinions (i.e., text fragments) from a specific248

cluster. For example, in Figure 1 the three sen-249

tences in the Clarity cluster are aggregated into250

“The clarity of the paper needs improvement”.251

Meta-Review Synthesis After obtaining all252

aspect-specific summaries Oi = {oi,1, oi,2, . . . },253

our last module generates the final meta-review ŷi254

for entity ei; it combines the opinions mentioned in255

the individual summaries into a fluent and coherent256

overall summary. An example is given in Figure 1257

where the meta-review focuses on the aspects of258

Clarity, Soundness, and Novelty. Again, this mod-259

ule leverages the generation capabilities of LLMs,260

and is instantiated via zero-shot prompting. Our261

template (given in the Appendix, Figure 5) asks262

the LLM to write a concise meta-review which263

summarizes the provided opinions and covers all264

mentioned aspects.265

4 Experimental Setup266

We showcase the versatility of our approach on267

different domains. In this section, we describe the268

datasets used in our experiments, discuss imple-269

mentation details and comparison baselines, and270

explain how we evaluate performance with auto-271

matic metrics.272

Datasets We conducted experiments on three273

domains, product reviews for sports shoes, busi-274

ness reviews for hotels, and scientific reviews for275

research articles. For business reviews, we use276

SPACE, an opinion summarization dataset con-277

structed by Angelidis et al. (2021). For product278

reviews, we use the sports shoes subset from Ama-279

Sum (Bražinskas et al., 2021). For scientific re-280

views, we use PeerSum (Li et al., 2023) and also281

the human annotations of review aspects from Li282

2Some aspects may not have corresponding text fragments
in the source reviews, as they do not always cover every aspect.

Dataset #Train/ Dev/Test #Reviews SourceL MetaL #Aspects

PeerSum 22,420/50/100 14.9 5,146 156.1 5
AmaSum 25,203/50/50 381.8 14,495 94.8 10
SPACE 0/25/25 100 14,439 75.7 6

Table 1: Statistics of our experimental datasets.
#Train/Dev/Test refer to the number of training, de-
velopment, and test instances, respectively; #Reviews
is the average number of reviews per entity; SourceL
refers to the total length of the source reviews (when
concatenated) and MetaL to the average meta-review
length; #Aspects is the number of aspects covered in
each dataset. For AmaSum, the statistics are for the
sports shoes subset.

et al. (2024). Statistics for these datasets are shown 283

in Table 1. 284

SPACE (Angelidis et al., 2021) consists of hotel 285

reviews from TripAdvisor, with 100 reviews per en- 286

tity, as well as reference meta-reviews of customer 287

experiences created by annotators. The dataset cov- 288

ers six aspects for hotels, which we adopt in our 289

experiments, namely Building, Cleanliness, Food, 290

Location, Rooms, and Service. AmaSum contains 291

meta-reviews for a variety of Amazon products, 292

with reference summaries collated from profes- 293

sional review platforms. We only use the sports 294

shoes subset curated from the RunRepeat platform 295

which covers the aspects: Breathability, Durabil- 296

ity, Weight, Cushioning, Stability, Flexibility, Trac- 297

tion, Size and Fit, Comfort, and Misc. PeerSum 298

(Li et al., 2024) contains reviews for scientific arti- 299

cles and corresponding meta-reviews from OpenRe- 300

view focusing on the aspects of Novelty, Soundness, 301

Clarity, Advancement, and Compliance. Detailed 302

definitions for all aspects (SPACE, AmaSum, and 303

PeerSum) are given in the Appendix B–D. 304

Model Comparisons We implement our mod- 305

ular approach with different backbone LLMs, in- 306

cluding closed- and open-source models. Since the 307

modules need to have reasonable language genera- 308

tion and instruction following capabilities, we con- 309

duct experiments with gpt-4o-2024-05-133 from 310

OpenAI, and Llama-3.1-70B-Instruct4 and Llama- 311

3.1-8B-Instruct5 from Meta.6 The prompts used in 312

our experiments are provided in Appendix B–D. 313

We compare our approach with representative 314

prompting and fine-tuning baselines. We imple- 315

ment two strong prompting approaches which do 316

3https://platform.openai.com/docs/models/gpt-4o
4https://huggingface.co/meta-llama/Llama-3.1-70B-Instruct
5https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
6All models used in our experiments are instruction-tuned.
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Models Coverage↑ G-Eval↑ AlignScore-R/M↑ Rouge↑

Sentiment CoT-GPT-4o (Li et al., 2024) 0.96 0.75 0.72/0.08 23.47
FT-Llama 8B (Touvron et al., 2023) 0.87 0.60 0.33/0.06 20.60
Aspect-aware decomposition-GPT-4o (ours) 0.95 0.76 0.68/0.06 20.78

Automatic decomposition-Llama 8B (Khot et al., 2023) 0.58 0.20 0.36/0.03 11.98
Chunk-wise decomposition-Llama 8B (Khot et al., 2023) 0.79 0.65 0.65/0.03 21.19
Naive aspect-aware prompting-Llama 8B (Radford et al., 2019) 0.72 0.62 0.70/0.06 16.93
Aspect-aware decomposition-Llama 8B (ours) 0.90 0.66 0.71/0.07 21.12

Automatic decomposition-Llama 70B (Khot et al., 2023) 0.59 0.31 0.51/0.03 12.0
Chunk-wise decomposition-Llama 70B (Khot et al., 2023) 0.84 0.72 0.65/0.06 21.80
Naive aspect-aware prompting-Llama 70B (Radford et al., 2019) 0.72 0.62 0.70/0.07 16.82
Aspect-aware decomposition-Llama 70B (ours) 0.97 0.76 0.76/0.09 22.58

Table 2: Results on scientific reviews of research articles. The first section of the table presents results for
GPT-4o and state-of-the-art models. The second section has results for Llama-8B, and the third one for Llama 70B.
Underlined scores denote best in section per metric while bold scores denote best overall. AlignScore-R calculates
AlignScore against source reviews, while AlignScore-M is computed against reference meta-reviews.

not take aspect information into account: auto-317

matic decomposition breaks down complex reason-318

ing tasks into simpler ones (Khot et al., 2023) by319

automatically predicting the decomposition and the320

modules, while chunk-wise decomposition (Khot321

et al., 2023) recursively summarizes the input re-322

views chunk-by-chunk with prompting.7 We also323

compare against the naive aspect-aware prompt-324

ing which does not perform task decomposition325

but is aspect-aware (Radford et al., 2019). For326

fine-tuning, we conduct experiments on decoder-327

only LLMs. Due to computational limitations, we328

present fine-tuning results only with Llama-3.1-329

8B8 on all three datasets. Moreover, we also in-330

clude generations from state-of-the-art approaches331

for the datasets (see more details in Appendix E).332

Automatic Evaluation Metrics We evaluate the333

quality of generated meta-reviews in terms of as-334

pect coverage and faithfulness (against source re-335

views). Aspect coverage measures how well the336

generated meta-review for entity ei captures the337

aspects discussed in the source reviews. Specifi-338

cally, we compute the F1 between the set of aspects339

present in the generated meta-review and those in340

the source reviews. We recognize aspects automat-341

ically by running our Aspect Identification module342

(see Section 3) on the system input and output.343

Opinion faithfulness measures how well opinions344

in generated meta-reviews are supported by the345

source reviews. Specifically, we use G-Eval (Liu346

7The input is chunked based on document boundaries. For
PeerSum each review is a chunk, while for AmaSum and
SPACE chunks correspond to 20% of the source documents.

8https://huggingface.co/meta-llama/Llama-3.1-8B

et al., 2023), a prompting-based evaluation9 metric, 347

and AlignScore (Zha et al., 2023)10, a fine-tuned 348

evaluation metric based on information alignment 349

between two arbitrary text pieces. We use the large 350

version of the pre-trained backbone for AlignScore, 351

and we set nli_sp as our evaluation mode. We also 352

report Rouge F1 (Lin and Hovy, 2003), as a mea- 353

sure of overall summary quality. 354

5 Results and Analysis 355

We perform experiments on datasets covering mul- 356

tiple domains, comparing meta-reviews generated 357

by our approach with those from strong baselines 358

and state-of-the-art approaches. We further eval- 359

uate the intermediate outputs obtained from our 360

modules against human annotations and conduct 361

ablations to examine the extent to which individ- 362

ual modules contribute to the summarization task. 363

Finally, in addition to automatic evaluation we con- 364

duct human evaluation based on pair-wise system 365

comparisons and intermediate outputs. 366

Aspect-aware decomposition leads to better as- 367

pect coverage and opinion faithfulness. Our 368

results using automatic evaluation metrics are sum- 369

marized in Table 2 (scientific articles), Table 3 370

(shoes), and Table 4 (hotels).11 Across domains 371

we find that our modular approach with GPT-4o 372

or Llama-3.1-70B delivers the highest coverage of 373

review aspects. Our approach with GPT-4o is also 374

better than comparison systems in terms of opinion 375

9Our prompts are provided in Appendix F.
10https://github.com/yuh-zha/AlignScore/tree/main
11We run inference three times, with different random seeds

and report average performance.
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Models Coverage↑ G-Eval↑ AlignScore-R/M↑ Rouge↑

HIRO-abs (Hosking et al., 2024) 0.54 0.35 0.78/0.13 14.90
FT-Llama 8B (Touvron et al., 2023) 0.45 0.12 0.43/0.16 9.90
Aspect-aware decomposition-GPT-4o (ours) 0.86 0.87 0.79/0.17 16.10

Automatic decomposition-Llama 8B (Khot et al., 2023) 0.39 0.11 0.47/0.13 9.23
Chunk-wise decomposition-Llama 8B (Khot et al., 2023) 0.58 0.80 0.66/0.08 16.59
Naive aspect-aware prompting-Llama 8B (Radford et al., 2019) 0.54 0.29 0.50/0.07 8.80
Aspect-aware decomposition-Llama 8B (ours) 0.77 0.78 0.69/0.09 16.44

Automatic decomposition-Llama 70B (Khot et al., 2023) 0.31 0.28 0.68/0.14 7.74
Chunk-wise decomposition-Llama 70B (Khot et al., 2023) 0.57 0.88 0.54/0.07 15.28
Naive aspect-aware prompting-Llama 70B (Radford et al., 2019) 0.49 0.48 0.60/0.09 7.35
Aspect-aware decomposition-Llama 70B (ours) 0.83 0.86 0.74/0.16 16.40

Table 3: Results on product reviews of sports shoes. The first section of the table presents results for GPT-4o and
state-of-the-art models. The second section has results for Llama-8B, and the third one for Llama 70B. Underlined
scores denote best in section per metric while bold scores denote best overall. AlignScore-R calculates AlignScore
against source reviews, while AlignScore-M is computed against reference meta-reviews.

Models Coverage↑ G-Eval↑ AlignScore-R/M↑ Rouge↑

HIRO-abs (Hosking et al., 2024) 0.87 0.62 0.83/0.24 26.50
Aspect-aware decomposition-GPT-4o (ours) 1.00 0.90 0.81/0.10 21.38

Automatic decomposition-Llama 8B (Khot et al., 2023) 0.65 0.07 0.55/0.15 13.80
Chunk-wise decomposition-Llama 8B (Khot et al., 2023) 0.94 0.80 0.65/0.14 22.9
Naive aspect-aware prompting-Llama 8B (Radford et al., 2019) 0.55 0.06 0.34/0.18 10.30
Aspect-aware decomposition-Llama 8B (ours) 0.97 0.81 0.70/0.10 22.05

Automatic decomposition-Llama 70B (Khot et al., 2023) 0.63 0.38 0.70/0.22 10.0
Chunk-wise decomposition-Llama 70B (Khot et al., 2023) 0.93 0.84 0.65/0.01 22.02
Naive aspect-aware prompting-Llama 70B (Radford et al., 2019) 0.37 0.34 0.44/0.22 5.00
Aspect-aware decomposition-Llama 70B (ours) 0.99 0.88 0.79/0.11 23.46

Table 4: Results on business reviews of hotels. The first section of the table presents results for GPT-4o and
state-of-the-art models. The second section has results for Llama-8B, and the third one for Llama 70B. Underlined
scores denote best in section per metric while bold scores denote best overall. AlignScore-R calculates AlignScore
against source reviews, while AlignScore-M is computed against reference meta-reviews.

faithfulness (see AlignScore). Our aspect-aware de-376

composition is consistently superior to more naive377

decompositions and prompting methods in terms378

of aspect coverage across domains and model back-379

bones. We also observe that using Llama-70B as380

a backbone gives our approach a boost across met-381

rics which is not surprising as larger models tend to382

have better generation and instruction-following ca-383

pabilities. Interestingly, the fine-tuned model (FT-384

Llama 8B) trails behind our modular system when385

using a backbone LLM of the same scale (Aspect-386

aware decomposition-Llama 8B), both in terms of387

aspect coverage and opinion faithfulness. Overall,388

our results suggest that prompt decomposition is389

useful in opinion summarization and intermediate390

reasoning steps based on task and domain-specific391

knowledge lead to meta-reviews of higher quality.392

Llama-70B performs well at identifying and393

summarizing aspects. In addition to evaluating394

the generated meta-reviews, we conduct evalua-395

tions on the intermediate outputs of our modules.396

We only report results on the scientific domain 397

reusing the ground truth annotations12 provided 398

in Li et al. (2024). For Aspect Identification, we 399

calculate word-level Recall, Precision, and F1 be- 400

tween model-extracted text fragments and human- 401

annotated text fragments following Li et al. (2024). 402

The scores shown in Table 5 denote how accurately 403

our approach extracts opinionated text from source 404

reviews. We find that Llama-3.1-70B is the best 405

model for this module, even better than GPT-4o (in 406

terms of F1). Moreover, Figure 2 shows that Llama- 407

3.1-70B also performs well on individual review 408

aspects, especially frequent ones including Novelty, 409

Soundness and Clarity. For Opinion Consolidation, 410

Table 6 shows that Llama-3.1-70B performs bet- 411

ter than other models at generating aspect-specific 412

meta-reviews. Taken together, the evaluations on 413

intermediate outputs explain Llama-3.1-70B’s su- 414

perior performance at the end task. 415

12https://github.com/oaimli/MetaReviewingLogic
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Models Recall↑ Precision↑ F1 ↑

GPT-4o 0.82 0.27 0.40
Llama-3.1-8B 0.80 0.25 0.38
Llama-3.1-70B 0.74 0.34 0.46

Table 5: Evaluation of text fragments extracted by As-
pect Identification against human annotations.

Models AlignScore-S↑ Rouge↑

GPT-4o 0.86 18.40
Llama-3.1-8B 0.82 18.24
Llama-3.1-70B 0.87 16.93

Table 6: Evaluation of aspect-specific meta-reviews,
i.e., intermediate outputs of Opinion Consolidation.

Opinion Consolidation is the most important416

module. We further examine the contributions417

of individual modules to meta-review generation.418

Specifically, we perform two ablations: (1) remove419

Aspect Identification and directly generate aspect-420

specific meta-reviews based on original reviews421

and (2) remove Opinion Consolidation and directly422

generate final meta-reviews based on text frag-423

ments from Aspect Identification. We use Llama-424

3.1-70B as our backbone LLM because of its su-425

perior performance in previous experiments. As426

we have ground truth text fragments for scientific427

reviews (Li et al., 2024), we include another exper-428

iment in this domain where we replace the output429

of Aspect Identification with human-annotated text430

fragments. According to Table 7, both Aspect Iden-431

tification and Opinion Consolidation are crucial432

to generating more faithful meta-reviews and with433

higher aspect coverage, however Opinion Consoli-434

dation appears to be the most critical as its removal435

decreases performance across domains (exception:436

coverage for research articles). We also see an in-437

teresting observation where model-extracted text438

fragments are on par with human-selected ones but439

more helpful to generating faithful meta-reviews.440

Humans prefer meta-reviews generated by our441

modular system to gold-standard references.442

We conduct a human evaluation to verify that our443

approach generates meta-reviews that reflect the444

review aspects of the input and are overall coherent445

and faithful. We recruited crowdworkers through446

Prolific13, selected to be L1 English speakers from447

the US or UK, and compensated above the UK liv-448

ing wage at 12GBP/hr. We ask crowdworkers to449

read a set of source reviews followed by two gen-450

13https://www.prolific.com/

Figure 2: Evaluation of text fragments extracted for
individual review aspects by Aspect Identification.

Domain Modules Coverage↑ AlignScore-S↑

Hotels
AI+OC+MS 0.99 0.80
OC+MS 0.99 0.83
AI+MS 0.55 0.62

Shoes
AI+OC+MS 0.83 0.74
OC+MS 0.69 0.72
AI+MS 0.61 0.69

AI+OC+MS 0.97 0.79
Research OC+MS 0.98 0.78
Articles AI+MS 0.97 0.75

AI†+OC+MS 0.97 0.69

Table 7: Ablations quantifying the contribution of differ-
ent modules on three domains (hotels, shoes, research
articles). AI: Aspect Identification, OC: Opinion Con-
solidation, MS: Meta-Review Synthesis, AI†: text frag-
ments selected by humans. Results shown for Aspect-
aware decomposition-Llama 70B.

erated meta-reviews and select which meta-review 451

is best (allowing for ties) along two dimensions, as 452

well as an overall preference: 453

• Coverage — Which meta-review covers more 454

review aspects in the source reviews? 455

• Faithfulness — Which meta-review has a 456

higher percentage of opinions supported by 457

the source reviews? 458

• Overall — Which meta-review do you think 459

is better overall? 460

We randomly select ten entities for each dataset 461

(SPACE, AmaSum, and PeerSum) and construct 462

six pairwise combinations between our approach 463

(Aspect-aware decomposition with Llama-3.1- 464

70B) and the systems shown in Table 8, including 465

human-written reference meta-reviews. For Ama- 466

Sum and SPACE, we only present crowdworkers 467

with 20% of the reviews for each entity, to main- 468

tain a reasonable workload (reviews are sampled 469

randomly). We elicit three annotations for each 470

pairwise combination of system outputs, leading to 471
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Model Cover↑ Faith↑ Overall↑

Research Articles

Sentiment CoT-GPT-4o 0% 0% 0%
Human-written reference 80% 80% 80%
Automatic decomposition-Llama 70B 90% 90% 90%
Chunk-wise decomposition-Llama 70B 70% 90% 90%
Naive aspect-aware prompting-Llama 70B 0% 0% 10%
Aspect-aware decomposition-GPT-4o 10% 50% 50%

Sports Shoes

HIRO-abs 90% 90% 90%
Human-written reference 90% 90% 90%
Automatic decomposition-Llama 70B 100% 90% 100%
Chunk-wise decomposition-Llama 70B 80% 80% 70%
Naive aspect-aware prompting-Llama 70B 20% 20% 40%
Aspect-aware decomposition-GPT-4o 10% 20% 30%

Hotels

HIRO-abs 80% 100% 100%
Human-written reference 30% 70% 100%
Automatic decomposition-Llama 70B 90% 100% 100%
Chunk-wise decomposition-Llama 70B 50% 60% 80%
Naive aspect-aware prompting-Llama 70B 100% 100% 100%
Aspect-aware decomposition-GPT-4o 0% 0% 10%

Table 8: Proportion of times (%) crowdworkers pre-
ferred our model (Aspect-aware decomposition-Llama
70B) against depicted systems. We highlight in red
comparisons where our model is chosen as better more
than 50% of the time (higher is better). For example,
‘90%’ means that crowdworkers prefer our system on 9
out of 10 entities. We take a majority vote to determine
a single system preference.

a total of 1,260 ratings. Annotators have reasonable472

agreement, with average values of Krippendorff’s473

α being 0.335 on shoes, 0.622 on hotels, and 0.463474

on research articles. More details on experimental475

design and the full instructions are in Appendix G.476

Table 8 shows the proportion of times (%) crowd-477

workers prefer our approach against a comparison478

system. We find that human judgments are broadly479

consistent with automatic evaluation. Crowdwork-480

ers prefer our system to human references on two481

(shoes and research articles) out of three domains.482

We consistently win against automatic and chunk-483

wise decompositions (with Llama 70B), but lose484

against our own decompositions with GPT-4o.485

Aspect-aware decomposition allows humans to486

create better summaries faster. We also eval-487

uate the intermediate outputs produced by our488

modules. In particular, we examine whether the489

specific module decomposition adopted by our490

system is useful for real-world meta-review writ-491

ing. We ask annotators to write meta-reviews for492

hotel reviews in three conditions: (1) they are493

not given any intermediate reasoning steps; (2)494

they are given reasoning steps produced by auto-495

matic knowledge-agnostic decomposition from Au-496

Present Reasoning Steps Time↓ Preferred↑

No reasoning steps 10.9 20%
Automatic decomposition 10.3 20%
Aspect-aware decomposition (ours) 9.3 40%

Table 9: Average time (in minutes) humans take to write
scientific meta-reviews and the proportion of times par-
ticipants prefer meta-reviews when present with differ-
ent intermediate reasoning steps (in exhausted pair-wise
comparison).

tomatic decomposition-Llama 70B; and (3) they 497

are provided with the intermediate outputs of our 498

modules with Aspect-aware decomposition-Llama 499

70B as reasoning steps. We record the time it takes 500

crowdworkers to finish the writing. 501

We randomly select ten entities and obtain three 502

meta-reviews for each (according to the three con- 503

ditions described above). We recruited five annota- 504

tors, however, each annotator writes a meta-review 505

for each entity once to avoid memorization. Based 506

on the time reported in Table 9, we find that pro- 507

viding intermediate outputs of our aspect-aware de- 508

composition accelerates participants’ writing com- 509

pared with the other two conditions and it reduces 510

the time of writing a meta-review by 14.7% (on 511

average). More details about how we present differ- 512

ent reasoning steps to annotators and annotation in- 513

structions are provided in Appendix H. We also ask 514

another set of annotators to assess the meta-reviews 515

written above, by presenting pair-wise comparisons 516

(following the instructions of human annotation 517

presented in the previous section). We find that par- 518

ticipants prefer meta-reviews written based on the 519

outputs of our modules twice as much compared to 520

the other two settings (Krippendorff’s α is 0.542). 521

6 Conclusion 522

We propose modular decomposition for opinion 523

summarization based on review aspects. Our de- 524

composition is evidence-based (the output of each 525

module can be traced back to its input), enabling 526

greater transparency and ease of inspection. Ex- 527

tensive experiments demonstrate that our modular 528

framework outperforms state-of-the-art methods 529

and other strong baselines in multiple domains. 530

Human evaluations reveal that our approach not 531

only produces higher-quality meta-reviews but also 532

generates more useful intermediate outputs to as- 533

sist humans in composing meta-reviews. While our 534

work focuses on opinion summarization, the con- 535

cept of aspect-aware decomposition holds promise 536

for other complex language generation tasks. 537

8



Limitations538

Our work, while promising, has some limitations.539

Firstly, all three experimental datasets used in our540

study are in English, limiting the evaluation to a541

single language. Secondly, the prompts for our542

modular approach could be further optimized, as543

we did not focus extensively on prompt optimiza-544

tion. Finally, our approach does not explicitly ad-545

dress the potential generation of biased or harmful546

content, even though our goal is to ensure that the547

generated meta-reviews remain grounded in the548

original reviews.549

Ethics Statement550

Our work primarily focuses on enhancing the capa-551

bilities of AI systems to assist humans, rather than552

aiming to replace them. As demonstrated in our553

experiments, the intermediate outputs generated554

by our approach can help humans produce higher-555

quality meta-reviews with greater efficiency.556
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A Prompts for Aspect-aware Decomposition 746

In this section we provide the prompt templates used to decompose opinion summarization into the 747

modules of Aspect Identification, Opinion Consolidation, and Meta-review Synthesis. Domain-specific 748

prompts are provided in Sections B–D. 749

Aspect Identification

You are good at understanding documents with {domain} review opinions.
Below is a {domain} review for an academic manuscript, please extract fragments that are related to {the-review-aspect}
of the {the entity}.
Definition of {the review aspect}:{the definition of the review aspect}
Example input review:
{the example input review}
Example format of extracted fragments in different lines:
{the example output}
Target input review:
{input-document}
Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related
fragments"):

Figure 3: The few-shot prompt template for the Aspect Identification module; text fragments are extracted for each
(domain) aspect. Please note that for research articles we use few-shot prompting to enable the model follow the
output format while for sports shoes and hotels zero-shot prompting (with just removing the demonstration example)
could get reasonable performances.

Opinion Consolidation

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a
concise summary for them.
Example input review fragments:
{the example text fragments}
Example summary of the input fragments:
{the example aspect-specific meta-review of the input fragments}
Target input fragments:
{input-fragments}
The final summary of these target input text fragments (just output the answer without any other content):

Figure 4: The few-shot prompt template for the Opinion Consolidation module; it outputs summaries for individual
review aspects. Please note that for research articles we use few-shot prompting to get better performance while for
sports shoes and hotels zero-shot prompting (with just removing the demonstration example) could get reasonable
performances.

Meta-Review Synthesis

You are good at understanding documents with {domain} review opinions.
Below are comments on different review aspects for {the entity}, please write a concise and natural meta-review which
summaries the provided comments and covers all mentioned review aspects.
Comments on different aspects:
{meta-reviews of individual review aspects}
The meta-review is (directly output the answer without any other content):

Figure 5: The prompt template for the Meta-Review Synthesis module based on aspect-specific meta-reviews from
the Opinion Consolidation module. As zero-shot prompting gives us reasonable performances on all the three
datasets, we used the same zero-shot prompt template for the module.
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B Prompts for Scientific Reviews of Research Articles750

Prompts for Aspect Identification are given in Tables 6–10 for the aspects Advancement, Clarity, Compli-751

ance, Soundness, and Novelty. The prompt for Opinion Consolidation is in Table 11 and all aspects share752

the same prompt for this module. The prompt for Meta-Review Synthesis is in Table 12.753

Aspect Identification: Advancement

You are good at understanding documents with scientific review opinions.
Below is a scientific review for an academic manuscript, please extract text fragments that are related to Advancement of the research work.

Definition of Advancement:

Importance of the manuscript to discipline, significance of the contributions of the manuscript, and its potential impact to the field.

Example input review:

This paper theoretically studied one of the fundamental issue in CycleGAN (recently gained much attention for image-to-image translation). The
authors analyze the space of exact and approximated solutions under automorphisms. Reviewers mostly agree with theoretical value of the paper. Some
concerns on practical values are also raised, e.g., limited or no-surprising experimental results. In overall, I think this is a boarderline paper. But,
I am a bit toward acceptance as the theoretical contribution is solid, and potentially beneficial to many future works on unpaired image-to-image translation.

Example output fragments in different lines:

Some concerns on practical values are also raised, e.g., limited or no-surprising experimental results.

Reviewers mostly agree with theoretical value of the paper.

But, I am a bit toward acceptance as the theoretical contribution is solid, and potentially beneficial to many future works on unpaired image-to-image
translation.

Target input review:

{{input_document}}
Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 6: The prompt of Aspect Identification for the aspect Advancement.

C Prompts for Business Reviews of Hotels754

Prompts for Aspect Identification on hotels are shown in Tables 13–18 for the aspects Building, Cleanliness,755

Food, Location, Rooms, and Service. The prompt for Opinon Consolidation for any review aspect is in756

Table 19. The prompt for Meta-Review Synthesis is present in Table 20.757

D Prompts for Product Reviews of Sports Shoes758

Prompts for Aspect Identification are given in Tables 21–30 for the aspects Breathability, Comfort,759

Cushioning, Durability, Flexibility, Misc, Size and Fit, Stability, Traction, and Weight. The prompt for760

Opinion Consolidation for any aspect is in Table 31. The prompt for Meta-Review Synthesis is in Table 32.761

E Implementation Details of Comparison Models762

In this section we provide implementation details for the various comparison models used in our experi-763

ments.764

• For HIRO-abs (Hosking et al., 2024), we obtain generations for AmaSum and SPACE from765

https://github.com/tomhosking/hiro. There are three outputs for each entity and we use the first one766

as the generation of HIRO-abs.767

• For fine-tuning Llama-3.1-8B, we trained the model with Transformers from Hug-768

gingface on the three datasets for 5 epochs on four NVIDIA A100 80G GPUs, with769

max-predict-length=512, bf16=True, batch-size=1, optim=adafactor,770

learning-rate=1e-6, warmup-rate=0.2, label-smoothing-factor=0.1,771

lr-scheduler-type=cosine, fsdp=‘full_shard auto_wrap offload’.772
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Aspect Identification: Clarity

You are good at understanding documents with scientific review opinions.
Below is a scientific review for an academic manuscript, please extract fragments that are related to Clarity of the research work.

Definition of Clarity:

The readability of the writing (e.g., structure and language), reproducibility of details, and how accurately what the research question is, what was done
and what was the conclusion are presented.

Example input review:

The paper is about a software library that allows for relatively easy simulation of molecular dynamics. The library is based on JAX and draws heavily
from its benefits.

To be honest, this is a difficult paper to evaluate for everyone involved in this discussion. The reason for this is that it is an unconventional paper
(software) whose target application centered around molecular dynamics. While the package seems to be useful for this purpose (and some ML-related
purposes), the paper does not expose which of the benefits come from JAX and which ones the authors added in JAX MD. It looks like that most
of the benefits are built-in benefits in JAX. Furthermore, I am missing a detailed analysis of computation speed (the authors do mention this in the
discussion below and in a sentence in the paper, but this insufficient). Currently, it seems that the package is relatively slow compared to existing alternatives.

Here are some recommendations:
1. It would be good if the authors focused more on ML-related problems in the paper, because this would also make sure that the package is not considered
a specialized package that overfits to molecular dynamics.
2. Please work out the contribution/delta of JAX MD compared to JAX.
3. Provide a thorough analysis of the computation speed.
4. Make a better case, why JAX MD should be the go-to method for practitioners.

Overall, I recommend rejection of this paper. A potential re-submission venue could be JMLR, which has an explicit software track.

Example output fragments in different lines:

While the package seems to be useful for this purpose (and some ML-related purposes), the paper does not expose which of the benefits come from JAX
and which ones the authors added in JAX MD.

Make a better case, why JAX MD should be the go-to method for practitioners.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 7: The prompt of Aspect Identification for the aspect of Clarity.

• For naive aspect-aware prompting, we only incorporate aspect descriptions into the prompt. As an 773

example, we show the prompt for scientific reviews in Figure 33. 774

• For Automatic decomposition (Khot et al., 2023), the prompting approach cannot be directly trans- 775

ferred to opinion summarization. Based on the idea of automatic decomposition, we implement 776

automatic knowledge-agnostic decomposition on our experimental datasets. The idea is to first 777

generate intermediate reasoning steps and then follow those steps in sequence to generate the final 778

meta-review. We provide example prompts for scientific reviews in Figure 34 and 35. 779

• For chunk-wise decomposition (Khot et al., 2023), we first generate small meta-reviews for each 780

chunk, and then combine all chunk-specific meta-reviews with another prompt to generate the global 781

meta-review. Example prompts for scientific reviews are shown in Figures36 and 37. 782

F Implementation Details for Automatic Evaluation 783

Implementation details of G-Eval (Liu et al., 2023) are presented in Figures 38, 39, and 40 for the three 784

domains, respectively. We use gpt-4o-2024-05-13 as the backbone LLM of G-Eval. 785

G Details of Human Evaluation on Quality of Generated Meta-Reviews 786

We conduct human evaluation based on pair-wise comparisons to verify the quality of our generated 787

meta-reviews (in terms of aspect coverage and opinion faithfulness). We recruited crowdworkers through 788
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Aspect Identification: Compliance

You are good at understanding documents with scientific review opinions.
Below is a scientific review for an academic manuscript, please extract fragments that are related to Compliance of the research work.

Definition of Compliance:

Whether the manuscript fits the venue, and all ethical and publication requirements are met.

Example input review:

"The paper proposes a method to identify and correct regions on the data manifold in which a trained classifier fails. The *identification* phase is based
on clustering classification failure regions in a GAN latent space and the *correction* phase is based on fine-tuning the classifier with additional synthetic
samples from the GAN. The proposed method is strongly based on Zhao et al 2018 (Generating Natural Adversarial Examples), a method to generate
on-manifold black-box adversarial examples using a GAN. The authors of the current paper describe some differences of their identification step from
Zhao et al (end of section 3.2.1), but in my opinion they are minor. The main contribution of the current paper over Zhao et al seems to be clustering the
adversarial examples (using GMM) and using them to fine-tune the classifier. This, in my opinion, is potentially an interesting idea, however, the authors
do not show sufficient evidence of its success. Specifically, the authors claim to "achieve near perfect failure scenario accuracy with minimal change in
test set accuracy", but they do not provide any details (e.g. table of accuracy values on the train, test and adversarial sets before and after the fine-tuning). I
would also expect to see an ablation study comparing the proposed method to simply including the adversarial examples found using Zhao et al (w/o
GMM fitting and sampling) as additional training example - a standard adversarial defense approach (see e.g. [1]).Perhaps more importantly, the objective
of the proposed method is not, in my opinion, clear. The title and abstract describe the goal as "debugging" a classifier and correcting fail regions,
however the described method seems like a defense against on-manifold adversarial attack. If the method, as claimed, helps debugging and correcting the
classifier, I would expect to see an improved accuracy on the (natural) unseen test set - not just on the synthetically generated adversarial examples. The
quality and clarity of the writing can be improved as well. A lot of space is allocated to describing well-known methods (e.g. VAE, GMM), however,
critical information about the experimental results are missing. I’m also not sure all the formally defined algorithms and equations actually help in the
understanding (e.g. algorithm 1, equation 2). Some of the mathematical notations are not standard. Minor comment: The norm in definition 3.1 is a regular
vector norm (l2?) and not a matrix norm. To summarize: pros: - interesting idea (clustering on-manifold failures, labeling them and then using them to
improve the classifier)cons:- contribution over Zhao et al not well established- insufficient and inaccurate experimental results- general quality of writing -
not sure actual work and experiments match the stated objective - significance *Update:* Following the authors’ response, I upgraded my rating, but I still
think there are critical issues with the paper. The most problematic point, in my opinion, is the only-marginal improvement on the test data, indicating that
the suggested training method only improves the specific "failure scenarios", making it is similar to adversarial training methods used to gain adversarial
robustness. However, the abstract and introduction indicates that the paper helps in debugging in fixing failures in general, which, I think should have been
evident in improved test accuracy.[1] Zhang, Hongyang, et al. "Theoretically principled trade-off between robustness and accuracy."ICML 2019

Example output fragments in different lines:

Some of the mathematical notations are not standard.

Target input meta-review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 8: The prompt of Aspect Identification for the aspect of Compliance.

Aspect Identification: Soundness

You are good at understanding documents with scientific review opinions.
Below is a scientific meta-review for an academic manuscript, please extract fragments that are related to Soundness of the research work.

Definition of Soundness: There are usually two types of soundness: (1) Empirical: how well experiments are designed and executed to support the claims,
whether methods used are appropriate, and how correctly the data and results are reported, analysed, and interpreted. (2) Theoretical: whether arguments
or claims in the manuscript are well supported by theoretical analysis, i.e., completeness, and the methodology (e.g., mathematical approach) and the
analysis is correct.

Example input meta-review:

The paper proposes to use the mirror descent algorithm for the binary network. It is easy to read. However, novelty over ProxQuant is somehow limited.
The theoretical analysis is weak, in that there is no analysis on the convergence and neither how to choose the projection for mirror mapping construction.
Experimental results can also be made more convincing, by adding comparisons with bigger datasets, STOA networks, and ablation study to demonstrate
why mirror descent is better than proximal gradient descent in this application.

Example output fragments in different lines:

The theoretical analysis is weak, in that there is no analysis on the convergence and neither how to choose the projection for mirror mapping construction.

Experimental results can also be made more convincing, by adding comparisons with bigger datasets, STOA networks, and ablation study to demonstrate
why mirror descent is better than proximal gradient descent in this application.

Target input meta-review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 9: The prompt of Aspect Identification for the aspect of Soundness.
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Aspect Identification: Novelty

You are good at understanding documents with scientific review opinions.
Below is a scientific meta-review for an academic manuscript, please extract fragments that are related to Novelty of the research work.

Definition of Novelty:

How original the idea (e.g., tasks, datasets, or methods) is, and how clear where the problems and methods sit with respect to existing literature (i.e.,
meaningful comparison).

Example input meta-review:

The manuscript describes a method for identifying and correcting classifier performance when labels are assigned incorrectly. The identification is based
on clustering classification failure regions in a VAE latent space and the correction phase is based on fine-tuning the classifier with additional synthetic
samples from the VAE.

Reviewers agreed that the manuscript is not ready for publication. The main issue is that the suggested training method is similar to adversarial training
methods used to gain adversarial robustness. The method does not help in debugging and fixing failures in general.

Example output fragments in different lines:

Reviewers appreciated the novelty, introducing a new simpler routing mechanism, and achieving good performance on real world datasets.

In particular, removing the squash function and experimenting with concurrent routing was highlighted as significant progress.

Alongside with them, I acknowledge the novelty of using layer norm and parallel execution, and recommend accept.

Target input meta-review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 10: The prompt of Aspect Identification for the aspect of Novelty.

Opinion Consolidation

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a concise summary for them.
Example input review fragments:

"1) **Evaluating different explanation techniques:**",
"We thus believe that our results do *not* violate the surmise made in the shared reference, but rather support it.",
"We believe this makes our findings generalizable.",
"Although, the paper brings out the importance of analogies as explanations (which further motivates our work)",
"The proposed technique is flexible as it can provide two forms of explanations: feature and analogy-based.",
"Moreover, explanations in the form of analogies are intuitive for human users.",
"We feel that analogous examples do not need to share common words, content, or sentence structure. What is important is that they *point to latent
factors* that may be responsible for the model’s output.",
"**Purpose of analogies:**",
...
"The authors solved this problem by the use of a learned local distance matrix, in which interaction effects are clearly shown."

Example summary of the input fragments:

The proposed approach to explain similarity prediction is a relatively less explored area, which makes the problem addressed and the proposed method
unique.

Example input review fragments:
"The paper is technically sound, and the claims are carefully developed and well supported.",
"The manuscript is well structured and very clearly written, with helpful introductions to the methodological ingredients that it builds upon.",
"The paper could be further improved with some reflection on the limitations of the approach.",
"I am not certain how large a contribution it will have to the field of Bayesian inference in general.",
...
"I’ll use the rest of the section for high-level comments.",
"- In its current form, the paper convinces me that SHF decreases runtime and increases performance for datasets with low complexity."

Example summary of the input fragments:

Based on these, I recommend acceptance for this paper. All reviewers agree that the paper proposes an interesting approach to Bayesian inference
incorporating coresets with Hamiltonian flows.

Target input review fragments:

{{review_fragments}}

The final summary of these target input text fragments (just output the answer without any other content):

Figure 11: The prompt of Opinion Consolidation for any aspect of scientific reviews.
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Meta-review Synthesis

You are good at understanding documents with scientific review opinions.
Below are comments on different review aspects for an academic manuscript, please write a concise and natural meta-review which summaries the
provided comments and covers all mentioned review aspects.

Comments on different aspects:

{{metas_generated}}

The meta-review is (directly output the answer without any other content):

Figure 12: The prompt of Meta-Review Synthesis for research articles.

Aspect Identification: Building

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Building of the hotel.

Definition of Building:
Analysis of how well the hotel was constructed, its design, functionality, and how these factors contribute to the success and satisfaction of its guests.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 13: The prompt of Aspect Identification for the aspect of Building.

Aspect Identification: Cleanliness

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Cleanliness of the hotel.

Definition of Cleanliness:
Evaluation of how well the hotel maintains a clean, sanitary, and comfortable environment for its guests, impacting their overall experience and satisfaction.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 14: The prompt of Aspect Identification for the aspect of Cleanliness.

Aspect Identification: Food

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Food of the hotel.

Definition of Food:
Evaluation of the dining experience including the quality and variety of the food, ultimately affecting guest satisfaction and the hotel’s reputation.
Target input review:
{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 15: The prompt of Aspect Identification with the aspect of Food.

Prolific14 with compensation above the UK living wage at £12 per working hour.789

For product reviews of sports shoes, we randomly select ten entities from the test data of AmaSum.790

Based on generated meta-reviews, for each entity we construct six pairs of comparisons between our791

modular approach with Llama-3.1-70B as a backbone and comparison baselines. There are originally792

about 400 source reviews in each entity and it is hard for humans to review all of them. To balance793

annotator workload, we present annotators with 20% reviews and randomly select reviews for three times794

to ensure experimental consistency. Therefore, there are 18 pairs of comparisons for each entity. Each795

14www.prolific.com
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Aspect Identification: Location

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Location of the hotel.

Definition of Location:
Analysis of how the hotel’s location influences the guest experience, considering factors like convenience, safety, proximity to attractions, and the overall
environment.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 16: The prompt of Aspect Identification for the aspect of Location.

Aspect Identification: Rooms

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Rooms of the hotel.

Definition of Rooms:
Assessment of how well the room meets the guest’s needs and expectations in terms of comfort, cleanliness, amenities, and overall experience.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 17: The prompt of Aspect Identification for the review aspect of Rooms.

Aspect Identification: Service

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Service of the hotel.

Definition of Service:
Assessment of how well the hotel staff and management meet the needs of their guests, impacting their comfort, convenience, and overall experience.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 18: The prompt of Aspect Identification with the aspect of Service.

Opinion Consolidation

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a concise summary for them.

Target input review fragments:

{{review_fragments}}

The final summary of these target input text fragments (just produce the answer without any other content):

Figure 19: The prompt of Opinion Consolidation for any individual review aspect for hotels.

Meta-Review Synthesis

You are good at understanding documents with hotel review opinions.
Below are business reviews in different aspects for a hotel, please write a concise and natural meta-review which summaries the provided comments and
covers all mentioned review aspects.

Comments on different aspects:

{{metas_generated}}
The meta-review is (directly output the answer without any other content):

Figure 20: The prompt of Meta-Review Synthesis for hotels.
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Aspect Identification: Breathability

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Breathability of shoes.

Definition of Breathability:
Evaluation about breathability of the shoes.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 21: The prompt of Aspect Identification for the aspect of Breathability.

Aspect Identification: Comfort

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Comfort of shoes.

Definition of Comfort:
Evaluation about comfort of the shoes, such as tongue padding, heel tab, and removable insole.

Target input review:
{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 22: The prompt of Aspect Identification with the aspect of Comfort.

Aspect Identification: Cushioning

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Cushioning of shoes.

Definition of Cushioning:
Evaluation about cushioning of the shoes, such as heel stack and forefoot stack.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 23: The prompt of Aspect Identification for the review aspect of Cushioning.

Aspect Identification: Breathability

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Durability of shoes.

Definition of Durability:
Evaluation about durability of the shoes, such as outsole hardness and thickness.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 24: The prompt of Aspect Identification with the aspect of Durability.

pair is rated by three different annotators and we obtain 540 annotations for the dataset.796

We recruited 27 annotators from Prolific with L1 English from the US or UK, with a minimum approval797

rate of 100% in more than 100 studies. In addition to the attention check question for each annotation798

instance, we also included quality control instances, asking participants to distinguish human-written799

reference meta-reviews from random meta-reviews (taken from other entities). Each annotator worked on800

20 annotation instances for the main study and another 4 quality control instances. Raters were asked801

five questions about review aspects and opinion faithfulness. Our annotation instructions and interface802

are shown in Figure 41, Figure 42, and Figure 43. After filtering out annotators failing more than one803
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Aspect Identification: Flexibility

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Flexibility of shoes.

Definition of Flexibility:
Evaluation about flexibility of the shoes, such as stiffness, stiffness in the cold, and difference in stiffness in the cold.

Target input review:

{{input_document}}
Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 25: The prompt of Aspect Identification with the review aspect of Flexibility.

Aspect Identification: Misc

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Misc of shoes.

Definition of Misc:
Evaluation about reflective elements of the shoes.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 26: The prompt of Aspect Identification with the review aspect of Misc.

Aspect Identification: Size and Fit

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Size and Fit of shoes.

Definition of Size and Fit:
Evaluation about size and fit of the shoes, such as internal length, toebox width at the widest part, and gusset type.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 27: The prompt of Aspect Identification for the aspect of Size and Fit.

Aspect Identification: Stability

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Stability of shoes.

Definition of Stability:
Evaluation about stability of the shoes, such as torsional rigidity, heel counter stiffness, midsole width in the forefoot and midsole width in the heel.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 28: The prompt of Aspect Identification for the aspect of Stability.

quality control annotation pair, the annotators have reasonable agreement and the average Krippendorff’s 804

α of 0.335. 805

We follow the same setting for the evaluation of meta-reviews for hotels. There are also 540 annotations, 806

and we obtain 27 annotators from Prolific. The annotation instructions and experimental interface are 807
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Aspect Identification: Traction

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Traction of shoes.

Definition of Traction:
Evaluation about traction of the shoes, such as lug depth.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 29: The prompt of Aspect Identification for the review aspect of Traction.

Aspect Identification: Weight

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Weight of shoes.

Definition of Weight:
Evaluation about weight of the shoes.

Target input review:

{{input_document}}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 30: The prompt of Aspect Identification for the review aspect of Weight.

Opinion Consolidation

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a concise summary for them.
Target input review fragments:

{{review_fragments}}

The final summary of these target input text fragments (just produce the answer without any other content):

Figure 31: The prompt of Opinion Consolidation for any individual review aspect for sports shoes.

Meta-Review Synthesis

You are good at understanding documents with sports shoes review opinions.
Below are product reviews in different aspects for a pair of shoes, please write a concise and natural meta-review which summaries the provided comments
and covers all mentioned review aspects.

Comments on different aspects:

{{metas_generated}}

The meta-review is (directly output the answer without any other content):

Figure 32: The prompt of Meta-Review Synthesis for the product reviews of sports shoes.

shown in Figure 44, Figure 45, and Figure 46. After filtering out annotators who failed on more than one808

quality control instances, the average Krippendorff’s α is 0.622.809

For scientific reviews of research articles, we randomly select ten entities from the test data of PeerSum.810

There are also six pairs of comparisons between our modular approach with Llama-3.1-70B as a backbone811

and comparison baselines. As there are only about 15 reviews on average, we show annotators all reviews.812

Therefore, there are 6 pairs of comparisons for each entity. Each pair gets annotated by three different813

annotators and we have 180 annotations for the dataset. We elicited 9 annotators from Prolific with814
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Naive Aspect-Aware Prompt

Please write a summary for the reviews on a scientific article, focused on the review aspects below.

Review aspects:

(1) Advancement: importance of the manuscript to discipline, significance of the contributions of the manuscript, and its
potential impact to the field.

(2) Clarity: the readability of the writing (e.g., structure and language), reproducibility of details, and how accurately
what the research question is, what was done and what was the conclusion are presented.

(3) Compliance: whether the manuscript fits the venue, and all ethical and publication requirements are met.

(4) Soundness: there are usually two types of soundness, empirical (how well experiments are designed and executed to
support the claims, whether methods used are appropriate, and how correctly the data and results are reported, analysed,
and interpreted.) and theoretical (whether arguments or claims in the manuscript are well supported by theoretical
analysis, i.e., completeness, and the methodology, e.g., mathematical approach and the analysis is correct.)

(5) Novelty: how original the idea (e.g., tasks, datasets, or methods) is, and how clear where the problems and methods
sit with respect to existing literature (i.e., meaningful comparison).

Reviews on a scientific article:
{{source_documents}}

The output summary:

Figure 33: The prompt with aspects in scientific reviews of research articles for naive aspect-aware prompting.

Automatic Decomposition Prompt

You are requested to write the steps. Please output the final answer with only the steps in different lines, no other useless
content.

Please give me sequential steps to write a summary specific for the following reviews on an academic paper.
Reviews on a paper: {source_text}
The steps to write a summary in different lines:

Figure 34: The prompt for automatic decomposition to generate intermediate reasoning steps to write the meta-review
for scientific reviews.

Prompt to Follow Reasoning Steps from Automatic Decomposition

You are requested to follow the instruction and only generate the requested output.

{output_from_last_step}
Please follow the instruction below and give your output.
{current_step}
The output:

Figure 35: The prompt to follow automatically predicted steps by automatic decomposition to generate the final
meta-review.

required L1 English from the US or UK, and a minimum approval rate of 100% in more than 100 studies. 815

We also required that they are pursuing a PhD in computer science or engineering. In addition to the 816

attention check question for each annotation instance, we also included quality control instances, same as 817

before. Therefore, each annotator worked on 20 pairs of comparisons for the main study and another 4 818

quality control instances. In each annotation, participants are asked 5 questions about review aspects and 819
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Chunk Summarization Prompt

You are requested to do summarization. Please output the final answer with only the summary, no other useless content.

Please write a summary for the following review on an academic paper.
The review: {the_text_chunk}
The output summary:

Figure 36: The prompt of chunk-wise decomposition to summarize individual chunks of texts for scientific reviews
of research articles.

Summary Aggregation Prompt

You are requested to do summarization. Please output the final answer with only the summary, no other useless content.

Please write a summary for the following texts.
The texts to be summarized:
{the_concatenation_of_small_meta_reviews_of_chunks}
The output summary:

Figure 37: The Prompt for aggregating chunk-specific meta-reviews into the global meta-review.

G-Eval for Sports Shoes

Here are several review documents that contain opinions from different people about a pair of shoes, along with a
candidate summary of these reviews.

You are required to evaluate how accurately the given summary reflects the overall opinions for review aspects expressed
in the original reviews.

Please read all opinions in the summary and calculate the percentage of faithful opinions that are clearly supported by
the source review documents.

Review documents:

{{source_documents}}

The candidate summary:

{{generation_summary}}

The percentage of faithful opinions (only output a decimal like 0.12, no other content):

Figure 38: The G-Eval prompt for evaluating meta-reviews for sports shoes.

opinion faithfulness. The annotation instructions and interface are shown in Figure 47, Figure 48, and820

Figure 49. After filtering out annotators failing more than one quality control instances, the annotators,821

the average Krippendorff’s α is 0.463.822

H Details of Human Evaluation on Usefulness of Intermediate Outputs823

To record the time that humans spend to write meta-reviews with different reasoning steps, we conduct the824

experiments also with Prolific and present annotators interfaces with instructions in Figure 50, Figure 51825

and Figure 52.We recruited five crowdworkers through Prolific15 with compensation above the UK living826

wage at £12 per working hour. These annotators are required to be experienced in L1 English from the US827

or UK, with a minimum approval rate of 100% in more than 100 studies. Annotators are required to focus828

15www.prolific.com
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G-Eval for Research Articles

Here are several review documents that contain opinions from different people about a scientific paper, along with a
candidate summary of these reviews.

You are required to evaluate how accurately the given summary reflects the overall opinions for review aspects expressed
in the original reviews.

Please read all opinions in the summary and calculate the percentage of faithful opinions that are clearly supported by
the source review documents.

Review documents:

{{source_documents}}

The candidate summary:

{{generation_summary}}

The percentage of faithful opinions (only output a decimal like 0.12, no other content):

Figure 39: The G-Eval prompt for evaluating meta-reviews on research articles.

G-Eval for Hotels

Here are several review documents that contain opinions from different people about a hotel, along with a candidate
summary of these reviews.

You are required to evaluate how accurately the given summary reflects the overall opinions for review aspects expressed
in the original reviews.

Please read all opinions in the summary and calculate the percentage of faithful opinions that are clearly supported by
the source review documents.

Review documents:

{{source_documents}}

The candidate summary:

{{generation_summary}}

The percentage of faithful opinions (only output a decimal like 0.12, no other content):

Figure 40: The G-Eval prompt for evaluating meta-reviews on hotels.

on the annotation task and finish the writing task in a continuous period of time. The study is conducted 829

on ten entities and there are three meta-reviews for each (according to the three conditions described 830

in Section 5). To avoid memorization, each annotator must write a meta-review for each entity only once. 831

We find that all our annotators passed our attention check question present in our instructions Figure 52. 832

We calculate the average time that the participants take for the ten instances in each condition from the 833

five annotators. 834

To compare the quality of written meta-reviews in the three different conditions, we run another human 835

evaluation in the same setting as the one to compare model-generated meta-reviews in Section 5. This was 836

also based on pair-wise comparison and there were 30 pairs of comparison. We recruited three annotators 837

and each pair of comparison was annotated for three times. The agreement among the three annotators is 838

high (Krippendorff’s α is 0.542). 839
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Figure 41: Experimental instructions and interface for human evaluation study on sports shoes reviews (part 1).
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Figure 42: Experimental instructions and interface for human evaluation study on sports shoes (part 2).
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Figure 43: Experimental instructions and interface for human evaluation study on sports shoes (part 3).
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Figure 44: Experimental instructions and interface for human evaluation study on hotels (part 1).
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Figure 45: Experimental instructions and interface for human evaluation study on hotels (part 2).
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Figure 46: Experimental instructions and interface for human evaluation study on hotels (part 3).
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Figure 47: Experimental instructions and interface for human evaluation study on article reviews (part 1).
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Figure 48: Experimental instructions and interface for human evaluation study on article reviews (part 2).
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Figure 49: Experimental instructions and interface for human evaluation study on article reviews (part 3).
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Figure 50: Interface for annotators to write meta-reviews based on different intermediate outputs (part 1).
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Figure 51: Interface for annotators to write meta-reviews based on different intermediate outputs (part 2).
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Figure 52: Interface for annotators to write meta-reviews based on different intermediate outputs (part 3).
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