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ABSTRACT

In the realm of multi-objective optimization, we introduce “Multi-objective multi-
solution Transport (MosT)”, a novel solution for optimizing multiple objectives
that employs multiple solutions. The essence lies in achieving diverse trade-offs
among objectives, where each solution performs as a domain expert, focusing on
specific objectives while collectively covering all of them. Traditional methods
often struggle, especially when the number of objectives greatly outnumbers the
number of solutions, leading to either subpar solutions or objectives that have
been essentially ignored. MosT addresses this by formulating the problem as a
bi-level optimization of weighted objectives, where the weights are defined by
an optimal transport between the objectives and solutions. Our newly developed
algorithm not only ensures theoretical convergence to various Pareto front solutions
but is also adaptive to cases where objectives outnumber solutions. We further
enhance its efficiency by introducing a solution-specialization curriculum. With
proven applications in federated learning, fairness-accuracy trade-offs, and standard
MOO benchmarks, MosT distinctly outperforms existing methods, delivering
high-quality, diverse solutions that profile the entire Pareto frontier, thus ensuring
balanced trade-offs across objectives.

1 INTRODUCTION

The underlying goal of many machine learning problems is to simultaneously optimize multiple
objectives. Usually, however, there does not exist one solution (or model) that is optimal for all the
objectives at the same time. Optimizing a naive linearization (i.e., linearly combining all objectives
into one) may collapse to trivial solutions for single objectives and may lead to poor performance.
Instead, multi-objective optimization (MOO) aims to find a solution on the Pareto frontier where no
objective can be improved without degrading others. In MGDA (Désidéri, 2012), for example, this
is achieved by finding a common direction to update the model along which no objective degrades.
Unlike naive linearization, MOO has the potential to visit different regions of the Pareto frontier,
which can provide diverse trade-offs between objectives. However, the trade-off ratio of MOO
solutions is not fully controllable even using reference vectors to guide the search in the objective
space like EPO (Mahapatra & Rajan, 2020), especially when the Pareto frontier is unknown and
complicated (e.g., non-smooth or discontinuous).

Moreover, most MOO approaches focus on two or three objectives but hardly scale up to many objec-
tives. As objectives increase, it is less plausible that they will reach an agreement on a single solution.
Instead of balancing all of them, it is more appealing to find multiple diverse yet complementary
solutions on the Pareto frontier each focusing on a local domain of objectives. This problem of finding
m Pareto solutions (or training m models) for n objectives can be understood as a multi-solution ex-
tension of MOO or a mixture of experts (MoE) (Jacobs et al., 1991) for multiple objectives. However,
as n increases, the reference vectors become high-dimensional and a uniform exploration of the Pareto
frontier is computationally prohibitive and thus practically infeasible. Therefore, it is challenging
to pre-determine the search regions of a few representative solutions profiling the Pareto frontier.

In this paper, we ask: can we leverage the MOO structure to guide the exploration of m solutions
on the high-dimensional (big-n) Pareto frontier? For example, some objectives are consistent
and share similar goals so optimizing them by the same model can bring common improvement,
while optimizing separate models for objectives with mutual conflicts can effectively avoid poor
performance and the tug-of-war among them. Hence, a matching between models and objectives
after every MOO step is able to explore the correlation among n objectives along the optimization
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trajectory. Specifically, the matching relations can be denoted by a weight matrix I' € R}*™ where
I". ; reweighs the n objectives that model-j aims to optimize, steering its optimization (MOO)
towards a domain expert focusing on a locally consistent subset of objectives. With different but
complementary (i.e., every objective is equally covered) and balanced (i.e., no model is dominating
on most objectives) I'. ; for the m models that adjust their MOO directions per step, it helps find
m diverse yet complementary solutions on the Pareto frontier.

In this paper, we mainly investigate a more challenging and under-explored class of the above problem
when the number of objectives n is much larger than the number of solutions m, i.e., n > m. This is
emerging in a variety of machine learning problems that involve many (i.e., big-n) users, domains,
or evaluation criteria, each associated with a different training objective, but the total available data
or computation can only support the training of m < n models. To this end, we formulate the
matching as an optimal transport (OT) between the m models and n objectives, as the two marginal
constraints I'1,, = o' and ' "1,, = 3 in OT allow us to control the ratio of n objectives assigned to
each model and the ratio of m solutions optimized for each objective. For example, with uniform
marginal & = (1/n)1,, the m < n models are enforced by OT weights I to focus on different but
complementary subsets of objectives’. Analogously, with uniform 3 = (1/m)1,,, the training loads
for the m models are balanced so no one will dominate the others on a majority of objectives.

We propose an intuitive algorithm for the above “Multi-objective multi-solution Transport (MosT)”
problem. It can be formulated as a bi-level MOO, where the upper-level is the I'-reweighted MOO
problems for the m models and the lower-level constraint is the OT optimizing I" (objective-solution
matching). The algorithm of MosT theoretically converges to m solutions on the Pareto frontier by
alternating between MOO and OT, which have been implemented in off-the-shelf solvers. We further
extend MosT to the n < m case by augmenting the n objectives with random linear combinations of
them (“MosT-E”). In addition, we introduce a curriculum for better model specialization by gradually
varying the marginals « and 5 in MosT, which gives higher priority to models selecting objectives at
the earlier stages and then transits to a higher priority of objectives selecting the best models.

We apply MosT to several fundamental machine learning problems including federated learning
(FL) (McMahan et al., 2017), fairness-accuracy trade-offs, and other MOO benchmarks, which cover
both the n >> m case (e.g., n local clients and m global models in FL) and the n < m case (e.g.,
n = 2 in fairness-accuracy trade-offs). MosT consistently outperforms MOO baselines on different
metrics for those tasks and exhibits promising advantages in finding diverse higher-quality solutions
better profiling the Pareto frontier.

2 RELATED WORK

Single-Solution Multi-Objective Optimization (MOQO). The classic goal of MOO is to find
some solution that lies on the Pareto front of multiple objectives (Désidéri, 2012; Roy et al., 2023;
Halffmann et al., 2022; Miettinen, 1999). One approach to achieving this is to solve a linearized
aggregation (i.e., weighted average) of all objectives. However, linearization, despite being formulated
under a broad coverage of objective weights, may always result in solutions distributed a small area
on the entire Pareto front (Boyd & Vandenberghe, 2004). The multiple-gradient descent algorithm
(MGDA) (Désidéri, 2012) is widely used due to its capability to handle complicated Pareto fronts
and compatibility with gradient-based optimization. In this work, we use MGDA-style optimization
methods in our algorithm, and compare with linearization-based objectives (with different weights)
empirically (Section 5), showing that our approach can find more diverse Pareto stationary solutions.

Multi-Solution MOO. One line of work that aims to discover diverse solutions across the entire
Pareto front builds upon MGDA and guides the search process via constraints of preference vec-
tors (Lin et al., 2019; Mahapatra & Rajan, 2020) or constraints of other objectives (Zafar et al., 2017).
These methods does not generalize well to the setting where there are many objectives (constraints)
or the model dimension is large, since the number of preference vectors to explore the whole Pareto
front may depend exponentially on these factors in the worst scenario (Emmerich & Deutz, 2018).
Even in the setting where there are only a few (e.g., two or three) objectives, diversity of the prefer-
ence vectors in the action space (during exploration) may not translate to diversity in the solution

11, is the m-dimensional all-one vector and I'1,,, computes the row-wise sum of I'.
2Otherwise, there will be uncovered objectives and I" will violate constraint I'l,,, = o = (1/n)1,.
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space. We showcase the superiority of MosT relative to these works in Section 5. Some works that
balance between Pareto optimality and solution diversity cannot guarantee the final solutions are
on the Pareto front (Liu et al., 2021b). For gradient-free methods, evolution strategies or Bayesian
optimization (Coello, 2006; Sindhya et al., 2012) has been explored to find multiple (as opposed to
one) Pareto stationary solutions. However, they are usually not efficient when solving practical MOO
problems in machine learning due to the lack of gradient information (Liu et al., 2021a; Momma
et al., 2022); hence, we do not compare with those methods.

Applications in Machine Learning. Similar as prior works (e.g., Zitzler et al., 2000; Mahapatra
& Rajan, 2020), we apply MosT to a toy problem and addressing fairness-utility trade-offs (two
objectives). Additionally, we demonstrate the effectiveness of MosT on a larger-scale task of
cross-device federated learning (McMahan et al., 2017). There is also extensive prior research on
personalized federated learning (e.g., Smith et al., 2017; Ghosh et al., 2020; Wu et al., 2022), i.e.,
outputting multiple related models, instead of one, to serve all clients. Our approach can be viewed
as a personalization objective in this context. Note that our goal is not to achieve the highest average
accuracy for federated learning, but rather, explicitly balance multiple objectives and guarantee that
all output solutions are Pareto stationary.

3 MoST: MULTI-OBJECTIVE MULTI-SOLUTION TRANSPORT

Let L;(-) (i € [n]) denote the empirical loss function of the i-th objective. When the number of
objectives n is much larger than the number of solutions m, it is possible that the learnt solutions
(for example, simply by running MGDA for m times with different randomness) cannot cover
representative regions on the Pareto front. To address this, we use a cost matrix I' € R’frxm with
constraints I'1,, = oand I'T1,, = /3 on top of the losses to enforce a balanced matching between
objectives and solutions. Our multi-objective multi-solution transport (MosT) objective is as follows:

Find {6;.,, } such that every 6; (j € [m]) is the Pareto solution of m weighted objectives
mil’lgj (FLle(ej),--' ,F,w»Ln(Gj)), where (1)
'€ minpeq Y i q Yo 5eq TijLi(8;), Q2 {T e RY™ T, =a,T'T1, =5} )
a € A™, 5 € A™ are two tunable vectors on n- and m-dimensional probability simplexes,
respectively. We encourage diversity and nondegeneracy of solutions by setting these vectors to
follow uniform distributions, i.e., « = 1,,/n, 8 = 1,,/m. As such, the constraint set {2 prevents
the degenerating case where all objectives are served by a small subset of the solutions. By definition,

any Pareto solution of the rescaled objectives in Eq. (1) is also a Pareto solution of the original
objectives (L1, , Lp).

At a high level, the bi-level optimization problem described above can be decoupled into two sub-
problems (over I' and 6;.,,,) when fixing one variable and optimizing the other. At each outer
iteration, we first solve (2) completely by running an off-the-shelf optimal transport (OT) solver
(e.g., IPOT (Xie et al., 2020)). Then we optimize (1) by running a variant of vanilla MGDA with a
min-norm solver (Désidéri, 2012). The exact algorithm is summarized in Algorithm | below.

Algorithm 1 Multi-Objective Multi-Solution Transport (MosT)

1: Input: n objectives {L;()}"_,a € A", B € A™,n, K, e >0
2: Initialize: m solutions 6.,
3: forte {1,---,T}do

4: T < solution of Eq. (3) by an optimal transport (OT) solver given 6%, ;T < T't + eI

5. forje{l,---,m}do

6: fork e {1,--- ,K} do

7: dj + Eq. (6), where \* is achieved by a min-norm solver for Eq. (5) given I'* and 6.
8: 0; < 0; +nd;;

9: end for

10: dﬁ — dj; Qj — 9j

11:  end for

12: end for

13: return 67,
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From Algorithm [, in each iteration, we first optimize I't with 9i;m fixed, i.e., finding the optimal
transport (or matching) between the n objectives and the m models by solving the following optimal
transport problem with existing algorithms (Xie et al., 2020):

minpeq ZT:I > i1 TiiLi(05). 3)

We then add a small constant € to every cell of I't. In our experiments, the ¢ is a tunable hyperparameter
as detailed in Section 5.1. Fixing the optimal I', we then optimize for a reweighted version of MOO
across objectives (I'y jL1(0;), -,y ;L,(6;)) for each solution §;, j € [m]. To find Pareto
stationary solutions, similar as MGDA, we aim to find the common-descent directions d;., for 61.,,
to guarantee that all objective values will decrease (or at least not increase) at each iteration. This
reduces to solving m MGDA-type MOO problems (more background in Appendix A) in parallel, i.e.,
for every solution j € [m], we aim to find d; by solving

ming, max;e() dj Li Vo, Li(0;) + 5ld; 3, 4)
which rescales each objective’s gradient Vo, L;(6;) by I'; ;. For simplicity, we will use V L;(0;) to

denote Vy, L;(0;) in the remaining of the paper. The dual of Eq. (4) is a min-norm problem over
variable A € A" as follows:

2
, Vj € m], (5)

minyean

Yiem) Mili i VLi(05)

which can be solved by existing Frank-Wolfe algorithms (Fujishige, 1980). Given the optimal dual
solution A* from Eq. (5), the primal solution of d; (j € [m]) to Eq. (4) can be derived by the following
convex combination of the I'-weighted gradients:

dj = iem AT VLi(6;). (6)

s

2
S iei MVL(O)]
where \ may be biased towards the objective with a small gradient (i.e., a well-optimized objective).
In MosT, OT in Eq. (3) tends to result in a large I'; ; for a small L;(¢;), thus moving small gradient
away from the origin in Eq. (5) (i.e., preventing a well-optimized objective from dominating d;).

To understand the benefits of Eq. (5), we consider classic MGDA: minycan

The MGDA direction d; guarantees that every objective with non-zero I'; ; will be improved or
remain the same after updating ;. After obtaining d;, we update the model parameters 6; by moving
along this direction (Line & in Algorithm 1). Optionally, we can also run such gradient descent steps
for K steps in practice under the same I'. In our convergence analysis (Section 4), we allow for
K > 1 and assume a full batch setting with V.L(6;) evaluated on all the local data of problem 4, for
all j’s. Empirically, we report our experiment results based on mini-batch gradients in Section 5.

3.1 EXTENSION TO FEW-OBJECTIVE CASES

The MosT formulation discussed in the previous section is mainly motivated by the challenges of
having many objectives in MOO. When n > m, the diversity of the m models can be achieved
by enforcing the two marginal constraints in the optimal transport problem. However, the diversity
cannot be fully guaranteed when n < m. For example, when n = 2, by even applying uniform
distributions for « and S (i.e., the strongest constraints for diversity), a trivial but feasible solution
of ' =11, /2500725 02, 1oy /2] can collapse the m models to duplicates of only two different
models, i.e., one minimizing the first objective while the other minimizing the second. To address
this problem, we create (n’ — n) > m dense interpolations of the n objectives by sampling (n’ — n)
groups of convex combination weights w,, 1., on the simplex, i.e., w; € A™ drawn from a Dirichlet
distribution. Then each auxiliary objective L;(-) can be defined as

Li(0) £ X e wiala(0), Vi=n+1,--- 0. (7)

Thereby, we increase the number of objectives to n’ >> m and MosT can be applied to achieving
diverse models for optimizing the n’ interpolations of the original n objectives. This strategy can be
explained as maximizing the coverage of the m models over the dense samples of the Pareto front
regions using n’ random reference vectors.
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3.2 A PRACTICAL SOLUTION-SPECIALIZATION CURRICULUM

In scenarios with diverse objectives, each corresponding to a distinct domain or unique dataset, a
practical demand arises: optimizing multiple models and turning them into a mixture of specialized
experts (i.e., models). This allows each input sample select the best expert(s) for inference. Such
“objective selecting expert/models” or “objective choice routing” strategy corresponds to removing
I'1,, = B from the constraint set €2 in Eq. (2). But it may lead to training imbalance among the m
models, e.g., one model is chosen by most objectives while other models get nearly zero optimization.
As training proceeds, the winning model(s) trained by more objectives tend to be chosen even more
frequently; hence joint optimization of m models can collapse to training one single model.

To address this challenge, we propose to design a curriculum of varying the marginal constraints
that progressively changes « and f3 for different training stages. Specifically, in the early stage, we
mainly focus on enforcing a uniform marginal distribution 3 so that every model can receive sufficient
training from multiple objectives. By relaxing the other marginal constraint o over n objectives to
be slightly non-uniform, the m models have more degree of freedom to choose the objectives on
which they perform the best (i.e., “model selecting objective” or “model choice routing”) and we
allow for slight imbalance among objectives.’ During later stages, the curriculum instead focuses
more on enforcing the marginal distribution « to be uniform so that every objective has to be covered
by sufficient models. On the other hand, the marginal constraint 3 can be relaxed in this stage since
they are close to convergence. Empirical results in Appendix C.2 demonstrate the effectiveness of
our curriculum strategy scheduling « and .

4 CONVERGENCE ANALYSES

In this section, we analyze the convergence of MosT in Algorithm | for both strongly-convex
and non-convex functions. The alternate minimization scheme poses additional challenges to our
analysis compared with prior convergence results in MOO (Fliege et al., 2019). We show that our
proposed algorithm using full gradients can converge to Pareto stationary points at a linear rate in the
strongly-convex cases. We first make a common assumption.

Assumption 1. Each objective L;(0) (i € [n]) is v-smooth and pi-strongly convex w.r.t. € R<.

Our convergence result is as follows.

Theorem 1 (Strongly-Convex). Let Assumption | holds. Given marginal distribution constraints
a € A" and € A™, under a fixed learning rate n < %, after running Algorithm I for T' outer
iterations with full multi-gradient descent, we have for each solution j € [m],

67 —07]* < (1= pme)™ |69 — 07

where 07 is a Pareto stationary solution and € is a constant.

2
)

(®)

A complete proof is provided in Appendix B. Our result is based on using full gradients of each
objective when solving the min-norm problem (Eq. (4)). In practical implementation, we use K > 1
to run multiple iterations to update the model parameters for each objective locally, and use stochastic
mini-batch gradients in Eq. (4). Note that 67 here is some Pareto Stationary model of the objectives
in Eq. (1). One limitation of our analyses is that we do not directly prove that the solutions achieved

are more diverse than MGDA solutions.

Theorem 2 (Non-Convex). Assume each objective L;(0) is v-smooth. Given marginal distribution
constraints o € A™ and € A™, under a learning rate n = i after running Algorithm | for T
outer iterations with full batch multi-gradient descent, we have that

=3 S slar<o(x). ©)

te[T] je[m]

Note that in the non-convex case, we prove the convergence rate of our proposed algorithm, which is
the same as that of normal gradient descent under a fixed learning rate, but we do not show the Pareto
optimality of our solutions.

3Less-selected objectives can be more difficult and it is more desirable to learn them later when models
become more powerful.



Under review as a conference paper at ICLR 2024

5 MOoST APPLICATIONS

5.1 EXPERIMENTAL SETUP

This section provides an overview of the experimental setup for our applications, covering the
general baselines, evaluation metrics, and hyperparameters. The specific setup for each application is
discussed in their respective sections, and more details can be found in Appendix D.

Baselines. For all applications, we compare with the following baselines.

* Linearization: Linearization-based MOO where we optimize over a convex combination of all
objectives with m randomly-sampled sets of weights. Minimizing a simple average of all the losses
(empirical risk minimization over objectives) is a specific instance of this with uniform weights.

* MGDA: Running MDGA (Désidéri, 2012) independently for m times with different random seeds.

In addition, we compare with task-specific algorithms that will be introduced with each application.

Evaluation metrics. For applications with a large number of objectives (large n), we use task-specific
evaluation metrics, such as average accuracy (or tail accuracy) across all clients in FL. For applications
with few objectivs (small n), we use the Hypervolume, a widely used metric for evaluating the quality
of MOO solutions and is a proxy of diversity (Zitzler & Thiele, 1999). Hypervolume is feasible to
compute when the number of objectives is small. Given a solution set S C R"™ and a set of reference
points r = [ry,...,7,] C R™, the Hypervolume of S measures the region weakly dominated by .S
and bounded above by r: H(S) = A({¢g € R |Ip € S:p <qgandq <r}), where A(-) denotes
the Lebesgue measure. To ensure fair calculation of it, the reference points are kept consistent across
all algorithms for each dataset. These reference points are determined either by following the settings
of previous studies or by setting them as the upper bounds of the objective values from all algorithms
to be compared. For experiments, we repeat each run for three times using different random seeds,
and report the average and standard deviation of the multiple results.

Hyperparameters. For fair comparisons and clear visualization, we set the number of solutions
m = 5. We tune the best learning rate via grid search for each method and each application. We set
€ in Algorithm 3 as an adjustable hyperparameter. For the extended version of MosT (denoted as
MosT-E) described in Section 3.1, we introduce additional hyperparameters aq, . .., a,, and n’ to
handle the extension of existing objectives. The parameter «; represents the positive shape parameter
of the Dirichlet distribution, used to generate diverse objective weights, and n’ represents the number
of extended objectives. We describe the detailed hyperparameter values in Appendix D.

5.2 TOY PROBLEMS

We first demonstrate the effectiveness of MosT on a toy ZDT problem set. It is a popular MOO bench-
mark containing two objectives (n = 2) with oracle Pareto fronts (Zitzler et al., 2000). Specifically,
we use ZDT-1, ZDT-2, and ZDT3, which are problems with 30 variables and exhibit convex, concave,
and disconnected Pareto-optimal fronts, respectively. We compare MosT with two baselines described
in Section 5.1 (denoted as ‘linearization’ and ‘MGDA’ below), and two additional methods—Exact
Pareto Optimization (EPO) based on different preference vectors (Mahapatra & Rajan, 2020), and

SVGD based on stein variational gradient descent (Liu et al., 2021b).
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Figure 1: Solutions derived by different methods (blue scatters) on the ZDT bi-objective task, with
the oracle Pareto-optimal fronts for the two objectives shown in red scatters.
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Table 1: MosT achieves higher Hypervolumes than the baselines on the ZDT bi-objective problem.

MGDA  Linearization SVGD EPO MosT
ZDT-1  4.0240.92 5.7240.01 55441012 4404001 5.8410.00

ZDT-2  4.6310.94 6.65.10.00 6.6510.00 6.65+0.00 6.8710.02
ZDT-3  4.5310.83 6.2710.02 5774015 4.53+0.68  6.3610.04

We report the Hypervolumes of each method in Table | and visualize the obtained solutions alongside
the entire Pareto-optimal fronts in Figure | for a more intuitive comparison. MosT leads to higher
Hypervolumes, indicating its superior ability to generate more diverse solution sets that cover larger
areas. Further analysis of the Pareto fronts reveals the following observations: 1) EPO and SVGD
prioritize reducing one loss, potentially resulting in biased trade-offs, with SVGD lacking guaranteed
convergence to Pareto-optimal solutions; 2) MGDA produces diverse solutions but fails to cover
the entire Pareto-optimal fronts; 3) Linearization-based MOO is a competitive baseline with high
Hypervolumes, but its solutions do not provide satisfactory diverse trade-offs, as evident from the
Pareto fronts; 4) In contrast, MosT generates evenly-distributed solutions across the Pareto fronts.

5.3 FEDERATED LEARNING (n > m)

One important scenario where n > m is the cross-device federated learning application, where we
jointly learn m models over a heterogeneous network of n remote devices. The devices generate local
data following non-identical distributions; hence we view the finite sum of empirical losses on each
device as one objective, i.e., L;(0) := v% >t 1s(6) where v; is the number of local samples on
device i € [n], and 5 denotes the individual local loss on sample s. MosT seamlessly integrates with
the decentralized setting of federated learning by computing client-specific local updates (6 .,,,) and
aggregating them to update the global model by I'. Moreover, since clients are diverse, it is expected

that the solution diversity benefits of MosT will contribute significantly to the final performance.
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Figure 2: (a) Training loss and test accuracy curves of each method. MosT demonstrates faster
convergence with higher accuracy. (b) Visualization of solution diversity during training, with each
block on a column representing the KL distance of a pair of solutions (brighter indicates larger value).
MosT produces more diverse solutions. (¢) Accuracy of the worst 20%, 40%, 60% and 80% client
groups. Diversity leads to better tail performance among all the objectives.

We conduct experiments on synthetic data and Federated Extended MNIST (FEMNIST) (Cohen et al.,
2017; Caldas et al., 2018), where the number of objectives n = 30 and n = 205, respectively. We
experiment on three synthetic datasets, denoted as Syn (p1, p2), with different p; and ps controlling
heterogeneity of local models and data, as detailed in Appendix D. We compare MosT with baselines
described in Section 5.1 and state-of-the-art federated learning algorithms, including FedAvg (McMa-
han et al., 2017), FedProx (Li et al., 2020b), and FedMGDA+ (Hu et al., 2022). We run the threeeach
algorithm m times with different random initializations. It is worth noting that during evaluation, for
all methods, we let each device pick a best model out of m solutions based on the validation set, and
compute its performance. We then report the average and the quantile accuracy across all devices.
As the results shown in Table 2, MosT outperforms the baselines by a large margin on all datasets.
Furthermore, we have the following observations.
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Table 2: Average accuracy across all clients (mean and std across 3 runs) on synthetic datasets and
FEMNIST. MosT outperforms the strong baselines.

MGDA Linearization = FedAvg FedProx = FedMGDA+ MosT

Syn (0.0,0.0) 77221041 75914037 75711051 75601042 75261191  83.091¢.87
Syn (0.5,0.5)  87.091¢.29 87.1810.27 86.261061 86.131030 85211140  89.0710563
SyIl (10, 10) 90.52:&0'13 89.87i0‘51 88.12i0_75 87.58:5:1.36 87.16:|:1_09 91°70:|:0.02

FEMNIST 78.8611.43 688041087 68751047 68921041 80.0810.12 80.94.( 34

MosT results in significant convergence improvements. Figure 2(a) compares the training loss and
test accuracy curves of different algorithms. Notably, MosT outperforms the baselines with a lower
training loss (faster convergence) and higher test accuracy (better generalization to unseen test data).

MosT maintains diversity throughout the training process. To evaluate this, we analyze how
the diversity of solutions evolves for different algorithms. We quantify diversity by calculating the
Kullback Leibler (KL) distance between predictions of any pair of solutions generated by the same
algorithm. Figure 2(b) shows that initially, all algorithms exhibit high diversity due to different
weight initialization. However, within the baselines, solution diversity decreases significantly during
training. In contrast, MosT maintains high diversity throughout the training process.

MosT promotes fairness in FL. The significant improvement in diversity achieved by MosT is
expected to benefit clients who are often overlooked by other algorithms, leading to greater fairness.
To validate this, we investigate the accuracy of the worst 20%, 40%, 60%, and 80% clients, and
compare across all algorithms. As depicted in Figure 2(c), MosT outperforms the baselines by an
larger margin for clients with worse performance, which demonstrates that the diversity of MosT
effectively promotes fairness in FL.

Furthermore, our study reveals that MosT assigns clients with diverse solutions for inference. A
detailed analysis of this finding can be found in Section 5.5.

5.4 FAIRNESS-ACCURACY TRADE-OFES (n < m)

In this section, we apply MosT to explore various trade-offs between accuracy and algorithmic
fairness (i.e., statistical independence between predictions and sensitive attributes). The number of
objectives n is 2. However, using optimal transport to match solutions and objectives in this scenario
may produce feasible but trivial solutions as explained in Section 3.1. Hence, we adapt the extension
of MosT named MosT-E (introduced in Section 3.1).

As discussed in Section 2, prior works that address fairness-accuracy trade-offs can be limited due
to the difficulty of setting constraints before training (Zafar et al., 2017), or the mismatch between
diverse exploration space and diverse solutions (Mahapatra & Rajan, 2020). MosT-E differs by
sampling a wide range of preference vectors to encompass various trade-offs comprehensively and
using optimal transport to automatically generate solutions that maximize coverage for all preference
vectors. We quantify the fairness objective using disparate impact (Court, 1971), and optimize it
using its convex approximation (Zafar et al., 2017). We experiment on a synthetic dataset (Zafar
et al., 2017) and a real German credit dataset (Asuncion & Newman, 2007). We compare MosT and
MosT-E with MGDA, linearization-based MOO (which can be viewed as a soft version of Zafar et al.
(2017), and EPO (Mahapatra & Rajan, 2020), and select the best parameters for each method based
on the highest Hypervolume on a validation set.

Table 3: Hypervolumes (x 100) on 5 solutions with different fairness-accuracy trade-offs. MosT-E
achieves the highest Hypervolume coverage on two (fairness, accuracy) objectives.

MGDA  Linearization EPO MosT MosT-E
Synthetic 4-21i1.10 6-571002 2.4310.01 4-85i0.96 7°24i0.33
German 1.95i()‘01 1.92i()‘02 1.8710.03 1-97i032 2.05i0.00

MosT-E generates more diverse trade-offs. Table 3 shows that MosT-E achieves the highest
Hypervolumes, suggesting a superior quality of the solution set it generates. Furthermore, Figure 3
demonstrates that MosT-E generates solutions that are not only more diverse but also more evenly
distributed across the Pareto fronts. We provide results for increased solution size in Appendix C.1,
which further supports MosT-E is capable of effectively accommodating various preferences.
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Figure 3: Hypervolumes (colored areas) formed by five solutions for classification loss (objective 1,
x-axis) and fairness (objective 2, y-axis) on synthetic and German datasets. For the German dataset,

we zoom in on specific areas. We see that MosT and MosT-E cover larger areas than the baselines.

MosT-E effectively addresses the problem of MosT under n < m. When n < m, MosT may
assign models separately to dominate individual objectives, resulting in solutions without sufficient
diversity. The solutions generated by MosT shown in Figure 3, align with our idea by predominantly
prioritizing either low classification loss or low disparate impact. This limitation is effectively
overcome by MosT-E, with diversely combining existing few objectives as new objectives.

5.5 ABLATION STUDY: PREVENTING COLLAPSE WITH OPTIMAL TRANSPORT MECHANISM

In this section, we conduct ablation studies on the effectiveness of the optimal transport matching
(Eq. (2)). We compare three strategies introduced in Section 3.2: 1) the original MosT objective,
which utilizes optimal transport; 2) “objective selecting model”, which selects the best expert/model
for each objective (i.e., removing the I' ' 1,, = 3 constraint); and 3) “model selecting objective”,
which selects the best objective for each model (i.e., removing the I'1,,, = « constraint).

1.0 . : :
o, g W =

00 L MosT (0r1g1nal) | MosT, w/oVFTln =/ | L. MosT, w/oT'1,, =a
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
optimal transport objective selecting model model selecting data

Figure 4: The percentage of assigned objectives for each model under three matching strategies. Each
color band represents a model, with the y-axis indicating the corresponding percentage. We see that
MosT (left) learns 5 diverse models that servers the 30 objectives in a balanced manner.

To ensure a fair comparison, we initialize with the same model weights. Throughout the training
process, we track the assignment of objectives to each model, i.e., for every model, identifying the
objectives with the smallest validation loss. We visualize the percentages of the selected objectives
for each model over time in Figure 4 on the Syn (0.0, 0.0) dataset. In the case of “objective selecting
model” (middle), we observe that two of the models progressively dominate all the objectives.
Similarly, “model selecting objective” shows the early dominance of one model. These observations
confirm the presence of the collapse phenomenon in MOO, where limited solutions dominate all
objectives. On the contrary, MosT using optimal transport involving a two-way matching shows a
more balanced distribution of objectives among the models throughout training.

6 CONCLUSIONS

In this paper, we have proposed “multi-objective multi-solution transport (MosT)”, a framework
that aims to find m Pareto solutions (models) that achieve diverse trade-offs among n optimization
objectives. We have specifically investigated a challenging case of n >> m, in which existing methods
often struggle with exploring a high-dimensional Pareto frontier. We formulate MosT as a bi-level
optimization of multiple weighted objectives, where the weights guide the exploration and are deter-
mined by an optimal transport (OT) matching objectives and solutions. Our algorithm theoretically
converges to m Pareto solutions by alternating between optimizing the weighted objectives and OT.
MosT can be extended to achieve diverse solutions for the n < m cases. We have applied MosT to a
rich class of machine learning problems that involve training m models to serve n users, domains,
or criteria. Empirically, we have observed that MosT outperforms other strong baselines in tasks
including federated learning, fairness-accuracy trade-offs, and other simpler MOO benchmarks.
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A  BACKGROUND ON MGDA IN MULTI-OBJECTIVE OPTIMIZATION

We first describe some background on the multi-gradient descent algorithm to solve multi-objective
optimization.

Let L(6) € R™ be defined as
L(0) == (L1(0),- -+ , Ln(0)) ,0 € R%. (10)

The goal for the multi-objective optimization (minimization) problem is to find Pareto optimal
solutions with respect to all objectives L;(-), % € [n]. One line of method is at each iteration, to find a
common descent direction d for all objectives. Given the current model 6, we would like to find a
descent step to minimize each objective value. For the single-objective case, the direction is —V L(#).
For n objectives, one objective is to solve for d:

1
min {maXVLi(G)TdJr = ||d2}, (11)
d |i€[n] 2

and then apply d as 6 = 6 + nd. If the optimal objective value of Eq. (11) is negative, then there
exists a descent direction d* such that all objective values will be decreased. If 6 is Pareto stationary,
then d = 0 and the optimal objective value is 0. This formulation is equivalent to

. T2
min b+ o d] (12)
st. VLi(0)Td <b,ic[n)

Formally, we have the following lemma.
Lemma 1 (Good Descent Direction Désidéri (2012) ). Let d, b be the solutions of Eq. (12), then

1. If 0 is Pareto stationary, then d = 0 and b = 0.

2. If 0 is not Pareto stationary, then

1
b<—3ldI* <0, (13)
VL;(6)"d<b,icn] (14)

Lemma 2 (A Rescaled Version of Lemma 1). Let d; € R? be the solution of Eq. (4) and I ; be
some non-negative scalar, then

1. If 9; is Pareto stationary, then d; = 0.

2. If 0; is not Pareto stationary, then

1 .
Ii;Li(6;) " d; < —§||de27 i € [n]. (15)

B CONVERGENCE PROOFS

B.1 STRONGLY-CONVEX CASES

First, let us assume K = 1. At each iteration ¢, we have

di == 3" AT VL)), ¥ € [m] (10
i€[n]

for some {A;}icp) € A™ which is the solution of Eq. (5). First we note that for every j € [m], 0;
will converge. If dz- = 0, then 6; has converged to a Pareto stationary point. Otherwise, for every
objective L;, we have sufficient decrease: Li(9§-+1) — Li(0%) < —5n(1 —vn)||d5[|* < 0. Therefore,
every solution will converge. We denote 67 as one of the Pareto stationary solutions of Eq. (1) that
solution 6; converges to. By definition and the properties of MDGA, we know that for every solution,

12
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every objective value will be non-increasing throughout optimization. Hence, for every ¢ € [n] and
j € [m], it holds that

t+1 *
Li(057) — Li(65) = 0. A7)
For every i € [n], the v-smoothness and p-convexity of L; lead to
Li(9§+1) = L;(6" + nd’) (18)
Li(8}) +nVLi(6)) d} + S Ind; | (19)
Li(07) + VLi(6) T (6% — 67) ||9t - 9*|| + VL (0%) " d + f|\nd§||2. (20)
By moving L;(6}) to the left-hand side and multlplylng both sides by \;I'f _j» we have
> AT (Li(05t) — Li(67)) 1)
i1€[n]
t t t o ¢ t t_ px t 112
< >N VL0870 — 0 + nd)) — Z)\FUQ 6% — 03] + ZAF”2||77d I12.
ie[n) i€[n] i€[n]
(22)
AsT} ;> e> 0, then
* 'UG *
Z AT, 5 Cllot — 672 < S 165 = 6311 (23)

Due to the Holder inequality, we have >
Z AL (L0 — Li(67))
[n]
< >N VL0870 — 05 + nd}) — Het —0*” + ”ﬁﬂ Ind; > (24)

i€[n]

* :ue *
= —dj(0; = 0;) — nllds|1* — 5 |16 — 65

iy Mil'ig S ATl := B; < 1. Hence, we have

2 Up;
+ i

1

* pe * .
< —dt(9§ —05)—n <1 — ﬁj> ||d’5||2 HO; —0; 2 (taking n < ;) (25)

< —d"(8 = 07) — SNldiI” = I 105 — 65 (using 5; < 1)
1 " e )

— 2n(2ndt(9 —0; )+||ndt|| ?Hej—ej

_ 1 D) 9t+1 et T Ht 9* 9t+1 91‘, 2 HE 91‘,

__%((j —05) (6 —07) +119; —j||)—?Hj

1 t+1pt 2 t+1 t\ T g t+12 2 t+1pt HE |15t *||2
—%(2@ 05 — 2(1050° — 2(657 — 05) 05 + 0571 + 165> — 26; @)—7”9].—@

1 « ¢ HE 1t px))2
= 5 (105717 = 2005+ — 81)76; - H9§|I2) - H9§ -0

1 . .
*(||9t-+1 — 0517 = 1165 — 6;11%) H9t —0;

(o - o317 = 165" = 0511%) Het Al

27} (26)

Since during optimization, we guarantee that every objective value will be non-increasing at each
iteration, we have L¢(0§+1) — Li(07) > 0. So the left-hand side of Eq. (21) is non-negative. Hence,

1 i .
%(H@ﬁ — 051> = 1165+ = 0511) Het —0;

27)

1651 — 65> < (Mune)llf)t 0;||2, (28)

13
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which gives us linear convergence.

When K > 1, at each outer iteration, fixing I'?
parameters. In this case, we still have

t,k+1 * t,k * 112
1075 =051 < (1= pme) 165" — 6517, (29)

;,j» We are running multiple updates on the model

where ||6%" || denote the model parameters at the ¢-th outer iteration and k + 1-th inner iteration
(Line 6 of Algorithm 1). Hence,
16571 — 0511 < (1 — pme) (165 — 6712 (30)

holds.

B.2 NON-CONVEX AND SMOOTH CASES

For simplicity, we first consider the case where X' = 1. From Lemma 2, we know that at each
iteration ¢,

1 2 .
TiyVLi(05) "y < =5 ||d5][", Vi€ [n). 31
Assuming v-smooth of each L;, we have
T4y (Li(057) = La(05)) =T 5 (La(0] + ndj) — La(95)) (32)
vt .
<l ,;VL; (etfdt —5Ind;|? (33)
< —fl\d'fH2 ]||dt||2 (34)
<-3 Hdtll2 + —Pt sl (T, < 1) (35)
7)(1 —vn)
i FZJ-Hd;H? (36)
Sum over all models j € [m],
n(l —vn)
Z Tt (Li(0) — Li(65)) < - Z I lld5|1%. (37
Jj€lm] jE€m]

The above result is for a single objective L;(-). Now let’s consider the weighted sum of all the n
objectives between two steps with different I'’s, i.e., I'* and T'**!1. We have

> (CELi05) — T Li(67)) (38)
i€[n] j€[m]
<> T (Li(05) — Li(6%))  (optimality of T** — ) (39)
i€[n] j€[m]
1—vn)
< d-vm) > Y Tilldg)* (apply Eq. (37)) (40)
j€lm] i€[n]
n(l—vn
- f% > Bl 1)
J€lm]

Here ; is the j-th dimension of 8 € A™ in formulation Eq. (2). Hence,

Z Billds|1* < Z Z — T Li(05t) . (42)

jE€[m] ZE n] j€[m]

Applying telescope sum on both sides glves

DD BildIP < Z > ~TTHLeTH)) = C. @3)

te[T] j€[m] ze[n] JE[m]

14
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Then we get the following bound on the average gradient norm:
1 C
7o 2 Bl < S (44)
te[T] j€[m]

If we take vy = %, then C' = O(v). This gives us a O (%) rate in terms of gradient norms for
non-convex cases under a fixed learning rate.

For the case where K > 1, we have

k
Z Z (DL, (0171) — T, Li(0L) < — Z 8 > || H (45)
[n] j€[m] [m] ke[K]
77 B VT] t 112
ST }Z Billas I (46)
where k denotes the index for inner updates on model parameters fixing I't. Similarly, we have the
result

1 g2 C

72 2 Bl <% (47)
te[T] j€[m]

C ADDITIONAL ANALYSIS

C.1 SENSITIVITY ANALYSIS OF THE NUMBER OF SOLUTIONS (m)

In this section, we explore the impact of the solution set size m, on the quality of the generated
solution set. To maintain consistent comparisons throughout the experiments in Section 5, we hold
m at 5. Increasing the number of generated solutions is expected to lead to a denser distribution of
solutions across the Pareto-optimal fronts. To explore this, we conducted an ablation experiment on
the synthetic fairness-accuracy trade-off dataset, varying m from 5 to 10.

Table 4 summarizes Hypervolumes, illustrating that augmenting m enhances solution set quality
across all algorithms, with the most significant improvement observed in MosT. This indicates that
increasing the number of solutions aids MosT in averting convergence to trivial solutions when
n < m. However, this comes at a higher computational cost due to the need for extra model training.
In contrast, MosT-E effectively addresses this issue without incurring excessive computational
expenses. As depicted in Figure 5, when compared to MosT-E with m = 5, using m = 10 results in
denser and more evenly distributed trade-offs.

Table 4: Experimental results of Hypervolumes (x 100) on the synthetic fairness-accuracy trade-off
dataset for m = 5 and m = 10.
MGDA  Linearization EPO MosT MosT-E

m=5 4211119 6.5710.02 24341001 4.85+0.96 7.2410.33
m = 10 5.01:‘:0.59 7.56:|:0_01 4.00:|:0.11 6.44:|:0.19 8.00i0.05

C.2 ABLATION STUDY FOR CURRICULUM LEARNING

Table 5: Experimental results of synthetic datasets of federated learning tasks comparing MosT w/
and w/o curriculum learning.

MGDA Linearization FedAvg FedProx = FedMGDA+ MosT w/o CL MosT
Syn (0.0,0.0) 77.2240.11 75.9149.37 75711051 75.604042 75264101 79.78+0.25 83.09.0.57
Syl’l (0.5, 05) 87.09i0_29 87.18i0_27 86.26i0_51 86.13i0_39 85-21i1_42 88.18i0,41 89-07i0.(53
Syn (1.0, 1.0)  90.524¢.13 89.87+0.51 88.1240.75 87584136 87.1641.09 91.3319.27 91.70.0.02

In this ablation study, we evaluate the impact of curriculum learning (from Section 3.2) on optimizing
multiple models using MosT.
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Figure 5: Pareto fronts obtained with m = 5 and m = 10 for classification loss (x-axis) and disparate
impact (y-axis) on the synthetic dataset of fairness-accuracy trade-off task.

Curriculum setup for MosT. As introduced in Section 3.2, our proposed curriculum strategy
involves adjusting marginal distributions « and 3 over different training stages to balance the freedom
of ‘model selecting objective’ and ‘objective selecting model’. In the initial stages, we prioritize
a uniform distribution for J to ensure exposure to multiple objectives. As training progresses, we
transition « to a uniform distribution, covering all objectives, while relaxing 8. This transition is
achieved by a hyperparameter that gradually decreases from 1 to 0. Though this hyperparameter
gradually approaches zero, the transition direction differs: it shifts 8 from uniform to performance-
oriented and, conversely, shifts « in the opposite direction.

We compare standard MosT with a variant using uniform marginal distributions for a and 3 throughout
training, denoted as ‘MosT w/o CL’. We hypothesize that curriculum learning enhances overall
performance and training stability. We conduct experiments on three synthetic federated learning
datasets, presenting results in Table 5. Curriculum learning significantly improves the performance of
MosT, proving its effectiveness. Notably, even without curriculum learning, MosT outperforms other
algorithms.

Furthermore, Figure 6 illustrates the training loss and test accuracy curves, highlighting the stability
difference between the two approaches during training. Curriculum learning leads to increased
stability and better convergence towards better solutions.

5.0 - 100
]
& 401
s
2 3.01 L 80
©
°
r—u 2.0 A
>
1.0 1 60 >
()
| a
C
MGDA o
. L] (5]
0.8 1 I Linearization <
- ! mE FedAvg 40
9 0.7 MGDA mmm FedProx
5 —— Linearization B FedMGDA
O 061 —— FedAvg MosT w/o CL
2 —— FedProx B MosT F20
& 0.5 —— FedMGDA
= MosT w/o CL
0.4 1 —— MosT
: : : : : : : : . : : : 0
0 50 100 150 200 250 300 350 400 20% 40% 60% 80%
training iteration group with the worst performance (percentage)

(a) (b)

Figure 6: Including MosT w/o curriculum learning, (a) displays training loss and test accuracy curves;
(b) shows the accuracy of the worst 20%, 40%, 60% and 80% client groups.
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Table 6: Comparisons among MosT and its two linearization variants: MosT (L) and w-MGDA.
The linearization methods involve taking a weighted sum of the model parameters trained on each
objective for updates. In the case of w-MGDA, diverse weight vectors are employed to compute
MGDA m times.

MGDA w-MGDA  Linearization FedAvg FedProx FedMGDA+  MosT (L) MosT

Syn (0.0,0.0) 77.221941 77.9640.36 75.9140.37 75714051  75.60410.42 75.2641.91 79.8940.93 83.09.0.57
Syn (0.5,0.5) 87.09t0.29 86351038  87.1810.27  86.261061 86.131030 85.21i142 86981036 89.0710.63
Syn (1.0, 1.0) 90524015 89372072 89872051 88124075 87.584196 87065100  90.1241.15 91.70:0.00

C.3 ABLATION STUDY ON MOST DESIGN

MosT relies on assignment generated by OT to find a balance matching between objectives and
solutions, and then weight the original objectives to optimize domain experts using MGDA. In this
section, we conduct ablation studies to verify the design of OT and weighted MGDA, respectively.
Experiments are carried out on three synthetic federated learning datasets and detailed in Table 6.

OT-Generated v.s. Randomly Generated Weight Assignments. We compare the weight assign-
ments generated by OT with the randomly generated weight assignments to verify the impact of
the choice of objective weighting method in MGDA on the overall performance of MosT. In other
word, we compare MosT with executing MGDA m times with randomly generated weights, which is
denoted as w-MGDA. Experimental results reveal OT-generated weights work significantly better
than random weights. This illustrates the necessity of using OT to find a balanced match between
solutions and objectives.

MGDA v.s. Linearization in Weighted Multi-Objective Optimization. We compare MosT that
uses MGDA against the variant that updates model parameters solely based on the optimal transport
solution weights. We aim to understand how effectively these two methods determine gradient
updates for weighted multi-objective optimization. In the variant of MosT, denoted as MosT (L),
instead of seeking the Pareto solution of m weighted objectives (as indicated in Eq. (1)), we compute
0;as0; = > | 507, where 0} represents the parameter of 6; trained on data from the i-th objective.
The experimental results showcase the consistent superiority of MosT over both MGDA and MosT
(L) across three synthetic federated learning scenarios. It proves the effectiveness of employing MGDA

for parameter updates.

D EXPERIMENTAL DETAILS

We will provide a detailed description of the models and hyperparameters employed for each dataset.
It is important to note that all algorithms adhere to a common setup, which includes the train-
validation-test split, the number of training epochs, and the tunable learning rates.

Hyperparameters for MosT. In Algorithm 3, we introduce a tunable hyperparameter denoted as
e. Itis defined as e = £, where k is a selected from {2.0,1.5,1.0,0.5}. Throughout the training
process, we progressively decrease the value of k to mitigate any adverse effects on solution diversity
while maintaining e above a predefined threshold.

Hyperparameters for baselines. In addition to the general setup, we fine-tune hyperparameters
tailored to each baseline model, aligning with their original configurations. As an example, we adjust
the hyperparameter responsible for scaling the proximal term in FedProx in accordance with the
recommendations provided in (Li et al., 2020b).

D.1 EXPERIMENTAL SETUP FOR TOY PROBLEMS

ZDT bi-objective problems (Zitzler et al., 2000). It contains a class of benchmark problems
commonly used to evaluate optimization algorithms, particularly those designed for multi-objective
optimization. These problems involve optimizing two conflicting objectives simultaneously. We
specifically employ ZDT-1, ZDT-2, and ZDT-3 to evaluate the performance of algorithms. We use
multinomial logistic regression, maintaining a consistent learning rate of 0.005 throughout training,
with no application of learning rate decay. This configuration aligns with the established setup
presented in Liu et al. (2021b). We run 1,000 epochs for the datasets.
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D.2 EXPERIMENTAL SETUP FOR FEDERATED LEARNING

Synthetic data (Li et al., 2020a). This synthetic dataset is specifically designed to provide controlled
complexities and diverse scenarios for assessing the performance of algorithms. The synthetic data
generation process relies on two hyperparameters, p; and p2, which shape the dataset’s characteristics:
p1 controls the heterogeneity among local models used to generate labels on each device. While
p2 governs the differences in data distribution among devices. Larger p; or ps introduces more
heterogeneity. For generated dataset, we conduct our experiments using a train-validation-test split
ratio of 6:2:2. We use multinomial logistic regression as the model and run 400 epochs in total. The
learning rates are swept from {0.005, 0.01,0.05, 0.1} without decaying throught the training process.

FEMNIST (Cohen et al., 2017; Caldas et al., 2018). In addition to the synthetic datasets, we also
conduct experiments on the Federated Extended MNIST (FEMNIST) dataset, a widely used real-
world dataset in federated learning research (Li et al., 2020b), using multinomial logistic regression.
It comprises handwritten digit images from multiple users, encompassing 62 classes, including digits
(0-9) and uppercase and lowercase letters (A-Z, a-z). The data is distributed across 205 clients, with
each client holding a subset of the digit classes. This distribution simulates a real-world federated
learning scenario, prioritizing data privacy and distribution concerns. we employ a convolutional
neural network featuring two convolutional layers with ReLU activation, followed by max-pooling.
Additionally, a fully connected layer maps the flattened features to 62 output classes. We run 400
epochs for training. Learning rates are swept from {0.08,0.1}.

D.3 EXPERIMENTAL SETUP FOR FAIRNESS-ACCURACY TRADE-OFF

For the following two datasets, we employ multinomial logistic regression as our model, conducting
20 epochs of training and sweeping learning rates from {0.08,0.1}. And for the following datasets
with the number of objectives n = 2, we use the enhanced MosT-E. It extends the existing n
objectives to n’ by interpolating them with weights drawn from a Dirichlet distribution. We set all
shape parameters, o, ..., a;,, to the same value within the range [0.1,0.5,1.0]. The number of
extended objectives is chosen from [10, 15, 20]. In practice, we observe that extending the original 2
objectives to 10 yields results similar to those obtained with 20 objectives.

Synthetic dataset (Zafar et al., 2017). The synthetic dataset contains 2,000 binary classification
data instances. These instances are generated randomly as specified in Zafar et al. (2017). The
binary labels for classification are generated using a uniform distribution. There are 2-dimensional
nonsensitive features that are generated using two different Gaussian distributions. And 1-dimensional
sensitive feature is generated using a Bernoulli distribution.

UCI German credit risk dataset (Asuncion & Newman, 2007). This dataset comprises 1,000 entries,
each characterized by 20 categorical and symbolic attributes. These attributes are used to classify
individuals as either good and bad credit risks. We treat the gender as the sensitive attribute here.

D.4 EXPERIMENTAL SETUP FOR MULTI-TASK LEARNING

In the context of multi-task learning, we employ the Office-Caltech10 and DomainNet datasets
to explore the effectiveness of our approach. We use pre-trained model weight as initialization
for these two datasets. Specifically, we use ImageNet-pretrained ResNet-18 (He et al., 2016) and
ConvNeXt-tiny (Liu et al., 2022), for Office-Caltech10 and DomainNet, respectively. The number of
objectives n varies for two datasets, with n = 4 for Office-Caltech10 and n = 6 for DomainNet.

Office-Caltech10 dataset (Saenko et al., 2010; Griffin et al., 2007). The Office-Caltech10 dataset
comprises images from four distinct data sources: Office-31(Saenko et al., 2010) (three data sources)
and Caltech-256 (Griffin et al., 2007) (one data source). These sources capture images using different
camera devices or in various real environments with diverse backgrounds, representing different
objectives.

DomainNet dataset (Peng et al., 2019). The DomainNet dataset includes natural images sourced
from six distinct data sources: Clipart, Infograph, Painting, Quickdraw, Real, and Sketch. This dataset
is characterized by its diversity, covering a wide range of object categories. For our experiments, we
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focus on a sub-dataset composed of the top ten most common object categories from the extensive
pool of 345 categories within DomainNet, following Li et al. (2021).

E MULTI-TASK LEARNING EXPERIMENTS

MosT effortlessly extends its application to multi-task learning by treating each task as an individual
objective. In this context, n represents the number of tasks to be addressed. Our experiments involve
two real-world datasets, namely Office-Caltech10 and DomainNet, with n = 4 and 6 objectives,
respectively.

To benchmark the effectiveness of MosT, we compare its performance against three state-of-the-art
multi-task learning approaches: MGDA, Linearization-based MOO, and EPO (Mahapatra & Rajan,
2020). While we do not compare with Pareto Multi-task Learning (PMTL) (Lin et al., 2019) due to
its inadequate computational efficiency, especially when applied to large-scale real-world datasets.

Table 7: Average accuracy across all tasks (mean and std across 3 runs) on Office-Caltech10 and
DomainNet. MosT outperforms the strong baselines.
MGDA Linearization EPO MosT

Office-Caltech10 80.74:|:0.44 61.26:‘:0.67 61.05:‘:1.09 82.41:‘:0'23
DomainNet 65.81i()‘37 57.151()‘17 58.551()‘37 67.65io,55

Table 7 presents the average accuracy across all tasks for each algorithm, with mean and standard
deviation values calculated over three independent runs. The results demonstrate that MosT consis-
tently outperforms the existing approaches on both datasets. In the Office-Caltech10 dataset, MosT
achieves an accuracy of 82.41%, surpassing MGDA, Linearization, and EPO by significant margins.
Similarly, on the DomainNet dataset, MosT outperforms the three baseline methods. These results
underscore the effectiveness of MosT in multi-task learning scenarios, showcasing its capability to
achieve superior performance across diverse objectives.
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