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a b s t r a c t 

Dressing in clothes based on the matching rules of color, texture, shape, etc., can have a major impact 

on perception, including making people appear taller or thinner, as well as exhibiting personal style. Un- 

like the extant fashion mining literature, in which style is usually classified according to similarity, this 

paper investigates clothing match rules based on semantic attributes according to the generative adver- 

sarial network (GAN) model. Specifically, we propose an Attribute-GAN to generate clothing-match pairs 

automatically. The core of Attribute-GAN constitutes training a generator, supervised by an adversarial 

trained collocation discriminator and attribute discriminator. To implement the Attributed-GAN, we built 

a large-scale outfit dataset by ourselves and annotated clothing attributes manually. Extensive experimen- 

tal results confirm the effectiveness of our proposed method in comparison to several state-of-the-art 

methods. 

© 2019 Elsevier B.V. All rights reserved. 
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1. Introduction 

Fashion is a form of expression that can highlight each person’s

personality when he or she is authentic with individual style

choices. Coco Chanel expressed this succinctly when she stated,

“Fashion fades, only style remains the same.” Traditional fashion

design relies on the designer’s personal creative sense, which can

possess uncertainty and subjectivity. With the advent of the Big

Data era, fashion design patterns have changed. Indeed, fashion

style can now be analyzed by machine learning from images and

textual descriptions of clothing, shoes, or accessories. Fashion

trends are the result of numerous factors, such as color, shape,

texture, patterns, etc. The items in an outfit should also be at least

subtly compatible regarding these factors. Fig. 1 presents several

attractive outfits that are composed of a set of clothes. Although

they are all fine collocations, these outfits have very different

styles. 

Observing people’s dressing habits, we find that whether or not

an outfit matches is mostly determined by clothing attributes, e.g.,

boxy matches stretchy; light blue matches white; panels match

stripes, etc. It is possible to mine these rules of clothing match

through artificial intelligence (AI). Specifically, this paper aims to

elucidate latent match rules considering clothing attributes under

the framework of the generative adversarial network (GAN). These

latent match rules are then utilized to generate outfit composition.
∗ Corresponding author. 
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Fashion learning has recently attracted great attention in the

omputer vision field due to its vast lucrative applications. In fact,

 large body of literature exists that focuses on clothing segmenta-

ions [10,14,34,36,37,39] , recognition [15,17] , and fashion image re-

rieval [7,8,20–22] . Instead of assigning a semantic clothing label

o each pixel of a person in an image, some other works have fo-

used on identifying fashion ability [28,38] or occupation [30] from

he clothing in images. In addition, some researchers have explored

ethods for clothing retrieval, including within-scenario retrieval

20] and cross-scenario retrieval [21,22] . However, modeling fash-

on collocation presents certain challenges. On the one hand, fash-

on style is subtle and subjective. Consequently, since the sensi-

ivity of fashion varies from person to person, it can be difficult

o unify the labeled data. On the other hand, it is quite challeng-

ng to obtain a detailed and complete set of attributes to describe

hether or not a match is stylish. As a result, few existing studies

ocus on identifying why one outfit looks good, and then provide

dvice for creating a well composed outfit. Since Goodfellow et al.

9] proposed the generative adversarial network (GAN) in 2014,

arious derivative GAN models have been proposed. The innovative

omponents of these models include model structure improvement

6,24,25,27,35,41] , theoretical extension [1–3,16,40,42] , and applica-

ions [12,32,35,43,44] . In this paper, we pilot the use of artificial

ntelligence (AI) in the fashion industry by developing an Attribute-

AN model. We propose Attribute-GAN to generate clothes, which

akes a fashion outfit associated with clothing attributes as the in-

ut. The generator is trained to produce clothing pairs. However,

wo adversarial trained discriminators are respectively used who

https://doi.org/10.1016/j.neucom.2019.03.011
http://www.ScienceDirect.com
http://www.elsevier.com/locate/neucom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2019.03.011&domain=pdf
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Fig. 1. Attractive outfits which have very different styles. 
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an predict whether or not the clothing pairs match or whether

r not the attributes of fake clothing in these pairs are correct.

he trained GAN strengthens the power of the generator to gen-

rate pairs that match on some attributes. This is more consis-

ent with people’s dressing habits and aesthetics, instead of style

imilarity. 

To evaluate the effectiveness of our proposed model, we built

n outfit dataset containing over 160,0 0 0 clothing images, ap-

roximately 40,0 0 0 of which were annotated with attributes by

uman labelers. The attributes were compiled from key terms

requently retrieved in several major e-commerce sites. For eval-

ation, we employed two tactics, a subjective method and an

bjective method, for evaluating the authenticity of fake images

nd the collocation degree of generated clothing pairs. The sub-

ective method constituted conducting a “real or fake” study on

uman labelers; whereas, the objective method included using a

egression model to score the matching degree of the generated

utfit and training an inception model to calculate the inception

core of fake images similar to [27] . Extensive experimental results

emonstrate the effectiveness of our method in comparison to

tate-of-the-art models. 

. Related work 

There are many bodies of related work; we focus on attributes

earning, compatibility learning and GAN model. 

.1. Attributes learning 

As described in Section 1 , compatibility between fashion items

sually relies on semantic attributes. Attribute learning has been

idely investigated in numerous computer vision studies. Related

o the fashion domain, attribute learning has been utilized for im-

ge retrieval [11,22] , fine-grained categorization [5] , and sentence

eneration from clothing [4] . In [11] , researchers proposed a dual

ttribute-aware ranking network (DARN) to integrate semantic

ttributes with visual similarity constraints, and then to model

he discrepancy between images from different domains. Liu et al.

22] also presented a new deep model, FashionNet, to predict

lothing attributes by using a weighted cross-entropy loss, and

erformed in-shop clothes retrieval and consumer-to-shop clothes

etrieval by employing a triplet loss function. They defined their

eep model according to specific tasks and used the image as
 whole for feature extraction. Some other works in attribute

earning extracted features based on a pre-detected bounding box,

uch as [5] , in which a regional-convolutional neural network

R-CNN) framework was utilized to detect human bodies, and

hen a specific double-path deep neural network was proposed

y modeling the two domains with separate paths. Moreover,

hen et al. [4] extracted several types of features with respect to

uman poses. Instead of employing deep models, however, they

sed support vector machines (SVMs) to learn attributes, and

tilized conditional random fields to capture mutual dependencies

etween two attributes. 

.2. Compatibility learning 

Some extant literature has also evaluated compatibility between

ashion items [13,19,33] . Specifically, Li et al. proposed a multi-

odel deep learning framework, which uses context information

nd clothing images jointly to evaluate outfit quality [19] . Iwata

t al. detected top and bottom regions by using pose estimation,

nd then utilized a topic model to learn co-occurrence information

bout visual features in top and bottom regions [13] . Veit et al.

rained a Siamese CNN to learn style space and to generate outfits

ased on the learned model [33] . These methods adopted differ-

nt models to evaluate the compatibility of different categories of

mages. However, they all only considered identifying some com-

on characteristics or style similarities of items in outfits. In this

esearch, we assert that good clothing collocation may be in line

ith peoples’ aesthetics and habits. In other words, it does not

ecessarily possess common characteristics. Therefore, our aim is

o elucidate latent collocation rules based on clothing attributes,

nd then generate matching items from given clothes. 

.2.1. GAN model 

The generative adversarial network (GAN) [9] was inspired from

he zero-sum game in game theory. In a zero-sum game, the sum

f the interests of two players is zero or one constant, i.e., one

arty gains and the other loses. The two players in the GAN model

re a generative model and a discriminative model, respectively.

he generative model captures the distribution of data samples;

hereas, the discriminative model is a classifier, which estimates

he possibility that a sample belongs to the training data. The

enerator model and discriminative model generally constitute

onlinear mapping functions, such as multi-layer perceptions and
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Fig. 2. An overview of the Attribute-GAN model (The output of attribute discriminator is a vector encoded by one hot attribute values predicted by attribute discriminator. 

The collocation discriminator determines whether or not the fake clothing matches the input real image. In the output of collocation discriminator, “1” denotes that input 

image pairs are real and “0” denotes that input image pairs are fake.). 
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CNNs. In recent years, a large body of research has been proposed

to improve the theoretical basis of GANs. For example, several

works have attempted to add certain explicit external information

as partial guidance to solve the issue of freedom in GAN training

process [12,23,27,35,43] . Especially, conditional GAN [23] (cGAN)

makes the generator and discriminator conditioned on some

additional information. Some investigations have also relied on

fine-grained guidance by partitioning the generation process into

many steps [6,24,25,41] . Laplacian generative adversarial networks

(LAPGANs) [6] constitute the first effort to apply the hierarchical

generating process to GAN. Another problem of GANs is the

vanishing of gradient due to a drawback of the object function.

Several studies have attempted to overcome this issue [1,16,40,44] .

One representative work is [1] , in which Wasserstein distance was

utilized to improve learning stability. 

3. Attribute-GAN model 

Our model can be regarded as an extension of cGAN, which

learns a mapping from label x and random noise vector z , to y:

G : z → y . Our proposed approach, Attribute-GAN, learns a map-

ping from a pair of outfits, conditioned on attributes of cloth-

ing. Both the generator network G and the discriminator net-

work D perform feed-forward inference conditioned on cloth-

ing attributes. As shown in Fig. 2 , the model consists of three

components, i.e., a generator and two discriminators. Inspired by

Isola et al. [12] , we employed a popular convolutional encoder-

decoder architecture, U-Net [26] , as a generator. There are two

discriminators. One of them is a convolutional ‘PatchGAN’ dis-

criminator, which is able to capture high-frequency structural in-

formation in local patches [12,18] . The other discriminator is a

multi-task attribute classifier network, which determines whether
r not a generated fake clothing image has the expected ground

ruth attributes. 

.1. Objective function 

We propose a variant of the cGAN architecture, termed

ttribute-GAN. The whole architecture of Attribute-GAN is illus-

rated in Fig. 2 . The generator network can be represented as

 : R 

X → R 

Y , while the collocation discriminator is denoted as

 collo : R 

X × R 

Y → { 0 , 1 } ; the attribute discriminator is denoted

s D attri : R 

Y → { 1 , ..., M } , where X is the dimension of the given

lothing, Y is the dimension of the output matched clothing, and

 is the number of attributes. 

In cGAN, both generator and discriminator are conditioned on

ertain additional information y , which could be any kind of aux-

liary information. Here, in our model, y is a collocation of cloth-

ng. The discriminator in our model is responsible for predicting

hether or not a clothing pair matches, instead of classifying a

enerated image as real or fake in traditional cGAN. During the

raining process in our model, we view image pairs as joint obser-

ations to train the collocation discriminator. The objective func-

ion under a conditional GAN framework can be defined in the

orm of: 

 collo ( G, D collo ) = E x,y ∼P data ( x,y ) [ log D collo ( x, y ) ] 

+ E x ∼P data ( x ) [ log ( 1 − D collo ( x, G ( x ) ) ) ] , (1)

here P data is generator’s distribution. 

In order to fool the discriminator, we keep the discriminator

nchanged, but add an L 1 distance to the generator objective [12] .

herefore, a generated image should be nearer to the ground truth

lothing considering the impact of L 1 distance. In the final objec-

ive function (see Eq. (4) ), the loss associated with the L 1 distance



L. Liu, H. Zhang and Y. Ji et al. / Neurocomputing 341 (2019) 156–167 159 

Copy ReLU, 4*4(conv) Max pooling 2*2 Up-conv 2*2
3 64

256*256 128*128
64*64

32*32 16*16 8*8

128

256

512

512

512

4*4

512 512

2*2 512
4*4

8*8

16*16

32*32

64*64
128*128

1024

1024

1024

512

256
256*256

128 3
Copy ReLU, 4*4(conv) Max pooling 2*2 Up-conv 2*2

3 64

256*256 128*128
64*64

32*32 16*16 8*8

128

256

512

512

512

4*4

512 512

2*2 512
4*4

8*8

16*16

32*32

64*64
128*128

1024

1024

1024

512

256
256*256

128 3

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

1FC

2FC

MFC
...

25
6

256

Input image

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

1FC

2FC

MFC
...

25
6

256

Input image
128

128

64

64

64

128

32

32

256
16

16

512

4096

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

1FC

2FC

MFC
...

25
6

256

Input image
128

128

64

64

64

128

32

32

256
16

16

512

4096

a

b

c

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

Input image pair

128

128

64

64

64

128

32

32

256
16

16

512

25
6

256

16

16

512

16

16

1

4*4
(conv)

Is each patch  real 
or fake?

16*16 patch

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

Input image pair

128

128

64

64

64

128

32

32

256
16

16

512

25
6

256

16

16

512

16

16

1

4*4
(conv)

Is each patch  real 
or fake?

16*16 patch

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

4*4
(conv)

Input image pair

128

128

64

64

64

128

32

32

256
16

16

512

25
6

256

16

16

512

16

16

1

4*4
(conv)

Is each patch  real 
or fake?

16*16 patch

1Attribute

2Attribute

MAttribute

Fig. 3. The detailed network structure of: (a) generator; (b) collocation discriminator; and (c) attribute discriminator. 

w  

t

L

 

c  

l  

n  

l  

t  

d  

t  

m  

t

L

w  

a

 

i

G

 

s  

a  

a  

a

3

 

s  

t  

t  

f

a  

t  

i  
ill be multiplied by a hyper-parameter, λ, to balance all the loss

erms. The objective function for the generator becomes: 

 L 1 ( G ) = E x,y ∼p data ( x,y ) [ ‖ 

y − G ( x ) ‖ 1 ] . (2) 

Targeting to generate a suitable fashion outfit, the generated

lothing is tasked to be close to the attributes of ground truth col-

ocation clothing. So, we design another attribute-hitting discrimi-

ator to produce a probability distribution over the attributes. By

earning to optimize the attribute-hitting process, the discrimina-

or can provide an additional signal to the generator. The attribute

iscriminator framework is presented in Fig. 3 . It is worth noting

hat this framework can be considered for application to several

ulti-class classification tasks. The objective function for the at-

ribute discriminator framework can be computed by: 

 attri ( G, D attri ) = 

1 

2 M 

M ∑ 

i =1 

E [ log P (A i = a i | y ) ] + E 
[
log P (A i = a i | � y ) 

]
, 

(3) 

here A i denotes the i th clothing attribute; and a i denotes the i th

ttribute ground truth. 
Thus, the final objective function of our proposed Attribute-GAN

s: 

 

∗ = arg min 

G 
max 

D 
L collo ( G, D collo ) + λL L 1 ( G ) + L attri ( G, D attri ) (4) 

Under this extension framework to cGAN, the training process is

upervised by the collocation images pairs and semantic clothing

ttributes. It aims to strictly learn a map between an image and

 matched image visually as well as the latent matching rules of

ttributes. 

.2. Inference and optimization 

The entire training procedure is summarized in Algorithm 1 . In-

tead of generating a fake image from random noise, we generate

he fake image 
� 

y (shown in line 3) from a real clothing image. Af-

er forwarding through the discriminator by real image pairs and

ake image pairs, we obtain their matching degree score, i.e., s r 
nd s f (shown in lines 4 and 5). For restricting the generator in

he attributes latent style space, we add another attribute discrim-

nator to indicate whether the fake image has the attributes that
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Algorithm 1 Attribute-GAN training algorithm. 

1: Input : mini batch collocation image pairs ( x, y ) , attributes of 

clothing A y , number of training batch steps S , step size α
2: Output : Attribute-GAN generator model 

3: for n = 1 to S do 

4: 
� 

y ← G (x ) forward through generator 

5: s r ← D collo ( x, y ) forward through collocation discriminator 

by real clothing image pairs 

6: s f ← D collo ( x, 
� 

y ) forward through collocation discriminator 

by fake clothing image pairs 

7: p r ← D attri ( y, A y ) forward through attribute discriminator by 

real clothing images and their attributes 

8: p f ← D attri ( 
� 

y , A y ) forward through attribute discriminator by 

fake clothing images and real attributes 

9: L D collo 
← log ( s r ) + log ( 1 − s f ) 

10: L D attri 
← 

1 
2 M 

M ∑ 

j=1 

( CE( p r j ) + CE( p f j ) ) 

11: D collo ← D collo − α∂ L D collo 
/∂ D collo update collocation discrim- 

inator 

12: D attri ← α∂ L D attri 
/∂ D attri update attribute discriminator 

13: L G ← log ( s f ) + 

1 
M 

M ∑ 

j=1 

( CE( p f j ) ) + ‖ y − � 

y ‖ 1 
14: G ← G − α∂ L G /∂G update generator 

15: end for 
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the corresponding real collocation input clothing tends to have.

Thus, we get p r and p f (shown in lines 6 and 7). CE (shown in

lines 9 and 12) denotes the cross entropy loss. Note that the gen-

erator’s tasks include fooling the collocation discriminator, fooling

the attribute discriminator, and making generated clothing close to

the real collocation image in the L 1 sense. Lines 11, 12 and 14 in

Algorithm 1 indicate taking a gradient step to update network pa-

rameters. 

We employed a standard approach from to optimizing the net-

work [9] , that is, alternating one gradient descent step on colloca-

tion discriminator, one step on attribute discriminator, and then

one step on generator. Mini batch SGD (stochastic gradient de-

scent) and Adam solver were adopted in above training process. 

4. Experiments 

4.1. Dataset 

In order to train and evaluate our proposed model, Attribute-

GAN, we compiled a large-scale dataset from Ployvore, 1 which is

a free, easy-to-use web-based application for mixing and matching

images from anywhere on the Internet. Users create fashion out-

fits with items on the website or item images uploaded by them-

selves. The items in a fashion outfit collaged according to users’

preferences aim to beautifully exhibit specific fashion styles. In

this platform, tonality tags or text tags added by the users can be

searched, scored, shared, commended, and recreated by a visitor.

We crawled fashion outfits and their related information from the

website www.ployvore.com . For each outfit, we collected the im-

ages of items, title, category, number of likes, etc. In this research,

only images and the number of likes were utilized. 

In this work, after annotation and manual data cleaning, we ob-

tained 19,081 pairs of collocation clothing images, including upper

clothes and lower clothes with their attributes. 15,0 0 0 pairs were

selected for model training, 30 0 0 pairs were used for validation,

and 1081 pairs were utilized for testing. In addition to the labeled
1 https://www.polyvore.com/ . 

u  

b  

t  
airs, we crawled an additional 81,103 image pairs with counts

f visitors who like the outfits. Although these images were not

nnotated with attributes manually, they were utilized for further

odel evaluation. 

.2. Attribute annotation 

After investigating frequently searched indexes in several ma-

or e-commerce websites, we established a set of fine-grained at-

ributes of clothing, including category, color, texture, shape, etc.

owever, the original images collected from www.ployvore.com

id not contain attribute information. In order to train and eval-

ate our model, ten graduate students who are majored in com-

uter science were invited to manually annotate the attributes of

tems in order to describe clothing from a variety of views as com-

actly and comprehensively as possible. Nine types of clothing at-

ributes were extracted, and the total number of attributes was 93.

he attributes list in Table 1 . And the attribute distribution in the

raining dataset is shown in Fig. 4 . As shown in Fig. 5 , each image

s labeled by attributes, such as tile texture, pattern, type of model,

orm, etc. 

.3. Parameter settings and compared models 

For the implementation details of our network structure, we

dopted U-net with skip connections as a generator and a ‘Patch-

AN’ classifier as a collocation discriminator under a pix2pixGAN

12] structure. For the attribute discriminator, we designed a five-

ayer CNN to classify the attributes of clothing images. At the final

ayer, a full connection layer was applied to map the number of

utput channels, i.e., the number of each attribute. In addition, the

um of the attribute losses is back-propagated. The detailed archi-

ectures are presented in Fig. 3 . In the training stage, input sam-

les were firstly resized to 286 × 286, and were then cropped to

56 × 256. Specifically, we set the number of epochs to 200. The

atch size was set to 1. The learning rate was initialized to 0.0 0 02,

nd an Adam solver with momentum 0.5 was used. The hyper-

arameter λ was set to 100, it will be discussed in the Section 4.6 .

In the Attribute-GAN model, the task is generating the match-

ng image pairs based on the compatibility rules of a training set.

n order to exhibit the effectiveness of Attribute-GAN, we compare

ur result with the state-of-the-art methods, including cGAN + L 1

12] , cGAN [23] , Vanilla GAN [9] , the only generator trained by L 1

oss. These classical GAN models with attribute discriminator are

esigned to test and verify the effectiveness of attribute discrimi-

ator. Specifically, the compared methods are cGAN, Vanilla GAN,

GAN + L 1, Vanilla GAN + L 1, cGAN + D attri , Vanilla GAN + D attri , Vanilla

AN + L 1 + D attri . The objective function under a Vanilla GAN frame-

ork can be defined in the form of: 

 GAN ( G, D vanilla ) = E y ∼P data ( y ) [ log D vanilla ( y ) ] 

+ E x ∼P data ( x ) [ 1 − log D vanilla ( G ( x ) ) ] . (5)

Again, similar with Attribute-GAN, the final objective function

f compared Vanilla GAN + L 1 + D attri is defined in the form of: 

 

∗ = arg min 

G 
max 

D 
L GAN ( G, D vanilla ) + λL L 1 ( G ) + L attri ( G, D attri ) . (6)

To fully evaluate the capability of GAN models for such a task,

rstly we performed two types of experiment: lower clothing gen-

ration given upper clothing, and upper clothing generation condi-

ioning on lower clothing. Representative examples are illustrated

n Fig. 6 . 

We can observe that the generator trained only with L 1 loss

sually leads to fuzzy clothing shape images. Training with cGAN

ased model without L 1 loss in generator, however, will generate

he same pattern, which is the skirt shape combined with each

http://www.ployvore.com
https://www.polyvore.com/
http://www.ployvore.com
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Fig. 4. Attribute distribution over the training dataset with respect to: (a) upper clothing; (b) lower clothing. 
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Table 1 

Clothing attribute statistics (there are 93 attributes in total for clothing, including 9 classes, each of which contains multi-class attributes). 

Attribute Name Attribute value 

Upper clothing Lower clothing 

Category Sweatshirts and Hoodies, Sweater, Blouse, Tank, Tops, Outwears, 

Activewear upper 

Jeans, Pants, Shorts, Skirts 

Color Black, white, gray, brown, beige, red, pink, orange, yellow, blue, green, purple, teal, peach, light blue, khaki 

Texture Paisley, dotted, color block, plaid, panel, geometric, thick horizontal stripes, thin horizontal stripes, floral, vertical stripes, gradient, other textures 

Pattern Figures, numbers, scenery, architecture, plant floral, distressed, text, cartoon, animal, other patterns 

Mode Figure flattering, boxy, stretchy 

Form – Capri pants, pencil, straight leg, bell bottom, wide leg, harem, 

suspender trousers, A-line skirt, package hip skirt, suit skirt, irregular 

skirt, umbrella skirt, suspender skirt, pleated skirt, other forms 

Size Crop, general, mimi, medium long, maxi –

Shape of sleeve Short sleeve, long sleeve, fifth sleeve, Three quarter sleeve, sleeveless –

Shape of collar Crew neck, V neck, boat neck, off shoulder, polo collar, turtle neck, stand 

collar, hoodie, peter pan collar, heap collar, square cut collar, sailor collar, 

skew collar, lotus leaf collar, turn down collar, other shape of collar 

–
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t  
corresponding upper clothing outline, or meaningless images, i.e.,

it suffers from serious mode omission. Observing the cGAN loss

values, the discriminator loss tends to be zero at last, which indi-

cates that the discriminator is too strong. As a result, it always pre-

dicts that the synthetic pairs are fake and the ground truth pairs

are real. Considering the situation without an L 1 constraint, since

there is always a real image in an image pair, the discriminator

more easily identifies a fake image pair than a single image, when

the discriminator predicts a pair of images instead of single image

in Vanilla GAN. 

As shown in Fig. 6 , for lower clothing generation conditioning

on upper clothing, the Attribute-GAN and compared models can

produce results that are able to mix the fake with the genuine. In

particular, for generating clothing images with simple mode and
Input

Ground 
Truth

Attribute-
GAN

cGAN+L1

Vanilla 
GAN

cGAN

L1

Vanilla GAN+
attriD

Vanilla 
GAN+L1

Vanilla 
GAN+L1 

+
attriD

cGAN+ attriD

Lower clothing generation

Fig. 6. Examples produced b
tyle, our model performs quite well so that the generated clothing

ould be very similar to real images. In addition, we observe that

he result of Attribute-GAN is superior in terms of categorical

iversity, style diversity, and clothing fineness. We also observe

hat the quality of generated jeans and pants are better than that

f generated dress. We believe this phenomenon is ascribed to

he complex patterns and rich diversities of dress. To overcome

his limitation, it would be worth building a larger dataset with

alanced attribute distributions in order to improve the general-

zation ability of our model in future work. Considering that upper

lothes may have various styles and delicate details, the synthetic

pper clothing images are not generated well in comparison to

he synthetic lower clothing. According to our observations, the

ask of upper clothing generation given lower clothing is still very
Upper clothing generation

y compared methods. 
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Table 2 

Inception scores for generating images by dif- 

ferent models. 

Mean Std 

Ground truth 1.238 0.0085 

Attribute-GAN 1.230 0.0097 

cGAN + L 1 1.207 0.0120 

Vanilla GAN 1.114 0.0110 

Vanilla GAN + L 1 1.204 0.0100 

Vanilla GAN + D attri 1.114 0.0102 

Vanilla GAN + L 1 + D attri 1.195 0.0142 
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Table 3 

Incorrect rate of distinguishing the syn- 

thetic images. 

FP / F P + F N 

Attribute-GAN 0.654 

cGAN + L 1 0.610 

Vanilla GAN 0.651 

Vanilla GAN + L 1 0.484 

Vanilla GAN + D attri 0.508 

Vanilla GAN + L 1 + D attri 0.445 

Table 4 

Statistics results produced by regression model. 

MAE S f ≥ S r 

Attribute-GAN 0.097 918/1081 

cGAN + L 1 0.100 906/1081 

Vanilla GAN 0.104 894/1081 

Vanilla GAN + L 1 0.105 895/1081 

Vanilla GAN + D attri 0.104 914/1081 

Vanilla GAN + L 1 + D attri 0.104 895/1081 

a  

g  

p  

t  

m  

h  

m

 

g  

c  

a  

s  

f  

s

4

 

p  

w  

j  

c  

b

4

 

t  

H  

i  

t  

m  

c  

o  

s  

t  

t  

r  

o

 

h  

m  

v  

g  

o  
hallenging for all the models. Therefore, in the following context

e only demonstrated performance evaluation on the task with

espect to lower clothing generation given upper clothing. In the

ollowing section, we employed two aspects, authenticity and

ompatibility, to fully evaluate the performance of Attribute-GAN. 

.4. Results on authenticity 

Firstly, we measure the authenticity of generated images as the

asic goal of GAN. However, distinguishing between realistic im-

ges and artificial ones is incredibly difficult. We perform this in

wo ways, an objective method and a subjective method. In the

bjective way, similar to [27] , we trained an inception-v3 model

31] to calculate inception scores in order to quantify the quality

nd diversity of generated images. In the subjective way, we con-

ucted a user study to ask several annotators to distinguish gener-

ted data from real data. 

.4.1. Qualitative results 

We adopted an automatic method by calculating the “inception

core” for quantitative evaluation: I = exp ( E x D KL ( p ( y | x ) ‖ p ( y ) ) ) , 
here x denotes the generated image, and y denotes the label pre-

icted by the inception-v3 model. Since the dataset that we used

oes not have an existing pre-trained inception model, we trained

ne based on the dataset that we built. In the dataset we crawled,

ach item includes an image and its category. We selected the

ategories from the dataset based on the attributes for annotat-

ng. Here, we only measure the visual quality of synthetic lower

lothing. Thus, we only used the categories of lower clothes by the

nception-v3 model, which have four classes. For each class, we

andomly selected 10,0 0 0 images. In the test phase, the result of

ur pre-trained model with respect to precision reaches to 93%. 

Table 2 quantifies the image quality using Inception score.

ere, we compared the algorithms which are able to generate

ffective images. It is observed that Attribute-GAN achieves the

ighest scores, which are close to that of the ground truth. It

ndicates that the attribute discriminator in the objective function

hown in Eq. (4) encourages the output to respect the input

n image details, which makes the generated image look more

ealistic. We can observe that the synthetic images generated by

GAN + L 1-based objective have more details, for example, pocket,

istressed hole, fold, etc. as shown in Fig. 6 . 

.4.2. User study 

In subjective way, we conducted a user study by building a Web

nterface as illustrated in Fig. 7 . Five users (not including any of the

uthors) were asked to participate in the experiment by evaluat-

ng eight images at each time. These images are the ground truth

ollocation lower clothing images and fake images generated by

ur algorithm and other compared methods. The annotators should

hoose which one is fake. 

The results are listed in Table 3 , in which FP indicates the num-

er of synthetic images which are labeled as real clothing images,
nd FN means the number of real clothing images that are re-

arded as fake clothing images. The results in Table 3 means the

roportion of mislabeling synthetic clothing images in all mistakes

hat human annotators made. Our model has higher result which

eans the synthetic clothing images generated by Attribute-GAN

ave higher authenticity and have stronger ability to fool the hu-

an labelers. 

In addition, Fig. 8 shows the category distribution statistics of

enerating images. We can observe that Attribute-GAN exhibits en-

ouraging results, because the categories covered by the clothing

re well-balanced categories distributed. Under the condition on

ame category distribution in a training set, Attribute-GAN per-

orms well with respect to the diversity generalization under the

upervision of attribute discriminator. 

.5. Results on compatibility 

In this section, we evaluate the matching degree of generated

airs. The same as evaluating the quality of synthesized images,

e employed both an objective and a subjective method. The ob-

ective method trains a regression model to score the generated

lothing image pairs. The subjective method performs a user study

y asking human annotators to score the matching degree. 

.5.1. Qualitative results 

For an objective evaluation, we trained a regression CNN model

o predict the matching degree in terms of generated image pairs.

ere, we adjusted the VGG-16 model [29] to fit with the scor-

ng task. Concretely, we assigned the dimension of the output of

he final full connection layer to be one dimension, and used the

ean square error (MSE) loss to update the network. Given the like

ount of a fashion outfit, we regarded the like count as the score

f compatibility, and input to the regression model as a kind of

upervision information. The numbers of training image pairs and

esting pairs were 80,0 0 0 and 1103, respectively. After 50 epochs,

he loss value was no longer descending. Then, we evaluated the

egression model with MAE (Mean Absolute Error) setting at 0.15

n the testing set. 

The target of our model is generating collocation pairs which

ave the same matching degree as ground truth in terms of

atching score. In Table 4 , the first column represents the MAE

alues between the scores of ground truth pairs and those of

enerated pairs. We can observe that Attribute-GAN outperforms

ther methods. In the second column, S f denotes the synthetic
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Fig. 7. Web interface given to annotators who were asked to distinguish synthetic clothing images among real ones. 
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pair score, while S r denotes the score coming from ground truth

pairs. The results based on this measure indicate that the num-

ber of synthetic clothing pairs whose scores are predicted by

regression model is higher than that of the corresponding ground

truth clothing pairs. With the supervision provided by attributes

discriminator, the synthetic clothing pairs from Attribute-GAN

have a superior matching degree in comparison to the ground

truth. 
.5.2. User study 

For a user study on the compatibility of generated pairs, we uti-

ized the same subjects employed in Section 4.5 . For each fake pair,

e set five degrees from one to five to score compatibility. Each la-

eler should choose one number to represent the matching level.

he used website for this evaluation is shown in Fig. 9 . 

The evaluation results are summarized in Table 5 , in which de-

ree 5 means the best compatibility degree of clothing outfit, while
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Fig. 9. Web interface given to subjects, who should choose the compatibility degree from one to five, and should label the category of lower clothing. 

Table 5 

Average rate of compatibility of real clothing pairs and synthetic clothing 

pairs in user study (degree 1 is the worst and 5 is the best). 

1 2 3 4 5 

Attribute-GAN 0.103 0.243 0.349 0.198 0.108 

cGAN + L 1 0.147 0.212 0.275 0.286 0.081 

Vanilla GAN 0.077 0.167 0.379 0.255 0.123 

Vanilla GAN + L 1 0.170 0.254 0.254 0.295 0.027 

Vanilla GAN + D attri 0.108 0.225 0.308 0.345 0.014 

Vanilla GAN + L 1 + D attri 0.146 0.215 0.263 0.315 0.062 
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Fig. 10. Qualitative examples of hyper-parameter λ discussion. 

Table 6 

Inception scores of the effective results pro- 

duced by Attribute-GAN model with differ- 

ent hyper-parameter λ. 

λ = 50 λ = 100 λ = 200 

Mean 1.204 1.226 1.199 

Std 0.0114 0.0066 0.0102 

i  

t  

t  

i  

m  

s  

r

 indicates the worst. From the overall performance, our method,

ttribute-GAN, produces better results over cGAN + L 1 in terms of

he compatibility of generated clothing pairs. Our model, however,

oes not show advantage over vanilla GAN, because vanilla GAN

as the largest rate at degree 5. From Fig. 8 , under the condition on

ame category distributions in a training set, we can observe that

ttribute-GAN performs the best on diversity, while vanilla GAN

erforms the worst, as 90% of generated clothing of vanilla GAN

re pants and jeans. Without considering conditional discriminator

nd attribute discriminator, vanilla GAN has mode missing prob-

em in the training process. The simple generated type will make

he result of user study deceptive. For example, jeans are more eas-

ly to match different types of top clothing. Thus, nonprofessional

sers will give higher scores to the outfits with jeans. So it is rea-

onable that vanilla GAN would perform better to some. 

.6. Parametric study 

From Fig. 6 , we can see that L 1 loss seems to be a very im-

ortant component in the cGAN-based models. Without L 1 loss,

GAN-based models will suffer from serious mode omission. As we

iscussed earlier, the L 1 constraint guides the generator in a right

irection to transform the input images. Then the collocation dis-

riminator will identify whether synthetic clothing pairs are good

r not, and the attribute discriminator gives the prediction on se-

antic attributes. Here, we will verify the significance of L 1 loss

y experimenting on different settings of the hyper-parameter λ
n the Attribute-GAN model. Fig. 10 gives a few examples of qual-

tative results. It is observed that Attribute-GAN with λ that is

arger than 50 will generate effective clothing images. But with the
ncrease of this parameter, the performance may degrade. Quanti-

ative inception scores reported in Table 6 confirm our conjecture

hat a large value of L 1 loss may significantly weaken the capabil-

ty of generator to deliver collocation information and attribute se-

antics hidden in clothing images pairs. In real-world applications,

etting the parameter, λ, to 100 is sufficient to produce satisfactory

esults for our Attribute-GAN model. 
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[  
5. Conclusion 

This paper investigates the clothing match problem under

the cGAN framework. Specifically, we proposed an Attribute-GAN

model, a scalable image-to-image translation model between

different domains by a generator and two discriminators, which

generate collocation clothing images based on semantic at-

tributes. Besides the advantage of generating higher image quality,

Attribute-GAN achieved the best diversity of synthetic images and

matching degree of generated clothing outfits, owing to the gener-

alization capability behind the supervision of attribute discrimina-

tor and collocation discriminator. In addition, we built an attributes

labeled outfits dataset to evaluate the effectiveness of our model.

In future work, we plan to augment attributes dataset, and extend

more applications to clothing retrieval and recommendations. 
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