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Abstract

Developing a Bangla Context-based Con-001
versational Question Answering (CCQA)002
system presents unique challenges, includ-003
ing limited domain-specific data, inade-004
quate translation methods, and a lack of005
pretrained language models. In this work,006
we address these obstacles by constructing007
a robust Bangla CCQA dataset through008
quality controlled machine translation and009
LLM based augmentation of established010
English CCQA datasets, followed by par-011
titioning into training, validation and test012
splits. We finetune and then evaluate the013
performance of various existing sequence-014
to-sequence models using the train and015
test split respectively, by appending con-016
versation history into the input prompt to017
preserve context. The entire dataset and018
the testing script have been made publicly019
available on GitHub for benchmarking fu-020
ture models. This initiative marks a sig-021
nificant step in advancing conversational022
AI for Bangla, setting a foundation for fur-023
ther research and development in the field.024
All the code and resources are available025
through this github link.026

1 Introduction027

Context-based Conversational Question An-028

swering (CCQA) systems facilitate a natural029

flow of dialogue by understanding and gener-030

ating responses that align with the context of031

a conversation. While significant strides have032

been made in developing CCQA systems for033

resource-rich languages, Bangla, a language034

spoken by over 300 million people, has not yet035

seen advancements in this area. The absence036

of a CCQA system that can handle contextual037

question-answering and maintain a conversa-038

tional flow in Bangla poses a critical gap in the039

field of natural language processing (NLP). To040

address this gap, we introduce BCoQA, a novel041

ইেন্টল কেপর্ােরশন (এছাড়াও ইেন্টল নােম পিরিচত, ইেন্টল িহসােব ৈশলী-
কৃত) একিট আেমিরকান বহুজািতক কেপর্ােরশন এবং পৰ্যুিক্ত েকাম্পািন
যার সদর দপ্তর কয্ািলেফািনর্য়ার সান্তা ক্লারায় অবিস্থত। এিট সয্ামসাং দব্া-
রা অিধগৃহীত হেয় রাজেসব্র উপর িভিত্ত কের িবেশব্র িদব্তীয় বৃহত্তম এবং
িদব্তীয় সেবর্াচ্চ মূলয্বান অধর্পিরবাহী িচপ িনমর্াতা এবং এক্স৮৬ িসিরেজর
মাইেকৰ্াপৰ্েসসেরর উদ্ভাবক, যা েবিশরভাগ বয্িক্তগত কিম্পউটাের (িপিস)
পাওয়া যায়। ইেন্টল কিম্পউটার িসেস্টম পৰ্স্তুতকারক েযমন অয্াপল, েল-
েনােভা, এইচিপ, এবং েডল এর জনয্ পৰ্েসসর সরবরাহ কের। ইেন্টল
মাদারেবাডর্ িচপেসট, েনটওয়াকর্ ইন্টারেফস কেন্টৰ্ালার এবং ইিন্টেগৰ্েটড
সািকর্ট, ফ্লয্াশ েমেমাির, গৰ্ািফক্স িচপ, এমেবেডড পৰ্েসসর এবং েযাগােযাগ
ও কিম্পউিটং সম্পিকর্ত অনয্ানয্ িডভাইস ৈতির কের। ইেন্টল কেপর্ােরশন
১৯৬৮ সােলর ১৮ জুলাই অধর্পিরবাহী অগৰ্গামী রবাটর্ নেয়স এবং গডর্ন
মুর দব্ারা পৰ্িতিষ্ঠত হয় . . .

Q1: এই পৰ্বেন্ধর িবষয়বস্তু কী?
A1: ইেন্টল কেপর্ােরশন

Q2: েকাম্পািনর সদর দপ্তর েকাথায়?
A2: সান্তা ক্লারা, কয্ািলেফািনর্য়া

Q3: তারা িক একিট বহুজািতক কেপর্ােরশন?
A3: হয্াঁ

Q4: ইেন্টল িক আিবষ্কার কেরেছ?
A4: এক্স৮৬ িসিরজ মাইেকৰ্াপৰ্েসসর

Q5: এিট িকেস বয্বহৃত হয়?
A5: অিধকাংশ বয্িক্তগত কিম্পউটাের (িপিস)

Q6: েকাম্পািন িট কখন পৰ্িতিষ্ঠত হেয়িছল?
A6: জুলাই ১৮, ১৯৬৮

Q7: একজন পৰ্িতষ্ঠাতার নাম বলুন।
A7: রবাটর্ নেয়স

Q8: আর েকউ?
A8: গডর্ন মুর

Q9: িতিন আর িক পৰ্িতষ্ঠা কেরন?
A9: অজানা

Figure 1: A conversation from the BCoQA dataset
showing entity of focus in colors.

dataset and benchmarking suite that emulates 042

the success of CoQA (Reddy et al., 2018), a 043

pioneering conversational question answering 044

challenge for English. Our work aims to bridge 045

the gap in Bangla CCQA systems by provid- 046

ing a high-quality dataset that captures the nu- 047
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Dataset Conversational Answer Type

SQuAD_bn (Bhattacharjee et al., 2021) 7 Spans, Unanswerable
BanglaRQA (Ekram et al., 2022) 7 Spans, Yes/No, Unanswerable
Tydiqa (Clark et al., 2020) 7 Spans, Yes/No
QAmeleon (Agrawal et al., 2022) 7 Free-form Text

BCoQA (this work) 3 Free-form text, Unanswerable

Table 1: Comparison of BCoQA with existing Bangla reading comprehension datasets.

ances of human conversations in Bangla. The048

BCoQA dataset is crafted with 3 objectives:049

1. Mimic the natural flow of questions in050

Bangla conversations, where each ques-051

tion builds upon the previous one (Figure052

1). For example, Q7 (একজন পৰ্িতষ্ঠাতার নাম053

বলুন।) requires conversation history to an-054

swer.055

2. Ensure natural answers in conversations,056

using free-form answers instead of limited057

text spans. For instance, Q3 (তারা িক এক-058

িট বহুজািতক কেপর্ােরশন?) has no span-based059

answer.060

3. Include unanswerable questions, which061

are very common in conversational ques-062

tion answering. For example, Q9 (িতিন আর063

িক পৰ্িতষ্ঠা কেরন?) has no answer in the pas-064

sage.065

By introducing BCoQA, we provide the neces-066

sary stepping stone for Bangla Question An-067

swering systems to evolve to a more natural068

state. Our dataset and benchmarking suite of-069

fer a foundation for the community to build070

upon, enabling the development of more ad-071

vanced and robust conversational systems for072

the Bangla language. We also benchmark073

several state-of-the-art sequence-to-sequence074

models to provide a baseline for future re-075

search in this area, achieving an F1 score of076

46.9%. In contrast, humans achieve 78.5% F1,077

indicating that there is significant room for im-078

provement.079

1.1 Task Definition080

The goal is to answer the current question in081

conversation, considering the passage and con-082

versation history. If the answer can’t be found,083

the output should be "অজানা". Figure 1 shows084

how the entity of focus1 changes throughout085

1a series of pronouns or noun phrases that refer to
the same entity or concept in a conversation or text

Figure 2: BCoQA Dataset Creation Workflow

Domain Conversations

Children’s Stories 429
Literature 662
Mid/High School Stories 1384
News 1264
Wikipedia Articles 10430

Total 14169

Table 2: Domain distribution in the final
BCoQA dataset, showing the over-representation
of Wikipedia articles due to QuAC’s singular pas-
sage source.

the conversation. 086

2 Dataset Creation 087

2.1 Source Dataset Selection 088

Creating a full Bangla dataset from scratch is 089

not feasible due to limited resources. Instead, 090

we translated existing English context-based 091

conversational question-answering datasets. 092

We selected two datasets: CoQA (Reddy 093

et al., 2018) and QuAC (Choi et al., 2018). 094

Both share common features: context pas- 095

sages, multi-turn conversations, unanswerable 096

questions, and answer spans as evidence. How- 097

ever, they differ in collection methods, leading 098

to some key differences. QuAC provides only 099

answer spans, whereas CoQA has a diverse 100

range of domains. QuAC questions are more 101

open-ended, and its domains are limited to 102

Wikipedia articles, resulting in an unbalanced 103

domain distribution in the combined dataset 104
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Context: In 1969, still in the Pre-Crisis continuity,
writer Dennis O’Neil and artist Neal Adams return Bat-
man to his darker roots. One part of this effort is writ-
ing Robin out of the series by sending Dick Grayson to
Hudson University and into a separate strip in the back
of Detective Comics. The by-now Teen Wonder ap-
pears only sporadically in Batman stories of the 1970s
as well as a short lived revival of The Teen Titans. In
1980, Grayson once again takes up the role of leader
of the Teen Titans, now featured in the monthly se-
ries The New Teen Titans, which became one of DC
Comics’s most beloved series of the era. During his
leadership of the Titans, however, he had a falling out
with Batman, leading to an estrangement that would
last for many years.

Question: What role did he play in Teen Titans?

Answer Span: In 1980, Grayson once again takes up
the role of leader of the Teen Titans,

Generated free-form answer: He played the role of
leader in Teen Titans.

Figure 3: Example of converting answer spans into
free-form answers using LLMs.

(Table 2).105

2.2 Creating Free-Form Answers106

CoQA already includes free-form answers107

along with the answer spans. Since QuAC only108

provides answer spans, we used large language109

models (LLMs) to generate free-form answers.110

We input the context, question, and answer111

evidence span into three open-source LLMs:112

Mistral 7B (Jiang et al., 2023) (Accessed113

25th December, 2023), Phi-2 2.7B by Mi-114

crosoft(Accessed 30th December, 2023), and115

Gemma 7B by Google(Accessed 25th February,116

2024). After evaluating their performance, we117

chose Mistral 7B for its consistent and reliable118

answers. Figure 3 shows an example of a Mis-119

tral 7B-generated free-form answer.120

2.3 Machine Translation & Quality121

Assurance122

To ensure high-quality translations, we fol-123

lowed a rigorous curation process similar to124

the one used in the squad_bn dataset (Bhat-125

tacharjee et al., 2021). We translated CoQA126

(Reddy et al., 2018) and QuAC (Choi et al.,127

2018) into Bangla using a state-of-the-art128

English-to-Bangla translation model (Hasan129

et al., 2020). However, Despite being the state-130

of-the-art, Bangla-to-English machine transla-131

tion models still struggle with accuracy, with132

even the best-performing model achieving a133

SacreBLEU score of only 22.0 (Hasan et al., 134

2020). To minimize errors, we employed 135

Language-Agnostic BERT Sentence Embed- 136

dings (LaBSE) (Feng et al., 2020) to mea- 137

sure the semantic similarity between trans- 138

lated Bangla sentences and their original En- 139

glish counterparts. We computed the cosine 140

distance between the sentence embeddings, 141

which served as a similarity score. This ap- 142

proach allowed us to quantitatively evaluate 143

the translation quality. We settled on a sim- 144

ilarity score threshold of 0.72 for the training 145

set. For the validation and test sets, we used a 146

stricter threshold of 0.883 to ensure the model 147

was evaluated on the most accurate transla- 148

tions. Prior to translation, we conducted ex- 149

tensive data cleaning on the original English 150

datasets to remove noise, inconsistencies, and 151

potential sources of translation errors. After 152

completing the entire process, we removed ap- 153

proximately 24% of the conversations and split 154

the remaining data into training, validation, 155

and testing sets, ensuring a similar mix of an- 156

swer types in each group. The final dataset 157

structure is shown in Table 3. 158

3 Benchmarking Existing Models 159

3.1 Models 160

We treated the CCQA task as a conversational 161

response generation problem. We combined 162

the conversation history with the prompt in 163

a consistent way during training and testing. 164

We didn’t use reading comprehension mod- 165

els like BanglaBERT (Bhattacharjee et al., 166

2022) as they aren’t suitable for generating 167

free-form answers. We fine-tuned existing 168

sequence-to-sequence (seq2seq) models that 169

support Bangla on our training data and eval- 170

uated their performance on the test set. We 171

prepared the input by concatenating the pas- 172

sage, conversation history, and current ques- 173

tion in a specific format: P <q> Q1 <a> A1 174

... <q> Qi−1 <a> Ai−1 <q> Qi <a>, where 175

P is the context passage, <q> and <a> are 176

the question and answer markers respectively. 177

2Analyzed the frequency distribution of similarity
scores and manually inspected translation quality at
various score levels.

3Increased the similarity score until we had just
enough conversations to create adequately sized test
and validation sets.
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Split Name Data points/Conversations Yes/No Unknown Short Long

Train 13169 32332 14087 34816 57505
Validation 500 1138 380 1385 1833
Test 500 1128 389 1397 1885

Total 14169

Table 3: Dataset split analysis with different answer types

Model Parameter Count Exact Match F1 Score

Human Performance — 72.1 78.5
banglat5 (Bhattacharjee et al., 2022) 248M 35.3 46.9
mt5-base (Xue et al., 2020) 582M 32.2 41.7
banglat5_small (Bhattacharjee et al., 2022) 60.5M 29.9 40.2
mbart-large-50 (Lewis et al., 2019) 611M 31.9 39.9

Table 4: Average performance scores for Human and Models on test data

Model Yes/No Unknown Short Long
EM EM F1 F1

bt5 75.9 28.8 50.3 30.8
mt5 77.7 13.1 43.0 24.9
bt5_sm 71.6 15.4 39.9 26.6
mbart 75.8 33.4 39.5 20.1

Table 5: Model scores for different question-answer
types

3.2 Evaluation178

We used the macro average F1 score of word179

overlap as our primary evaluation metric, con-180

sistent with CoQA. We assessed our model’s181

performance by predicting the next answer us-182

ing the gold standard answers from the con-183

versation history. To ensure a fair evaluation,184

we removed punctuation and stop words (e.g.,185

pronouns, verbs, conjunctions) from both the186

gold and predicted answers. We established187

a baseline by evaluating human performance188

on the test set. We recruited 10 participants189

to respond to 50 conversations each, providing190

them with the context, questions, and conver-191

sation history. We compared the results to the192

models’ performance. Table 4 shows the test193

data results, with the top-performing model,194

banglat5, achieving an Exact Match score of195

35.3 and an F1 Score of 46.9. However, it196

still falls short of human performance by 31.6197

points in F1 score. Notably, banglat5 outper-198

forms other models despite having fewer pa-199

rameters (223M) due to its pretraining on the200

Bangla corpus. Similarly, the smaller version201

of banglat5, with about 1/10th the number202

of parameters(60.5M), holds its own against203

larger multilingual models like mt5-base and 204

mbart-large-50, which have 582M and 611M 205

parameters, respectively. Upon closer ex- 206

amination of the results shown in table 5, 207

we observe that the models perform best on 208

yes/no type questions, which is a expected phe- 209

nomenon for seq2seq models(see (Feng et al., 210

2020)). This is because YES/NO answers of- 211

ten rely on simple factual information or bi- 212

nary decisions, making it easier for the models 213

to predict the correct response. The banglat5 214

variants also excel in providing accurate long 215

answers, indicating that Bangla pretraining is 216

essential for generating longer responses. 217

4 Conclusion 218

We introduce BCoQA, a large-scale dataset for 219

developing context-based conversational ques- 220

tion answering systems in Bangla. By leverag- 221

ing state-of-the-art language models and ma- 222

chine translation systems, we aim to bridge 223

the gap between Bangla and more established 224

languages like English. Our experiments high- 225

light the challenges faced by resource-scarce 226

languages like Bangla, where even the best- 227

performing models trail human performance 228

by a substantial margin. However, these 229

models show competitive performance against 230

larger multilingual models, demonstrating the 231

potential of tailored approaches for Bangla. 232

We hope this work will inspire further research 233

in conversational modeling and NLP advance- 234

ments in Bangla, enabling more natural and 235

effective human-machine communication. 236

4



Limitations237

Our approach to creating and evaluating238

BCoQA has several limitations. Firstly, our239

use of machine translation for the entire240

dataset may have introduced errors and un-241

natural phrasing, despite our quality thresh-242

olding efforts. While the translations are se-243

mantically meaningful, they may not be en-244

tirely natural-sounding, which posed a learn-245

ing curve for human performance evaluators.246

However, despite this limitation, the models247

were able to generalize well enough to Bangla248

texts that they performed competently when249

tested with real-world, non-translated Bangla250

contexts and natural conversations. This sug-251

gests that while the translated dataset may252

not be perfect, it is still a valuable resource253

for training CCQA systems that can general-254

ize to real-world scenarios.255

Secondly, the domain distribution of our256

dataset is heavily biased towards Wikipedia ar-257

ticles, which may not be representative of all258

possible conversational question answering sce-259

narios. To mitigate this, we maintained equal260

domain distribution in the test set to ensure261

a fair assessment of CCQA systems. However,262

this bias in training set may still impact the263

generalizability of our dataset.264

Thirdly, we only evaluated sequence-to-265

sequence models, which may not be the most266

effective architectures for CCQA tasks. In267

fact, the CoQA paper (Reddy et al., 2018) sug-268

gests that seq2seq models perform poorly com-269

pared to other architectures. Our decision to270

only provide free-form answers and not answer271

spans may have limited the types of models272

that can be evaluated on our dataset. While273

we believe that text-to-text modeling is the fu-274

ture of language modeling, it is unclear how275

other model architectures may perform on our276

dataset. Future work is needed to explore the277

performance of other models on BCoQA.278
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A English Examples350

Here are the Bangla context-conversation ex-351

amples, translated in English.

Intel Corporation (also known as Intel, stylized as intel)
is an American multinational corporation and technol-
ogy company headquartered in Santa Clara, California.
It is the world’s second largest and second highest val-
ued semiconductor chip makers based on revenue after
being overtaken by Samsung, and is the inventor of the
x86 series of microprocessors, the processors found in
most personal computers (PCs). Intel supplies proces-
sors for computer system manufacturers such as Apple,
Lenovo, HP, and Dell. Intel also manufactures moth-
erboard chipsets, network interface controllers and in-
tegrated circuits, flash memory, graphics chips, embed-
ded processors and other devices related to communica-
tions and computing. Intel Corporation was founded
on July 18, 1968, by semiconductor pioneers Robert
Noyce and Gordon Moore. . . .

Q1: What is the subject of the article?
A1: Intel Corporation

Q2: Where is the company’s headquarters?
A2: Santa Clara, California

Q3: Are they a multinational company?
A3: Yes.

Q4: What did Intel invent?
A4: x86 series of microprocessors

Q5: Where is it used?
A5: Most personal computers (PCs)

Q6: When was the company founded?
A6: July 18, 1968

Q7: Name One Founder.
A7: Robert Noyce

Q8: And the other?
A8: Gordon Moore

Q9: What else did he establish?
A9: Unknown

Figure 4: A conversation from the BCoQA dataset
showing coreference chains in colors - Translated
from figure 1

352

B Finetuning Setup 353

Finetuning Setup We finetuned our models on 354

the BCoQA dataset using the Seq2SeqTrainer 355

from the Huggingface transformers library. 356

The finetuning setup consisted of: 357

• 2 epochs of training 358

• Learning rate of 4e-5 359

• Maximum sequence length of 1024 360

• Adafactor optimizer for BanglaT5, 361

BanglaT5 Small, and MT5. AdamW 362

optimizer for MBART. 363

• Batch size between 4-8 depending on the 364

model size to maximize throughput. 365

Our finetuning experiments were run on a PC 366

setup equipped with an NVIDIA RTX 4090 367

GPU. 368
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