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ABSTRACT

The power of foundation models (FMs) lies in their capacity to learn highly ex-
pressive representations that can be adapted to a broad spectrum of tasks. How-
ever, these pretrained models require multiple stages of fine-tuning to become
effective for downstream applications. Conventionally, the model is first retrained
on the aggregate of a diverse set of tasks of interest and then adapted to spe-
cific low-resource downstream tasks by utilizing a parameter-efficient fine-tuning
(PEFT) scheme. While this procedure seems reasonable, the independence of the
retraining and fine-tuning stages causes a major issue, as there is no guarantee
the retrained model will achieve good performance post-fine-tuning. To explicitly
address this issue, we introduce a meta-learning framework infused with PEFT in
this intermediate retraining stage to learn a model that can be easily adapted to un-
seen tasks. For our theoretical results, we focus on linear models using low-rank
adaptations. In this setting, we demonstrate the suboptimality of standard retrain-
ing for finding an adaptable set of parameters. Further, we prove that our method
recovers the optimally adaptable parameters. We then apply these theoretical in-
sights to retraining the RoOBERTa model to predict the continuation of conversa-
tions between different personas within the ConvAI2 dataset. Empirically, we ob-
serve significant performance benefits using our proposed meta-learning scheme
during retraining relative to the conventional approach.

1 INTRODUCTION

Foundation Models (FMs) learn rich representations that are useful for a variety of downstream
tasks. FMs are trained in three general stages to fit user-specific tasks like context-specific language
generation and personalized image synthesis, among others. The first stage is commonly referred to
as pretraining, where FMs are trained from scratch on a combination of massive public, propriety,
and synthetic sources of data to learn a general-purpose model (Devlin et al., 2019} Brown et al.,
2020; /Abdin et al., 2024; |[Radford et al.,[2021). This stage is largely inaccessible to most due to the
enormous cost of training state-of-the-art models on such large datasets.

Thus, the most popular and viable way to utilize FMs for individual tasks is to take a pretrained
model and retrain it for a specific objective. In this second training stage, we refine the pretrained
model and retrain it on a large set of tasks of interest. For clarity, we generally refer to this intermedi-
ate stage as retraining. Other works have referred to this stage as pre-finetuning (Aghajanyan et al.,
2021) or supervised fine-tuning (Dong et al., 2024). In the third stage, referred to as fine-tuning,
the model is ultimately trained on an individual low-resource task. For example, a pretrained large
language model (LLM) can be downloaded and retrained on a large multi-lingual corpus to per-
form English-Spanish and English-Italian translations. Then, one may adapt the model to translate
English to French using a small English-French translation dataset. For this last stage, the model
is typically fine-tuned using parameter efficient fine-tuning (PEFT) methods — training heuristics
which sacrifice learning expressiveness for improved computational efficiency (Hu et al.l 2021} [Li
& Liang| |2021). PEFT is especially useful in the low-resource setting, as running full fine-tuning of
the model’s parameters on a small number of samples is expensive and potentially unnecessary.

Conventional retraining updates either a subset or all of the model parameters to fit the aggregation
of the different retraining tasks. While this approach seems reasonable and has been successful
in improving downstream task performance (Khashabi et al., [2020; Raffel et al., 2020), it does
not leverage knowledge of the downstream fine-tuning procedure to cater the retrained model to
perform well after such adaptation. Rather, it retrains the model to minimize the average loss across
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the retraining tasks regardless of the PEFT method to be employed later. This raises two key issues.
Firstly, there may not exist a single set of model parameters that simultaneously fits the various
retraining tasks. Secondly, even if the model is sufficiently over-parameterized, there is no assurance
the recovered retrained solution is indeed adaptable to future unseen tasks relative to other possible
solutions during retraining, as the retraining and fine-tuning are performed independently.

We address these issues by drawing upon ideas from meta-learning, a framework designed to explic-
itly train models for future adaptation. Meta-learning is a common method to improve model per-
formance after fine-tuning, typically in low-resource, few-shot settings using gradient-based adap-
tations (Finn et al., 2017 |Lee & Choil |2018). Moreover, it has begun to be applied to FM retraining
to prepare models for downstream fine-tuning (Hou et al.l [2022; |Hong & Jang, [2022; Bansal et al.,
20225 |Gheini et al., 2022; Hu et al., [2023). However, it is not yet understood whether meta-learning
how to fine-tune can provably confer performance benefits over standard retraining followed by
PEFT. In this work, we provide rigorous theoretical and empirical evidence that this is indeed the
case. We first study a stylized linear model where the ground truth parameters for both the retrain-
ing and fine-tuning tasks are realizable by low-rank adaptations. We validate our theory through
synthetic data and show that our insights improve performance on real language tasks using large
language models (LLMs). Specifically, our contributions are as follows:

* We develop a generalized framework to model standard retraining and propose the Meta-
Adapters objective for retraining, a meta-learning-inspired objective function for infusing
PEFT in foundation model retraining. Our framework can be implemented with any PEFT
algorithm, but we emphasize the incorporation of LoRA (Hu et al., 2021).

* For a linear model applied to multiple tasks whose ground truth parameters are realizable by
LoRA, we show standard retraining does not recover an adaptable set of model parameters
(Theorem|[T)) and thus incurs significant loss on unseen tasks after fine-tuning (Corollary|T).
We prove two key results for the Meta-Adapter’s objective function:

— Any model that globally minimizes this objective can be exactly fine-tuned to unseen
tasks (Theorem [2), and when retraining on three or more tasks, the ground truth pa-
rameters are the unique global minimum up to orthogonal symmetry (Theorem [3).
This uniqueness property holds as long as the data dimension is sufficiently large,
which is counterintuitive to previous work on multi-task learning theory that requires
the number of tasks to be larger than the effective task dimension (Du et al., 2021}
Collins et al., 2022)).

— For two retraining tasks, second-order stationarity is sufficient to guarantee global
minimization for our Meta-Adapters loss (Theorem . In this case, our Meta-
Adapters objective function is provably amenable to local optimization methods.

* To test our theoretical insights, we compare the performance of the standard retraining and
Meta-Adapters objectives for linear models using LoRA while relaxing the assumptions
from our theory. We show clear improvements using the Meta-Adapters objective for all
data generation parameter settings and for different numbers of tasks. Then, we apply our
meta-learning method to the RoBERTa (Liu et al., |2019) large language model (LLM) on
the ConvAlI2 dataset (Dinan et al.l 2019)), a real-world multi-task dataset for generating
continuations of conversations between different personas. Again, we show improvements
using the Meta-Adapters relative to retraining then fine-tuning.

1.1 RELATED WORK

Meta-learning is a framework for learning models that can be rapidly adapted to new unseen tasks
by leveraging access to prior tasks during training. For example, Model-Agnostic Meta-Learning
(MAML) (Finn et al.| [2017) is a popular, flexible method that aims to find a model that can be
adapted to a new unseen task after a small number of steps of gradient descent on the unseen task’s
loss function. Further, other works have proposed methods specific to low-dimensional linear mod-
els and have shown strong results and connections between meta-learning and representation learn-
ing (Collins et al.|, [2022; |Thekumparampil et al.,|[2021])).

In the case of FMs, other lines of work have proposed meta-learning approaches where the task-
specific adaptation incorporates PEFT methods rather than few-shot gradient updates of all model
parameters. (Hong & Jangl 2022; Bansal et al., 2022} |Gheini et al., [2022)) apply meta-learning with
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architecture adaptations that inject small task-specific trainable layers within the FM architecture.
(Hou et al., [2022)) further combines architecture adaptations with parameter perturbation adaptations
similar to LoRA. They consider a complicated meta-learning loss that separates the available training
tasks data into training and testing tasks, and they update the adapters and FM weights over different
splits of the data. Using combinations of architecture and parameter adaptation methods, they show
empirical gains over retraining, then fine-tuning, and other gradient-based MAML-style algorithms.
(Aghajanyan et al.| [2021) similarly proposes a multi-task objective that trains an FM on different
tasks simultaneously to encourage learning a universally applicable representation. They force the
FM to learn a common shared data representation and apply a different prediction head for each
retraining task. They run extensive empirical studies and observe performance improvements in a
large-scale setting when 15 or more tasks are used in the retraining stage.

These works propose some kind of meta-learning or multi-task objective and show empirical gains
over standard retraining strategies on natural language datasets, yet none explain when standard
retraining is insufficient relative to meta-learning and multi-task approaches, how many tasks are
needed to learn a rich representation, and how to best adapt to tasks unseen in the training stage.

Lastly, although we focus on LoRA, different PEFT methods have been proposed, including variants
of LoRA (Liu et al., [2024; Dettmers et al., [2023} [Zhang et al., |2023)) and architecture adaptations
(Houlsby et al.| |2019) among others. Further, recent works have begun analyzing theoretical aspects
of LoRA in the fine-tuning stage (Jang et al.,|2024; Zeng & Lee,[2023)). These works have started ad-
vancing the theory of LoRA, but they explore orthogonal directions to the analysis of meta-learning
infused with LoRA. We include an extended discussion of these works in Appendix [A]

Notation. We use bold capital letters for matrices and bold lowercase letters for vectors. N (p, )
refers to the multivariate Gaussian distribution with mean g and covariance matrix X. ||-||  refers to
the Frobenius norm. S, refers to the set of d x d symmetric matrices, and S; = {X € S4|X = 0}
is the set of d x d symmetric positive semi-definite matrices. O refers to the set of d x d orthogonal
matrices. [n] refers to the set {1,...,n}. For a matrix X, im(X) and ker(X) refer to the image
and kernel of X, respectively. For subspaces M, N, dim(M) refers to the dimension of M and
M+ N={x+ylre M,yc N}.If M NN = {0}, then we write the direct sum M & N.

2 FOUNDATION MODEL RETRAINING AND FINE-TUNING

In this section, we first briefly recap the optimization process for conventional retraining of a foun-
dation model (FM) across multiple tasks, followed by its fine-tuning on a downstream task. We
then introduce our meta-learning-based approach which adjusts the retraining phase to incorporate
insights from the final fine-tuning procedure.

2.1 STANDARD RETRAINING THEN FINE-TUNING

Consider a collection of T tasks of interest 7 = {7;}/_, where each task 7; is drawn from task
distribution D and consists of n; labeled examples T = {(x+,;,Yr,j)}j=,, Where (x5, Yz ;) are
1.i.d. from the ¢4}, task’s data distribution D,. Without loss of generality we assume that for all tasks
7; drawn from D, D7, generates samples x; ; € R, y, ; € R% forall t € [T],; € [n;]. Consider
amodel ®(-; W) : R% — R parameterized by weights W that maps feature vectors & € R% to
predicted labels § € R%. Typically W = (W7, ..., W,,) is a list of matrices where W; € R?*¢
parameterize the layers of a neural network. We assume each W is square for convenience.

Retraining Phase. Given a loss function £, standard retraining attempts to minimize the aggregated
loss over a collection of training tasks (Liu et al.|[2019; |Brown et al.,2020). This amounts to solving

T nt
H‘gfnzzﬁ(q)(wt,j;w)ayt,j)' (1)

t=1 j=1
In other words, the above optimization problem seeks a set of universal parameters that define a
unique mapping function capable of translating inputs to outputs across all tasks involved in the re-
training phase. We denote the set of weights obtained by solving (T)) as Wig, and the corresponding
input-output mapping function as ®(-; WSR), where SR stands for Standard Retraining.
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Fine-Tuning Phase. In the subsequent fine-tuning step, we refine either the retrained weights,
the model’s feature map, or both to fit a downstream task with fewer labeled samples. More
precisely, consider a downstream task 7741 drawn from the same distribution D where 7741 =
{(xr41,5, yTH’j)};Zfl. To fit the model to task 77,1 we do not retrain the retrained weights

W, but instead fine-tune the mapping D( - ; WSR) using additional parameters 6. For example, 0
could parameterize transformations of Weg that adapt the retrained weights or new trainable layers
inserted into the architecture of the retrained model (Hu et al., 2021 |Liu et al., |2024}; |/Aghajanyan
et al.,|2021). We denote the fine-tuned model’s mapping as ®pr(- ; Wi, 0) : R% — R During
the fine-tuning stage, the goal is to find the optimal additional parameters, 8, that minimize the loss
for the downstream task 771, solving:

nNTr+4+1

min z; L(Prr(@r11,;: Wer, 0), yr41,5)- 2)
J:
In particular, when the LoORA PEFT method is used for fine-tuning, the model is adapted to task

Tr+1 by fixing the model architecture and the retrained weights Wer and only training low-rank
perturbations for each of the matrices Wsg 1, . . ., Wsr m. For rank-k adaptations, we parameterize
0= (U, V1),...,(Upn, V), where U;, V; € R¥* are the factors of the low-rank adaptation of

the ith matrix in Wsg. The fine-tuned model is just the original model where the ¢th weight matrix
W, is now perturbed to be W + U, V, . Then the LoRA fine-tuning optimization problem is:

NT+4+1

{Uir,r%/lnm Z L ( (mT—H,j ; (WSR,l + UV, ... Wsgm + UmeT)) ,yT+1,j) )

This pipeline seems reasonable as we first fit the model to the aggregation of the retraining tasks
which we hope will promote learning the general structure of the tasks drawn from D. However,
there may not exist a single model that can model each retraining task simultaneously, so retraining
the model on the aggregation of the retraining tasks does not align with our implicit assumption
that each task is realizable after task-specific adaptations from a common model. Further, even if
the model is sufficiently overparameterized where many possible solutions fit the retraining tasks,
standard retraining finds a solution independent of the subsequent PEFT method to be used for fine-
tuning. Nothing about standard retraining promotes learning an adaptable solution relative to other
candidate solutions that fit the retraining tasks.

2.2 META-ADAPTERS

Since the ultimate goal of our model is to perform well on a variety of unseen downstream tasks,
we propose the Meta-Adapters objective that explicitly fits weights and adapter parameters to the
training tasks. Intuitively, this objective promotes sets of parameters that can be adapted to future
unseen tasks drawn from the same distribution as those seen in retraining.

Rather than training a single model on the aggregation of the retraining tasks, we instead incorporate
the adapters during the retraining process and learn adapted models for each task. Let 8(*) be the
set of adapter parameters for the t;;, training task 7;. The Meta-Adapters method searches for a
single set of base weights WMe[a such that for all ¢ € [T, the ¢4, adapted model @pr(-; WMem o ))
minimizes the loss over the training task 7;. We define the Meta-Adapters objective as:

mln Ien(lt? ‘ E <<I>FT (wtj W, 0t ) ,yuj) . “)

-
When we use LoRA as the adaptation method, we define Ui(t) (Vi(t) € R*4 35 the factorization
of the low-rank adapter for the ith weight matrix for the ¢, task. Then the objective reduces to:

mln E

{Um (t)}m ZE( (mt,j (W1+U1(t)‘/1(t)—r,.-. W,, + ULV OT ))yt3> (5)
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In this case, we refer to the objective function as Meta-LoRA. This proposed optimization problem
is designed to replace the standard retraining objective in (I). After minimizing @) we recover base

parameters Witera that are explicitly designed to be adaptable downstream. To perform ﬁnetunmg,
we then run the exact same minimization in (2)) but using retrained weights WMeta instead of WSR

3 THEORETICAL RESULTS

To establish our theoretical results, we consider 7" multi-output linear regression retraining tasks and
one test task, with the caveat that the ground-truth regressor for each task is a low-rank modification
of a common single matrix. More precisely, consider the matrix A* € R?*? which is a common

parameter shared across all tasks, and task-specific adapters U U{‘T fort € [T + 1], where U} €
R4*¥ and the entries of U;" are i.i.d. from A/(0, 1). We work in the setting where k < d and k(T +
1) < d. Assume the data generation for task 7; ~ D is given by y; ; = (A* + U;U; 1 j + €1 ;.
Here, ; ; is the j-th sample of task ¢ which is i.i.d. from N (0,021,), and €; ; is i.i.d. N'(0,021,)
noise sampled independently of the data ; ;. As mentioned above, A* can be considered as the
common parameter which is close to the ground truth of each task up to a low-rank adaptation.

For each task ¢, the learner uses the linear predictor ®(x; A;) = A;x for A; € R¥>?, ¢ ¢ R%

In the ideal case, we hope to recover parameter value A = A* in the retraining phase so that the

fine-tuned model ®¢r(z; A, U, V) = (A + UV T )z with a proper low-rank adapter UV T can fit
the data distribution of any downstream task also drawn from D.

Given N samples for each task, the loss for each task is £ (4;) = 5% Zjvzl llye,; — Avxyj ||§ =
o Z;\f:l I(A* +U; U T — Az, j + € j||3. We define L£;(A,) as the shifted and scaled infinite
sample loss:

2

L(Ay) = HA* +U; U - AtHZF = % (E (£ (A)] - 026) (6)

We assume access to infinite samples during the retraining process, as in practice, we have access to
large retraining tasks relative to the low-resource downstream tasks to be used for fine-tuning.

x

Remark 1. For convenience, we require a mild sense of task diversity and assume that the aggre-
gated columns from all U}, t € [T + 1], form a linearly independent set. Precisely, we assume
dim (im(U7) @ - - @ im(Uj,,)) = k(T + 1). Since k(T + 1) < d, the nature of the generation
process of each U} ensures that this assumption holds almost surely.

Given access to the loss functions defined in @ the goal of the learner is to find an A that can be
adapted to the unseen task 774 1. The infinite sample test loss for adapter factors Ur1, V41 and

fixed A is the LoRA loss on Tr+1 which reduces to the low-rank matrix factorization problem:
o 1 X 2
Lres(Urt1, V13 A) = 5 HA* +UrUply — A— UT+1VTT+1H : (7

We compare the standard retralmng and Meta-LoRA ob_]ectlves for utilizing each £, to recover a

common set of base parameters A whose low-rank adaptation A+ Ur 1V, +1 minimizes the test
loss Lrest for some Ur1, Vri1. We include complete proofs for all theorems in Appendix

3.1 STANDARD RETRAINING THEN FINE-TUNING

First, consider the standard retraining then fine-tuning setup as a candidate for ultimately minimizing
Here, the learner first finds a single matrix Agg that minimizes the sum of losses Zthl Ly

T
A . 1 * kTR | 2

Asg :arg;mnig_l HA LU —AHF. (8)

Then when given a new task 771, the learner runs LoRA to minimize the loss over the unseen task

in[7} However, this strategy suffers substantial loss on the test task.

Theorem 1. For standard retraining, rank(Agz — A*) = kT.
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The above theorem demonstrates that the standard retraining process is unable to recover the ground
truth shared matrix A*. Specifically, it shows that the discrepancy between the obtained solution
and the ground truth A* has a rank of k7. Consequently, any fine-tuning method constrained to
a rank lower than k7" will fail to recover the correct model for the downstream task. This result
follows from the fact that the obtained model from the standard retraining scheme can be written as

T
A * 1 xyTE |
Ag=A +T;UtUt . ©)

Now, given the fact that U;" are linearly independent, it follows that ramk(ZtT:1 U; Ut*T) = kT.
Hence, Agp is far from both A* and the test task ground truth parameters.

Corollary 1. For number of retraining tasks T > 1, if test task adaptation rank k' < k(T + 1), then
Lrest(Uri1, Viryr ; ASR) > 0 for all rank-k' adapters UT+1VTT+1 where Upyq, Vi € RIXF,

Corollary 2. For a large number of retraining tasks T and test task adaptation rank k' < k(T +1),
,CTest(UTJrl, VT+1 ;ASR) = ((d — k')kz)for all UT+1, VT+1 S Rka .

Both corollaries follow from the classic result of (Mirskyl [1960). In the infinite sample setting, the
LoRA rank needed to fit the test task after standard retraining is k(7'+1), and using anything smaller
results in test error that scales with d. Thus, standard retraining recovers parameters that cannot
be low-rank adapted to any relevant task. To address these issues, we employ the Meta-LoRA
objective which explicitly searches for a low-rank adaptable solution.

3.2 META-LORA

Although we have shown that standard retraining can lead to large losses on downstream tasks after
LoRA, it is not yet clear whether any other retraining method can do better in this setting. We next
explore whether minimizing the Meta-LoRA objective results in a matrix AMew that indeed leads to
a smaller test 10ss Lrest(Ur41, Vit ; AMeta) for some values of Ury1, V.

As in (©), we introduce low-rank adapters during the retraining phase to model the different training
tasks. We search for a value of A such for all 7, the loss £, after running LoRA on 7; is minimized.
This promotes values of A that can be easily adapted to unseen tasks downstream. We use the Meta-
LoRA loss but with symmetric low-rank adapters U, UtT for the ¢4, task 7T; in retraining. We allow
asymmetric adapters at test time. The infinite sample Meta-LoRA loss is then

T
Loteia(A) = Z min L(A+UU,"). (10)
t=1 "

Define the concatenation of each U; as U = (Uy,...,Ur) € (Rka)T. Then minimizing (T0) is
equivalent to solving min4 7 £L(A, U) where

T
1
L(AU) = §ZHA*+U;*U;‘T—A—UtUtT (1)
t=1

2
F

We have seen that standard retraining does not recover an optimal solution, but it is unclear what
the global minima of this new objective function are and if they can be easily found. Note that by
fixing A, (TT) is 7 independent symmetric matrix factorization problems, and by fixing U, (T1) is a
convex quadratic problem over A. Despite these well-understood sub-problems, joint minimization
over A and U presents challenging variable interactions that complicate the analysis. Nevertheless,
we employ a careful landscape analysis of (TI)) to address these questions.

3.2.1 LANDSCAPE OF GLOBAL MINIMA OF

First, we show that the objective is well-posed, i.e., minimization of £ leads to an adaptable solution.
Theorem 2. Forany T > 1, if L(A,U) = 0, then A = A* + C where rank(C) < 2k
Clearly, any point is a global minimum of (TI) if and only if it achieves zero loss. Theorem [2]

guarantees that the values of A that induce global minima of (TT)) are at most rank-2k away from
the ground truth parameter A*.
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Corollary 3. Forany T > 1, ifE(A, U) = 0, then there exists a rank-3k adapter UT+1VTT+1
where UT+1, VT+1 S Rax3k such that LTest(UT+1a VT+1 ,A) =0.

This again follows from classic low-rank factorization results, as Lpest(Ury1, Vg1 ; A* 4+ C) =
U5 UL, — € = Ur VL || and rank (U, UL, — C) < 3k. Note that 3k is still
much smaller than d as k < d.

Proof sketch of Theorem[Z] Notice that any set of parameters (A, U) such that £(A, U) = 0 must
be a critical point as £ > 0. This directly implies that A = A* + % 23:1 vyt - uu]
and U;U; " — U, = U;U;" — U;U] forall 1 < i,j < T. It then follows that A =
A*+U;U; T -ULUY  and rank(U; U T —ULUY ) < rank(U;U; T) +rank(U U, ) < 2k O

This result shows that for any 7' > 1, any global minimum of (IT]) recovers A* with an error up to
rank-2k. Consequently, it can perform well on a downstream task after fine-tuning with a rank-3k
adaptor. Furthermore, we demonstrate that when the number of tasks satisfies T' > 3, a stronger
result can be established. Specifically, in this case, we can prove the exact recovery of the ground
truth parameter A* is possible.

Theorem 3. If T > 3, then L(A,U) = 0 implies A = A* and U,U,” = U;U; " forallt € [T

Theorem |3| guarantees that the ground truth parameters are the unique global minimum up to or-
thogonal symmetry when there are three or more tasks, regardless of the ambient dimension or the
number of columns k. This result is surprising, as most theoretical results for multi-task learning
require higher task diversity, typically where the number of tasks 7' is required to be larger than
the effective task dimension k£ (Du et al.| 2021} |Collins et al., [2022). However, we establish this

uniqueness result for the absolute condition 7" > 3. This implies that exact test task fine-tuning can
be achieved with a rank k-adaptation.

Corollary 4. ForanyT > 3, if E(A, Ij) = 0, then there exists a rank-k adapter U1 VT—'—Jrl where
UT+17 VT+1 S RI*F sych that [,Tesf,(UT_;,_l, VT+1 ,A) =0.

This follows directly from Lres(Uriy, Vry1 ;AY) = LU UsL, — UTJerTTHHfF and
rank (Uy_,UrL,) = k.

Proof sketch of Theorem|3| We again rely on the fact that a set of parameters that achieves zero loss
must satisfy Ut*Ut*—r — UJ)}T = US*US*—r — UA'SUA'ST forallt,s € [T]. Then
uiuiT = 0,0F + uyusT - 0,07 = 0,07 + UiusT - UsUY

Since Ui U;™ = 0, both im(Uz) € im(U1) + im(Uy) and im(Us) € im(U1) + im(Uy). This
then implies that the image of U; is a subset of two key subspaces:

im(U7) C im(U,) +im(U3) and im(U;) C im(U;) + im(U3). (12)
We then make use of a key lemma to prove the result. The proof can be found in Appendix [B.3]
Lemma 1. ([im(U;) @ im(U3)] N [im(U1) & im(U3)]) = im(U)
Combining Lemmawith implies that im(U;) = im(U7). Then applying the same argument
for the other indices shows that im(U;) = im(U;) for all ¢ € [T)]. Since U;U; " — lthtT =
US*US*TfUA'SUST forallt,s € [T] and im(U;)Nim(Ug) = {0}, it follows that U;U; | = ﬁtUtT
for all t € [T]. Then since VAL(A,U) =0, A = A* + - Zthl UrUr’ - UJ]}T =A* O
The proof of Theorem [3| relies on the assumption that there are at least three training tasks. This is

necessary to some degree as if there are only two tasks, we can construct ground truth parameters
that have infinite solutions as in the example in Appendix [D.I]

Summary. The previous two theorems show that for any 7" > 1, the set of global minima of the meta
objective is always adaptable to the downstream task. Furthermore, if T' > 3, the global minima of
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the meta-objective are the unique ground truth parameters (A*, U,") up to orthogonal symmetry of
U,. In other words, minimizing (1)) guarantees the recovery of the ground truth parameters.

3.2.2  ALGORITHMS FOR MINIMIZING (1)

The above results establish that minimizing the meta-objective (I1) leads to recovery of the ground
truth parameters, with a small error term when 7' = 2. However, it is unclear if this minimization
problem can always be solved by local optimization methods.

Theorem 4. If T = 2, then L(A,U) = 0 if and only if (A, U) is a second order stationary point
(SOSP) of L.

Thus, local optimization algorithms for finding SOSPs, such as perturbed gradient descent and
cubic-regularized Newton method, can efficiently find the minima of the meta-learning objective.

Proof sketch. Clearly if L(A,U) = 0, then (A, U) is an SOSP. The reverse direction is the chal-
lenging part of the proof. We equivalently prove that if (A, U) is a critical point and L(A,U) # 0,
then V2£(A, U) has a negative eigenvalue.

Assume for the sake of contradiction that (A, U) is an SOSP and £L(A, U) # 0. Considering £ as
a function of the flattened vector [vec(A); vec(Uq ); vec(Uz)], the idea of the proof is to contradict
the assumption that V2£ = 0.

Since V4L(A,U) = TI > 0, we can work with the Schur complement Q =
(V2L/VA4L) (A,U) as V2L(A,U) = 0 if and only if @ = 0. Inspection of the condition
VL(A,U) = 0 along with the assumptions £(A, U) # 0 and T = 2 gives three key properties:

(ﬁzﬁ; - leUlT)m - (UQ*UQ*T - U;‘UfT> T Vst (ﬁzﬁ; - leUlT) c#0 (13)
0,U o] £uurT —ururT (14)

dim ker (UQUJ - Ulffi) >0 (15)

Thus, there is an eigenvector z of UsU; ' — U;U; " with eigenvalue A # 0 such that z €
ker(UpxU, — U,U{"). Assume without loss of generality A > 0, and consider a € R?*. De-

fine g(- ;z) : R — R such that g(a; 2) = (@ ®2)' Q(a® z), where o = [a1; ag] with
oy, 05 € R*. Then,

~ ~ 2
g(e;2) = |Orar + U2a2H2 A (Halﬂg - HaQ\@) . (16)

We prove the existence of a € R?* € R such that g (o; ) < 0 considering two different cases.
Define N~ : S; — Z as the function that returns the number of negative eigenvalues of its input.

Case 1: N~ (U,U,) — U,U]") < k: Then there exists z~ € R that is a A\~ -eigenvector of
U;U;T —U;UT, A\~ < 0, where z € ker (UQUQT - Ulffl—r) By (13)), we can pick « such that
Uiy + Usas = 0, ay, g # 0. Then g(o; z) = —g(a; 27 ) = ||a1\|§ - ||a2||§

I iy # el minfg(ai2),glas =)} < 0. Else, g(aiz) = 0, but Va,g(eiz) —
U/ (Uia; + Usas) — 2Més = —2)\ép # 0. Thus there exists & in an infinitesimal neighbor-
hood around & where g(& ; z) < 0.

Case 2: N~ (U U, — U,U]") = k: By (13), 3T € Oy, such that UyTe; € (im(U;) N im(0y)).
Define y = U,T'e;. Then

k=N"(-UU]) >N (yy" -UU) > N~ (DU, -UUT) =k
Thus, N~ (yy" — U U") = kand rank(yy” —U,U]") < k,soyy " — U U, < 0. Take a such

that Uyat; = —y and as = T'ey. Then yiy, — UlUlT = ﬁl(alaf — I)(AflT =< 0. Therefore
ot |ly < 1. Then g(oi; 2) = |[Uren + Usaa|3 + A([laa |3 — [leall3) = A(leu|l; — 1) < 0.
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If g(ov; z) < 0 we are done. Else, the same analysis from Case 1 will show that Vg(&; z) # 0, so
there exists & in an infinitesimal neighborhood around o where g(& ; z) < 0. O

Summary. We have shown that when 7' = 2, any optimization algorithm for finding an SOSP
will find a global minimum of the meta-objective (I1)). Surprisingly, when there are three or more
tasks, numerical experiments (see Appendix show that adversarially picking U, can result in
specific instantiations of (TI)) with spurious local minima. In the next section, we perform extensive
numerical experiments for various values of 7" which show that these spurious minima are almost
never found in practice and vanilla gradient descent is sufficient to minimize (11)).

4 EXPERIMENTS

4.1 LINEAR EXPERIMENTS

To test our algorithm, we perform experiments on a synthetic dataset. We generate A* € R?*¢
and Uy € R for all tasks t € [T + 1], where the entries of A* and each U; are i.i.d.
N(0,1) random variables. Then we generate % samples for each retraining task ¢ € [T] as
yi; = (A" + U;Uf N + €5, 5 € [X] and N’ samples for the held-out task as as y741,; =
(A* + U;+1U;~11?:13T+17j + 6T+1,j,.j € [N'], where &; ; ~ N(0,1,) and €; ; ~ N(0,021,) are
i.i.d. feature and noise vectors respectively.

We apply gradient descent to the Meta-LoRA and standard retraining objectives on the 7" retraining
tasks and then fine-tune to the (7" + 1)-th task using LoRA. We use symmetric adapters for the Meta-
LoRA retraining objective and asymmetric adapters during fine-tuning for each retraining method.
We conduct experiments by varying one hyperparameter at a time from the fixed values of d =
10,7 = 3, N = 5000, N' = 100,k = 1 and ¢ = 0.1. When T' = 2, we use a rank-3 adaptation
during fine-tuning and use a rank-1 adaptation otherwise for both retraining schemes.

We plot the population loss on the test task after training and fine-tuning with Meta-LoRA and
SR+LoRA, respectively, in Figure [I] Meta-LoRA significantly outperforms SR+LoRA for all data
generation parameter settings. We observe from Figure |1b| that with more retraining data, Meta-
LoRA performance first improves and then stagnates because of the finite sample noise floor during
the fine-tuning stage. We observe a similar phenomenon in Figure Figure [Id) shows that the
performance of Meta-LoRA improves for 7' > 2 relative to 7" = 2 but is agnostic to 7" once in the
T > 2 regime. Lastly, Figure [Ia]shows how performance worsens with increasing dimension.

4.2 LLM EXPERIMENTS

To test the Meta-LoRA objective beyond linear models, we perform experiments using the pre-
trained 355 million parameter ROBERTa-Large model on the ConvAI2 dataset. ConvAlI2 consists
of conversations between two personas, i.e. people with different personalities. Each persona is
associated with a short list of factual information that guides the content of their responses. We
model learning the dialogue continuations of each individual persona as a different task. A training
sample for a given persona consists of the previous conversation as input and 20 candidate dialogue
continuations, where one of the 20 candidates is the true continuation. We consider the supervised
learning task of selecting the correct continuation. During training, we maximize the log-likelihood
of the correct continuation and minimize the log-likelihood of each of the incorrect continuations
conditioned on the observed conversation history. To run inference given the past conversation and
the 20 possible continuations, we select the continuation with the highest conditional likelihood.

For both the standard retraining and Meta-LoRA objectives, we retrain the model using the 7" = 10
largest retraining tasks, with an average of 117.4 training samples and 36.5 heldout samples per
retraining task. We select the model from the epoch with the best average accuracy on the heldout
samples and then fine-tune to each of the 10 largest test tasks. For each test task, we take the accuracy
on the heldout data from the best performing epoch. We run 5 random trials for this entire retraining
and fine-tuning process and report the median best heldout accuracy for each task. All training was
done on a single Nvidia A40 GPU, and we report our training hyperparameters in Appendix [C|

We compare performance across the test tasks in Table[I] We first minimize the Meta-LoRA objec-
tive using rank-8 adapters on the retraining tasks and denote this model Meta-LoRA-8. In Table
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Figure 1: Evaluating the linear Meta-LoRA algorithm in different settings.

we show this improves performance over standard retraining followed by rank-8 LoRA on the test
test, denoted SR+LoRA. As suggested by Theorem [2] we test if we can improve performance by
increasing the LoRA rank during fine-tuning relative to the rank of the adapters in retraining with
Meta-LoRA. Table[Tb|shows that the retrained Meta-LoRA-8 model fine-tuned with rank-16 adapta-
tions outperforms both standard retraining followed by rank-16 LoRA as well as the Meta-LoRA-16
model which was retrained and fine-tuned with rank-16 adaptations.

Table 1: Comparison of Meta-LoRA and the SRT+LoRA algorithms on the ConvAI2 dataset

(a) Rank-8 fine-tuning adaptations

Algorithm Task1 Task2 Task3 Task4 Task5 Task6 Task7 Task8 Task9 Task10 Average

SR+LoRA 4375 4000 4348 4194 41.03 3723 4273 4320 41.13 40.76 41.52
Meta-LoRA-8  50.00  50.00 47.82 4839 46.15 4149 4455 44.00 4255 42.68 45.76

(b) Rank-16 fine-tuning adaptations

Algorithm Task1 Task2 Task3 Task4 Task5 Task6 Task7 Task8 Task9 Task10 Average

SR+LoRA 4375 4333 39.13  38.71 39.74 3511 38.18 3920 39.72 38.85 39.57
Meta-LoRA-8 50.0 53.33 50.0 50.0 48.72 4255 4545 4480 4539 44.59 47.48
Meta-LoRA-16  43.75 3333 3696 4032 4359 3936 4273 4160 4043 40.13 40.22

5 CONCLUSION

We introduced the Meta-Adapters objective function for retraining an FM on a collection of tasks
in a way that prepares the model for subsequent downstream fine-tuning. We provide theoretical
justifications on the shortcomings of standard retraining as well as where the Meta-Adapters objec-
tive using LoRA (Meta-LoRA) can provably improve performance. Empirically, our Meta-LoRA
objective outperforms standard retraining for adapting to unseen downstream tasks. Future avenues
include extending our theoretical analysis to finite sample settings and to more general adapters.

10
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A RELATED WORK ON LORA-STYLE PEFT

There is a vast amount of work in developing PEFT methods for FMs. The LoRA algorithm (Hu
et al.,[2021)) has established itself as a popular and successful PEFT strategy and has inspired various
extensions such as QLoRA, DoRA, and others (Dettmers et al., 2023} |Liu et al., 2024} [Zhang et al.,
2023). These algorithms are heuristics for mimicking the full finetuning of an FM to a specific
downstream task and have proven to be empirically successful in various settings. However, there is
a lack of theoretical analysis on the adaptability of PFMs under LoRA-style adaptations, the ability
to efficiently optimize LoRA-style objectives, and the kinds of solutions they recover. Some recent
works have attempted to analyze different parts of these theoretical questions.

Convergence of LoRA. (Jang et al., 2024) analyzes the optimization landscape for LoRA for the
Neural Tangent Kernel regime. The authors show that LoRA finetuning converges in this setting
as they prove that the objective function satisfies a strict saddle property, ensuring that there are
no spurious local minima. However, this focuses on the actual ability of LoRA to converge to the
optimal low-rank adapter given an FM, and does not consider the adaptability of the FM in the first
place.

Expressivity of LoRA. (Zeng & Leel 2023)) derives the expressive power of LoRA as a function of
model depth. This work shows that under some mild conditions, fully connected and transformer
networks when respectively adapted with LoRA can closely approximate arbitrary smaller networks.
They quantify the required LoRA rank to achieve this approximation as well as the resulting approx-
imation error.

B PROOFS

B.1 PROOF OF THEOREM[I] AND COROLLARIES [T|2]
By definition,

T
2 1 T 2

Agg = in — HA*—I—U*U>k —AH
s = arg min o ;:1 LU, B

This optimization problem is just a quadratic function of A, so we can simply solve for the point at
which the gradient is 0. Thus, Asg must satisfy:

ZT: (A* L UrUrT - ASR) ~0

t=1
Thus,

T
A * 1 *pTHk
A=A +?ZUtUt
t=1
Therefore, rank (ASR - A*) = rank (% Zthl U; Ut*T) = kT Further,

A 1 * * * A 2
Lrest(Urs1, Vg1 5 Asg) = 3 HA + UT+1UTI-1 — Asg — UT+1VTT+1HF

2
1

T
* * 1 * *T
=5 Ui, Upl, — 7 § U;U; " —UrVy

t=1

F

1
~3 U711 Uz — kI - UT+1V7T+1H2F for large T

U;,Upl, — kI has d — k eigenvalues of magnitude k, and the rank-k’ factorization Ur.41 V!,
can only capture k" of them, so Uj_ UL, — kI — U1V, hasatleastd — k' — k eigenvalues
of magnitude k. Thus, Lres(Ur 41, Viri1 ; Asg) scales as (d— k' — k)k? ~ (d— k')k? since k < d.

14
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B.2 PROOF OF THEOREM[Z]
Proof. Since £L(A,U) = 0and £ > 0 we must have that V 4 £ = 0.

Thus, A = A* — % JT=1 (UjUjT — UJ*U;T). Plugging this into £ gives

T 2

1

0=L(A,U) = A+ urUrT - (A* -y (U’Sl}; - U;U;T)> A

N =

T

s=1

F
2
1

T

- 1
] =

Uy - U - (USUST - U;‘US‘T>

N |
~+~
Il

1

s=1

F

Thus each term of the summation is zero, so for all ¢, s € [T,
uUul -uvurt =0, 0T —-ururT.

Combining these results gives that

T

A—aAr - % > (vu. ~uuT)

s=1

—A (ﬁlUlT - U{‘U{‘T)

Let C = — (fm&? fUl*Ul*T). Then A = A* + C and rank(C) < rank(U.U]) +
rank(U;U;T) < 2k
O

B.3 PROOF OF THEOREM[3]

Proof. Since L(A,U) = 0, we have that for all £, s € [T,
vl -vruT =00t —ururT (17)
Applying this to the first three tasks and rearranging gives that
U;UT = U] + Uz UsT - U0 (18)
=0,UF +Uu;T - U0 (19)

We first show that im(U;) = im(U7).
Since U;U;T = 0, we must have that im(Us) C im(U,) + im(U) and im(Us) C im(U;) +
im(UY), as otherwise there would exist a vector on ker (Ul Ul +U; UQ*T) Nker(U,UJ ) whose
existence contradicts the positive semi-definiteness of U; U;7.
Thus,

im(U7) C im(U,) + im(Uy) (20)

im(U7) Cim(Uy) 4+ im(U3) 21

Using that fact that for subspaces X, Y, Z, X CY = X +Z CY + Z, we can add im(U3)
and im(U3) to both sides of 20]and 21] respectively. This gives that

im(U}) @ im(U3) C im(U,) 4 im(U3) (22)
im(U7) @ im(U3) C im(Uy) 4 im(Uy). (23)

15
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Fort € {2, 3}, we clearly have that dim (irn(ﬁl) + iIn(Ut*)) < dim im(U; ) +dimim(U}) < 2k,
and dim (im(U7}) + im(U})) = 2k. Thus,

(im(U7) ® im(U3)) = (im(@) @ im(U3) ) (24)
(im(U7) @ im(U3)) = (im(0h) @ im(U3) ) (25)

Lemma 2. ([im(Ul) @ im(U3)] N [im(0y) & im(Ugf)}) = im(0y)

Proof. Clearly, im(U,) C ([1m(U1) ®im(U5)| N [i ( 1) @ im(U§‘)]>. To show the converse,
consider x € ([im(Ul) @ im(U3)] N [im(U;) @ im(U.

v

By assumption there exists some a, b, ¢, d € R¥ such that

z=Ua+U;b (26)
=U,c+Uid (27)

Thus, R
Ui(a—c)+U;sb—U;d=0. (28)

By Equation[24] we can write
im(Uy) = ([m(U7) @ im(U3)] N [im(Uy) & im(U3)])
= ([im(Ul) © im(U3)] N [im(U3) @ im(U3)])
Thus, im(U1) N [im(U3) @ im(U3)] C im(Uy) Nim(U3) = {0}, so
im(U) N [im(U3) ® im(U3)] = {0} (29)
Applying Equation (29) to Equation (28) implies that @ = c and b = d = 0. Thus = Uja €
im(U1), so ([im(Ul) @ im(U)] N [im(0,) @ im(Ugj)]) C im(07,). O
Then Equations (20) and I) combined with Lemma (@) implies that im(U;) C im(U;) but
dim(im(U7y)) = dim(im(Uy)) = k, so im(U7) = im(Uy).

Since the initial assumptions about U, and U7 analogously hold for the corresponding matrices for
tasks 2 and 3, by the exact same argument we can show that

im(U;) =im(U,) vt e [T). (30)
Then by equation (T7), im(U7) 2 im (U’lUlT - U;UfT> —im (UQUQT - U;U;T) C im(U3).
Thus,
m (leUlT - U{‘U{‘T) Cim(UF) Nim(U3)
= {0}.

Thus U, UT = U;U;T. Then by Equation (T7), U, Ul = U;U;7 for all t € [T). Lastly, since
L(A,U) =0, we have that Vo L(A,U) =0, so

T
= Z U;U; T -UU] = A

16
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B.4 PROOF OF THEOREM[4]

Clearly if L(A,U) = 0, then (A, U) is an SOSP. The reverse direction is the challenging part of the
proof. We equivalently prove that if (A, U) is a critical point and £(A,U) # 0, then V2L(A,U)
has a negative eigenvalue.

Assume for the sake of contradiction that (A, U) is a critical point and £(A, U) # 0. Then,

T
PN ~ A oA T
VAE(A,U):T(A—A*)—i—Z(UtUt —Ut*Ut*T) ~0 31)
t=1
AT A * Sy T wkp TR | 3
VUtﬁ(A,U):2<A—A +UU, —UU; )Ut:O (32)
Thus,
A * 1 ey T wyTE |
A=A —Tg(UtUt U ) (33)

- foa T foa T
Define B,(U) = U, U, —U;U;" — - zzl (USUS -U; US*T). Despite being a slight abuse

of notation, we refer to B;(U) as just B; for the remainder of the proof.

Then (32) equivalently states:

Note that by construction, Zthl B, =0.

Considering £ as a function of the flattened vector [vec(A);vec(Uy); vec(Us)], and let Uy =
[1 ... k), Uz = [y1 ... yi), we compute the Hessian

V4L Vu,Val Vu,Val
VL= |(Vi,VaL) Vi L 0 (35)
(Vu,Val)" 0 V3L
where

V4L =21,
Vo, Val =[(x @ x1) ... (@ @ xp)] € R xk
Vo, Val=[y1 @ 1) ... (ye @yp)] € RE U

VH L=2A+U,U' - A* -U;U oI,

(xix] + 21|51 @] xod + xox] ... x] xpd + xpw]
o xgx1 I+ 1) TOTg + ||w2||§I oo xygxpd + xRy

|z} 1] + z1) co TR+ ||a:kH;I

VE,L=2A+UU, — A* —U;U; ) @ I,

- 2

vyl +llyillol ylyel +yeyl o yiyed S yiy]
" vyl +yiyd vyl +llwelel o yiwed Fykys

: : : ,
Lyl +y1y)! o uty el T

Note that @ denotes the Kronecker sum defined as X &Y = I ® X +Y ® I where ® is the
Kronecker product.

17
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Lemma 3. £(A,U) = 0 ifand only if By = 0 for each t € [T).

Proof. Since (A, ﬁ) is a critical point, then plugging Equation (33) into the definition of £ gives
that

T
a1 9
LAT) =5 |IBilr-
t=1
Thus £(A,U) = O ifand only if B, = 0 VL. O
Lemma 4. If VQUE(A, ﬁ) %= 0, then the eigenvectors corresponding to the non-zero eigenvalues

N AT R
of U U,  are the leading non-negative eigenvectors of A* + U Ut*—r — Aforallt € [T)].

_ N o 2 _
Proof. Consider the function f;(U;; A) = % HA* + Ut*Ut*—r -A-UU,/ ‘ . [t is simply the
F

tth summand in £ where A = A is fixed and we only consider the variable U;. Minimising f; is
identical to the problem of symmetric matrix factorization.

Using well-known properties of symmetric matrix factorization, since V ﬁ(Ut) = 0, we must have

that U, = V,T" where the columns of V; are the properly scaled eigenvectors of A* + U Ut*T —A
with non-negative eigenvalues where each column has norm equal to the square root of its corre-
sponding eigenvalue, and I' € Oy, is some orthogonal matrix. Further, if the eigenvectors cor-

foa T
responding to the non-zero eigenvalues of U, U; are not the leading non-negative eigenvectors,
then V2£,(U) # 0 by (Zhang et al., 2020). Since V2 f;(Uy;) is a diagonal block of V2L(A,U),
V2fi(U;) # 0 would imply V2L(A,U) # 0. O
Remark 2. Without loss of generality, we can assume that the eigenvectors corresponding to the

AT ~
non-zero eigenvalues of U Uy  are the leading non-negative eigenvectors of A* + U} Ut*T —A
foralli.

Lemma 5. (UQI“JJ - Ulffi) x = (U;U;T - U1*U1*T> z forall z € im(U7) + im(Us).

Proof. Recall By = 1 (ﬁl Ul —uur T - 0.0, + UQ*UQ*T). Then applying first-order sta-
tionarity and the fact that B, = —B;, we have

(UQUJ - Ull}‘f) U, (U;U;T - UfUl*T) U,

(UJJJ - Ulrjf) U, = (U;U;T - Ul*Ul*T) Us.

Corollary 5. U,U,) — U,U; and U;U; " — UU; " share an eigenbasis.

Proof. Using the lemma, any non-zero eigenvector-eigenvalue pair of IAJQUQT -U; l]'lT is also an
eigenvector-eigenvalue pair of UsU; ' — U;U; " . Denote the space defined by the span of these
eigenvectors as S. Then all other eigenvectors of U5 U5 T UUY T are orthogonal to S, so they
are also O-eigenvectors of ﬁgﬁ; -U, [le . Thus the two matrices share an eigenbasis. O

Corollary 6. dim (im U, +im U’g) < 2k—1, i.e., the set of columns of U, and U, are not linearly

independent.

Proof. Assume for contradiction that the vectors in the set § = {Uje; | i = 1,...,k} U {Use; |
i=1,...,k} are linearly independent, where e; is the ith standard basis vector in R¥.

Then note that <I]’1l71T - UQUJ) x # 0 and (U;‘U;‘T - U2*U2*T> x #0forallz € S. By

Lemma (3)), U, UlT - U, UJ and Uy U{‘T -U; U2*T agree for each vector on the 2k-dimensional

18
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space span(S). But, both rank(U, U, —U,Uy ), rank(U; Uy T —=U3U; 7) < 2k by construction.
Then by dimension counting, U, U1 —U,U] and U;U; " — U3U; " must send span{ S} to 0.
Thus, U, U1 - U, U2 and U} U -U; U2*T agree on the entire basis formed by concatenating
basis Vectors of span{ S} with those of span(S). This implies that U0 -0,U] =UU; T —
U;U; T and thus By = U,U] —U,U,] —U;U; T +U3U; " = 0. Then B, = —B; = 050 by
Lemma ,C(A, ﬁ) = 0 which is a contradiction. O

Lemma 6. U;U3 T UUY T has exactly k positive and k negative eigenvalues.

Proof. First, note that U3 UQ*T has exactly k positive eigenvalues and k& — d eigenvalues of 0. Then

U;U; " — (Urey)(Uie;)T has rank k + 1 because of the linear independence of the columns of
the combined set of columns U; and U;. Further, since we subtract (Use;)(Uie;) ', we must

be accumulating an additional negative eigenvalue relatlve to U2 U; i Continuing this process

shows that subtracting .(Ul ¢J+1)(Ul eJ.H) from U3U; " izl(U1 O(Use) T contributes
exactly one more negative eigenvalue, since U{e;11 can never be written as a linear combination
of {Ufeq,...Ufey,Uses,...Use;} for 0 < j < k. The result then follows from induction. [J

Lemma 7. rank(U,) = rank(U,) = k.

Proof. Assume for contradiction that rank(Ul) = m < k without loss of generality. Since by
Remark we assume the columns of U; are the leading k& non-negative eigenvectors of A* +
UiU;" — A=U,U] — By, this must imply that A* + U;U;" — A - U, U] = -B; <0

Plugging in the definition of By gives that 1 (Ulﬁf ~U;U T - 0,0 + UQ*UQ*T) = 0. Thus,

U, U] = UU; T + U,U)] —UsU; T = U;U;T — U3U; . This contradicts the fact from
Lemma (6) that Uy Ul*T -U; UQ*T has k positive eigenvalues. O

With this lemma, we will prove the existence of a direction of V2 £ with negative curvature. Instead
of directly working with this matrix, we instead use the Schur complement to work with a different
form.

Theorem 5. (Schur Complement) Since V% ( )

= = 0 if and only if
VL L(A,U) - (VAVU/:(A, U’)) ( 2 L(A,U) ) (VUVAc(A,U)

Define Q = VZL(A,U) — (VAVUE(A, U)) (Vi,c(A, fj))fl (VUVAL‘(A, U)).

For example, when k = 2 and letting Uy = [x1 @3], Us = [y1 y2|, we have

Q= Qu Q2
Ql; Qn
where
Qu = 2B + 1] + ||:c1H§ x| Tod + x| ]
17;—(1511 + iL’liL';r 2B + 3321:; + HCL'QHg
Q. = [—x{ I —yie]  —x]yol —yox|
—xa il —yiws  xgyol —yowy
Quy — |2B2 t o1yl + lyalls i yed + yayl 2]
vo il +y1y;  2Ba+ 92y + [y2ll;

For brevity, we do not include the full form of @ for general k. However, we can make an easy
simplification that will allow for a much cleaner expression.
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Using Corollaries (8) and (6), there is an eigenvector z of Uj U2*T — Ul*UikT with eigenvalue
A # 0 such that z € ker (ﬁzﬁ; — ﬁlﬁf ) Assume without loss of generality that A > 0,

and consider o € R2?*. Define the function g(- ;z) : R?* — R parameterized by z such that

g(a;z) = (a®2z) Q(a® z), where we partition & = [a1; @], @y, ey € RF. Then after some
algebra,

~ ~ 2
g(e:2) = |[Oran + Do ||+ A (Jleu; = laalf) (36)

We prove the existence of a € R?* & € R? such that g (a; ) < 0 considering two different cases.
Define N~ : S; — Z as the function that returns the number of negative eigenvalues of its input.

Casel: N~ <U2U2T - U1U1T> < k.
Using Corollary (6), we can pick « such that U1a1 + U2a2 =0, a1, a0 # 0.
Because N~ (ﬁgﬁg — 0,07 ) <k N~ (U3U;T —UU;T) = k, and U,0; — O, 07 and

U;U; T —U;U; T share an eigenbasis by Corollary there exists z~ € R? that is a A\~ -eigenvector
of UzUsT — UrUST, A\~ < 0, where z € ker (t}Qﬁ; — 0,07 )

Then for the same choice of «,
. . 2 2
sign (g (o 2)) = sign (llen [ — llezll3)

sign (g (s 27)) = sign (llewall? — fla]13)

Then if ||a1]|, # ||az|l,, one of the above expressions is negative and thus @Q has a negative
eigenvalue. This then implies V2L (A, U) # 0.

Otherwise |||, = [[az|,. Then g (a;z) = 0, but Vq,g(a;2) = U’ (U1d1 +Uga2> -
2 az = —2 ez # 0. Thus g(a; z) = 0 and Vg(a; z) # 0 so there exists & in an infinitesimal
neighborhood around o where g(&; 2) < 0. Thus @ has a negative eigenvalue so V2L(A,U) # 0.

Case2: N~ (ﬁgl}; - U’lUlT) = k.
Define m = dim (im(ﬁl) N im(f]g)>. By Corollary@ m > 1, so we can select orthogonal matrix

T' € Oy such that U,Te; € (im(f]l) N im(Ug)). Define y = U,Te;.

Clearly for any B € S;and R € S, N~(B) > N~ (B + R). Then since N~ (fﬁlﬁf) =k
by Lemma (7)), we have that

k=N (~-U,U)>N-(yy —OU7) =N~ <(02re1) (UQrel)T - fm&f)
> N- ((m) (ar) ' - mw) =N (007 — 007 ) =k,
Thus, N~ (yy' — U,U,") = k. But, since y € im(U; ), rank (ny . UlUlT) = k. Thus,
yy' — U] <0. (37)
Take « such that U1a1 = —y and ay = I'e;. Then
vl - 007 = (01a) (1a) -~ 0,07 (3%)
=U (] —I)U; x0. (39)
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Therefore ||, < 1.

. . 2
Then g (i 2) = ||Urc + Uzawa | + A (Jlewtll} = leal3) = A (o3~ 1) <.
If g (a; z) < 0, then we are done. Otherwise, g (a; z) = 0. Then the same analysis from Case 1

will show that Vg(a; z) # 0, so there exists & in an infinitesimal neighborhood around a where
g(a ; z) is strictly negative. This then implies our desired result.

B.5 DERIVATION OF EQUATION (6)

Recall our generative model © ~ N(0,021), € ~ N(0,02I),and y = Ajx + €, where = and €
are independent. Then,

2E[LH(A)] = E [y — Al
lAj@ + e~ Aall]

(47 — A + €3]

E
E
E
* 2 2 T *
—E[(I(4; - A} + llel; +2¢7 (47 ~ A))]
E[27(A7 - A)T (A - A)a] +E [llel3] +2E [T (4] - A))a]
Eltr(z"(Af — A) T (A7 — Apz)] + 02 +2E[e]" (Af — A)E[z] (e, x are independent)
E [tr ((A; — At)T(A* At yez )] + (by cyclic property of trace and since E[z] = 0)
=tr (A7 — A) " (A] — AYE [zz"]) + 07
= 0' tr ((14.4< At) (A* At)) 62
= o2 llA7 — Ay + 0

Thus, E[LL(A,)] = 1 (Ug A — A% + az). Then E[£N (A,)] = E[£}(A,)] by linearity of
expectation, so

1 " U 2 1 N 062
sla+uiurT -y - o (E £ (4] - 5
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C LLM TRAINING HYPERPARAMETERS

Hyperparameter Standard Retraining | Meta-LoRA-8 | Meta-LoRA-16
Learning Rate Se-5 3e-5 Se-5
Learning Rate Schedule Linear Linear Linear
Batch Size 6 4 4
Epochs 30 30 30
Optimizer AdamW AdamW AdamW
LoRA Rank N/A 8 16
LoRA Dropout N/A 0.1 Bl
LoRA Alpha N/A 16 16
Table 2: Retraining Hyperparameters
Hyperparameter Rank-% LoRA Fine-Tuning
Learning Rate 3e-5
Learning Rate Schedule Linear
Batch Size 6
Epochs 30
Optimizer AdamW
LoRA Rank k
LoRA Dropout 1
LoRA Alpha 16

Table 3: Rank-k LoRA Fine-Tuning Hyperparameters, k € {8, 16}

C.1 NOTE ON NUMBER OF TRAINABLE PARAMETERS

For simplicity assume our model architecture consisted of m layers, where each layer was parame-
terized by a d x d matrix, and we use rank-k adaptations for each layer for our Meta-LoRA objective,
where k& < d. Then the standard retraining method uses md? trainable parameters, while minimiz-
ing the Meta-LoRA objective uses m(d? + 2kdT) trainable parameters. Although Meta-LoRA
uses some additional parameters, since k is small relative to d and we work in the setting where
k(T + 1) < d, asymptotically m(d? + 2kdT) = O(md?) so the increase in trainable parameters is
minor. After running either of these retraining procedures, the fine-tuning stages are identical and
require the same number of trainable parameters no matter which retraining procedure was run.

D THEORY NOTES

D.1 NON-UNIQUENESS OF GLOBAL MIN FOR T = 2
ConsiderT' =2,k =1,d=2, A* =0, and u; = e; fort = 1,2, where e is the ,}, standard basis
vector. Clearly the ground truth perturbations w; are orthonormal and thus linearly independent.

The set of global minima of £ are (A, U) such that A = £ 23:1 (u,’{u;‘—r - ufu,T) and u;u, —

sk 1 1 T ( T

* 1
Uy Uy T s=1 (UsU,

S

) = 0. It is not hard to see that a global minimum follows

from any set values of w1, uo such that ululT — v,a2u2T = [(1) 01] . When properly parameterized,

—ulu
this system of equations defines a hyperbola where each point corresponds to a global minimum of
L.

D.2 SPURIOUS LOCAL MINIMA

We observe that for T' > 3, for certain tasks U* = (U;,Uj,Uy), it is possible to find points U
that are local minima, but not global minima. To find these points, we sample true tasks U* from a
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Figure 2: Loss does not decrease near these spurious local minima
normal distribution and use a numerical solver to find zeros of the gradient of the reduced loss

R T
Lo)y=>Y"

Through the Schur complement argument used to prove Theorem@ we can see that £ has a spurious
local minimum only if £ has a spurious local minimum.

2

1
uU -uurT -

=l

T
Y wu! -uvurh)
s=1

F

Typically, these zeros are close to the global minimum. Occasionally, it is possible to find a point U
with gradients close to 0 and with positive definite Hessians. We then confirm that these are close to
the spurious local minimum through the following argument.

Consider the function . .
r(U) = vec(U — U) "vec(VL(U)).

Clearly, there is a minimum of £ in the é-ball of U if 7(U) > 0 for all U on the boundary of the
d-ball. As r is continuous, if for some small enough ¢,y > 0 if #(U) > ~ > 0 for all U on the
e-net of the boundary of the §-ball, then there exists a spurious local minimum in the §-ball around
U. Numerically, such points and ¢, §, and y can be found which would imply that spurious local
minima exist, barring any errors due to numerical computation. To confirm, we run gradient descent
from this point and observe that the loss stays constant.

E EXAMPLE PSEUDOCODE FOR MINIMIZING [4]

Algorithm 1 Meta-Adapter Training

1: Input: Tasks Ty, t € [T, learning rate 7, number of epochs N, batches per epoch N,
2: Initialize: Model parameters Wy, Gét) forallt=1,...,T

3: for epoche = 1to N, do

4: forb=1,...,Nydo

5 fort=1,....,Tdo
6: Load next batch 3, j from 7;
7 Compute gradient ') = Vyy, o) (Z(m,y)eﬁt ,L((Per (z;W,00) ,y))
8: Update adapter parameters: 0521 — Oét) — NeGo(t)
9: end for
10: Update base parameters: W, + W, — 1, Zthl gg‘)
11:  end for
12: end for
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