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Abstract
Stance detection is a task aimed at identifying001
and analyzing the author’s stance from textual002
data. Previous studies primarily rely on ana-003
lyzing the text itself, which may not fully cap-004
ture the implicit stance conveyed by the author.005
To address this limitation, we propose a novel006
approach that involves transforming the orig-007
inal text into an artificially generated image008
and using this visual representation to aid in009
stance detection. Our approach begins by em-010
ploying a large vision-language model to gen-011
erate potential images for a given text. These012
images are carefully crafted to adhere to three013
specific criteria: relevance to the text, consis-014
tency with the target of the stance, and consis-015
tency with the stance itself. Next, we intro-016
duce a comprehensive evaluation framework017
to select the optimal image from the set of018
generated candidates. Once the optimal image019
has been selected, we introduce a multimodal020
stance detection model that leverages both the021
original textual content and the generated im-022
age to identify the author’s stance. The experi-023
mental results demonstrate the effectiveness of024
our proposed approach, and also indicates the025
importance of artificially generated images for026
stance detection.027

1 Introduction028

Stance detection is a pivotal task in the field of029

natural language processing, aimed at identifying030

and analyzing the author’s opinion or stance from031

textual data. Within this complex linguistic envi-032

ronment, the challenge of automatically and accu-033

rately categorizing these stances has emerged as a034

significant research question.035

With the advancements in deep learning tech-036

nologies, stance detection methods have made sig-037

nificant progress. These models learn rich linguis-038

tic representations through pre-training on large039

text datasets (Stodden et al., 2023; Arakelyan040

et al., 2023; Saha et al., 2024). Besides single-041

task stance detection models, multi-task learning042
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Figure 1: An example of artificial image generation for
stance detection.

frameworks have also been proposed to enhance 043

model performance (Chai et al., 2022). More 044

recently, Gatto et al. (2023) introduced chain- 045

of-thought embedding, which embeds reasoning 046

text into stance detection process, enhancing the 047

model’s ability to identify implicit stances. 048

Although these deep learning models have 049

shown strong capabilities in stance detection, they 050

still mainly rely on single text modality, which 051

may not fully capture the implicit stance. When 052

humans understand and interpret the world, they 053

often rely on the integrated information of multi- 054

ple sensory inputs, such as vision, hearing, lan- 055

guage, etc. As a result, methods that incorpo- 056

rate multimodal information are able to capture 057

complex patterns in the data more comprehen- 058

sively (Baltrušaitis et al., 2018; Hu et al., 2022; 059

Liang et al., 2024). 060

However, these multimodal stance detection 061

methods depend on user-generated images, which 062

may not consistently capture the crucial expres- 063

sions of stance or the intended target. This issue 064

arises when the images include irrelevant compo- 065

nents, like celebrities or objects that are not di- 066

rectly pertinent to the topic at hand. Furthermore, 067

not all posts include user-generated images, which 068

limits the applicability of these multimodal ap- 069

proaches in certain cases. 070

1



I m now 70 and have had a

great life and the last...

Candidate Image Generation

Relevance Criteria

Target

 Consistency Criteria

Stance 

Consistency Criteria

Original Text

Candidate Image Set

Relevance 

Score

Target 

Consistency 

Score

Stance 

Consistency 

Score

Graph-based 

Reranking

Image Quality Assessment

Artificial Image

Multimodal

Stance Detection

Against

Target

Stay at Home 

Order

Figure 2: Overview of proposed model.

To address the above limitations, we propose071

transforming the original text into an artificially072

generated image and utilizing this visual repre-073

sentation for stance detection. As shown in Fig-074

ure 1, a skillfully designed artificially generated075

image effectively communicates the same stance076

as the original text. As a result, comprehending077

the stance becomes significantly more straightfor-078

ward when presented in an artificially generated079

image format compared to the text alone. Never-080

theless, creating such an image poses a challenge.081

It is imperative that the image encapsulates both082

the stance and target information from the origi-083

nal text, while simultaneously being easily com-084

prehensible.085

In our study, we initially employ a large vision-086

language model to generate potential images for087

a given original text. The generation process ad-088

heres to three specific criteria: relevance, target089

consistency, and stance consistency with the orig-090

inal text. By following these criteria, the gener-091

ated candidate images are designed to contain the092

same stance as the original text while also being093

comprehensive and easy to understand. To se-094

lect the optimal artificially generated image from095

the candidate set, we introduce a comprehensive096

evaluation framework. This framework incorpo-097

rates multiple scoring metrics and a sophisticated098

graph-based method. The scoring metrics assess099

the quality and accuracy of the candidate images,100

while the graph-based method considers their se-101

mantic relationships. Through this meticulous102

evaluation process, we identify and choose the103

most optimal image that best retain the core mean-104

ing of the original text.105

Furthermore, we introduce a multimodal stance106

detection model that leverages both the original 107

textual content and the accompanying generated 108

image to identify stance. The experiment results 109

indicate that our proposed approach significantly 110

enhances performance. This results also under- 111

scores the advantageous role played by the gen- 112

erated image in improving stance detection accu- 113

racy. 114

2 Related Works 115

With the rapid advancement of deep learning tech- 116

nologies, stance detection has witnessed substan- 117

tial improvements. These sophisticated models 118

acquire extensive linguistic knowledge by pre- 119

training on vast text datasets (Stodden et al., 2023; 120

Arakelyan et al., 2023; Saha et al., 2024). 121

Recent research has focused on addressing 122

these limitations. For instance, Stodden et al. 123

(2023) employed a masked language model to pre- 124

dict the likelihood of conjunctions within the text 125

by temporarily removing (masking) them and then 126

estimating their probabilities. Furthermore, Saha 127

et al. (2024) combined stance detection with ex- 128

planation generation by constructing argumenta- 129

tion dependency trees. 130

In addition to textual analysis, multimodal 131

stance detection has also gained momentum. 132

Liang et al. (2024) creates five new multimodal 133

stance detection datasets of different domains 134

based on Twitter, in which each example consists 135

of a text and an image. Unlike datasets that focus 136

on individual text-image pairs, Niu et al. (2024) 137

introduced a new multimodal multi-turn conver- 138

sational stance detection dataset that captures the 139

natural multi-party conversational context occur- 140

ring on social media. In terms of methodology, 141
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Liang et al. (2024) designed specific prompts tai-142

lored to the target and input them into pretrained143

language and vision models. This allowed them to144

extract features that contain target-specific stance145

information, further enhancing the performance of146

stance detection.147

Our proposed method differs from previous148

studies that rely on user-generated images. In-149

stead, we utilize a text-to-image model to gen-150

erate artificially generated images related to the151

text. These generated images, along with the orig-152

inal text, are then fed into a large vision-language153

model for stance detection. By doing so, we aim to154

fully exploit the complementary information pro-155

vided by both text and artificially generated im-156

ages, thereby improving the accuracy and robust-157

ness of stance detection.158

3 Proposed Model159

As shown in Figure 2, we present a novel method160

for stance detection, designed to generate an artifi-161

cial image from the original text. Our approach is162

structured into three key stages: In the initial stage,163

we generate a diverse array of candidate images.164

We achieve this by employing a range of crite-165

ria, ensuring that the resulting images maintaining166

consistency with the stance and target expressed in167

the original text. We then introduce a comprehen-168

sive evaluation framework with a graph re-ranking169

algorithm to assess the quality and accuracy of the170

candidate images, and select the most optimal ar-171

tificial image that best retains the core meaning of172

the original text. In the final stage, we propose173

multimodal stance detection model to detect the174

stance through the original text and generated im-175

age.176

3.1 Candidate Image Generation177

We commence by delineating the methodology178

for generating a candidate image set from origi-179

nal text for stance detection. Given an original180

text, we employ a robust vision-language model181

to produce potential images that conform to three182

explicit criteria. These criteria are enumerated as183

follows:184

• Relevance (CR): The generated candidate185

images must be pertinent to the content of the186

original text.187

• Target Consistency (CT ): The generated188

candidate images should incorporate the189

identical target information as that found in 190

the original text. 191

• Stance Consistency (CS): The stance con- 192

veyed by the generated candidate images 193

should align with those expressed in the orig- 194

inal text. 195

By strictly adhering to these criteria, the resultant 196

candidate images are ensured to encapsulate the 197

same stance information as the original text, while 198

also being comprehensive and easily comprehen- 199

sible. 200

We further design a dynamic multi-output algo- 201

rithm aimed at generating a set of candidate im- 202

ages that adhere to the above criteria. The central 203

tenet of this algorithm is the dynamic generation 204

of images at various stages throughout the process. 205

This methodology enables the candidate images to 206

diverge and encapsulate distinct aspects of the cri- 207

teria. By employing this approach, our algorithm 208

ensures that each candidate image is tailored to 209

meet specific criteria, thereby fostering a diverse 210

and comprehensive set of images. The algorithm 211

is shown as Algorithm 1. 212

The algorithm enriches the content of images 213

from multiple dimensions by integrating text, tar- 214

get, and predicted stance. However, due to the lack 215

of necessary contextual information and back- 216

ground knowledge in tweets, it is challenging for 217

text-to-image models to accurately grasp the top- 218

ics discussed in the tweets. To address this is- 219

sue, we employ ChatGPT to generate clearer and 220

more comprehensible image descriptions, thereby 221

enhancing the understandability of the image con- 222

tent. Specifically, we first generate the stance and 223

sentiment of the tweet using a finetuned LLM. 224

Then, based on the criteria of CR, CT , and CS , 225

we design a prompt into which we inject the orig- 226

inal text along with target, stance, and sentiment 227

information. We further input this into ChatGPT 228

to obtain suitable image descriptions. We can de- 229

sign different prompts based on different criteria to 230

obtain images that contain different information. 231

The implement detail of candidate images genera- 232

tion can be found in Appendix A. 233

3.2 Image Quality Assessment 234

After generating a set of candidate images, we 235

must ascertain which one is the most optimal. 236

Based on the specific criteria delineated in the pre- 237

ceding subsection, we propose a suite of scoring 238
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Algorithm 1 Dynamic multi-output algorithm for candidate image generation

1: Input: Original text T , Target G
2: Output: Set of candidate images S
3: Predict stance S and sentiment M from T by a finetuned LLM
4: Define combinations from three criteria:
5: CR: Input T to generate candidate images related to the original text content
6: CT : Input T and M to generate candidate images containing the target information
7: CS : Input T , G, S or T , G, S, M to generate candidate images conveying the stance information
8: For each combination C:
9: Input C to a text-to-image model to generate images S1

10: Input C to ChatGPT to generate corresponding image descriptions
11: Input the generated image descriptions to the text-to-image model to generate images S2

12: S ← S + S1 + S2

13: Return: Candidate images S

metrics to evaluate these candidate images and ul-239

timately select the most suitable one. These scor-240

ing metrics are designed to consider multiple fac-241

tors, including clarity, conciseness, accuracy, and242

fidelity to the original meaning.243

Relevance Score SR: Initially, we leverage a244

large vision-language models to gauge the rele-245

vance between the candidate image and the origi-246

nal text. In particular, we employ CLIP (Radford247

et al., 2021), a multimodal model that learns the248

association between images and text through con-249

trastive learning. We encode both the candidate250

image and the text into vector representations us-251

ing CLIP, and then calculate the cosine similarity252

between these two vectors,253

SR =
I ·T

∥I∥2∥T∥2
(1)254

where I and T represent the vector representations255

of the image and text, respectively.256

Target Consistency Score ST : is a metric de-257

signed to evaluate how well a candidate image258

aligns with the target information described in the259

original text. This score is determined through260

a two-step process involving a vision-language261

model.262

In the first step, the candidate image and the263

original text are input into the vision-language264

model to determine if the image accurately reflects265

the target information in the text. This results in a266

binary response, RTI
, where “yes” indicates con-267

sistency and “no” indicates inconsistency.268

In the second step, the candidate image is again269

input into the vision-language model to generate a270

caption for the image. This caption and the orig-271

inal text are then input into ChatGPT, which as-272

sesses whether the caption is relevant to the tar- 273

get information in the text. This also results in a 274

binary response, RTC
, with “yes” indicating rele- 275

vance and “no” indicating irrelevance. 276

The final Target Consistency Score ST is cal- 277

culated as a weighted sum of RTI
and RTC

, with 278

the weight determined by a trainable parameter α. 279

The formula for ST is: 280

ST = αRTI
+ (1− α)RTC

(2) 281

Stance Consistency Score SS: Furthermore, 282

we employ a vision-language model to evaluate 283

the stance consistency of the candidate images. 284

Initially, both the candidate image and the origi- 285

nal text are input into the vision-language model 286

to determine if the image accurately reflects the 287

stance. The vision-language model then provides 288

a binary response, denoted as RSI
(yes/no), which 289

serves as an indicator of the candidate image’s ap- 290

propriateness in terms of its stance alignment with 291

the original text. 292

Subsequently, we adopt a similar approach to 293

that used in calculating ST to obtain captions for 294

the image. These captions, along with the orig- 295

inal text, are then input into ChatGPT to assess 296

whether they reflect the stance expressed in the 297

original text. This process yields another binary 298

response, denoted as RSC
(yes/no). 299

The final Stance Consistency Score SS is com- 300

puted as a weighted sum of RSI
and RSC

, with 301

the weight determined by a trainable parameter α. 302

The formula for SS is as follows: 303

SS = βRSI
+ (1− β)RSC

(3) 304
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Algorithm 2 Graph-based candidate images re-
ranking

1: Input: Graph G = (V,E), damping factor
µ = 0.85

2: Output: The image node v∗ ∈ V with the
highest value.

3: PR(v)← SR(v)+ST (v)+SS(v)
3 ,∀v ∈ V

4: repeat
PR(v)← (1− µ) + µ

∑
u∈In(v)

PR(u)
out(u)

∀v ∈ V , where In(v) is the set of incoming
nodes and out(u) is the number of outgoing
edges from node u
until
maxv∈V |PRnew(v)− PRold(v)| < 10−6

5: v∗ ← argmaxv∈V PR(v)
6: return v∗

3.3 Graph-based Images Re-ranking305

After evaluating the candidate images using the306

above three types of point-wise metrics, we pro-307

pose a graph-based approach (Page et al., 1999) to308

collectively re-rank all the candidates and choose309

the most optimal artificial image . The algorithm310

is shown as Algorithm 2.311

In this method, each node in the graph repre-312

sents a candidate image, and its value is deter-313

mined by the sum of the three point-wise metrics314

for that image. The weight of the edge between315

two nodes corresponds to the semantic similarity316

between the two candidate images. To identify the317

most optimal image, we employ a graph-based al-318

gorithm that involves a random walk across the319

entire graph. The goal of this random walk is to320

locate the node with the highest score, which is321

then selected as the most optimal artificial image.322

This approach takes into account not only the indi-323

vidual scores of the images but also their semantic324

relationships with other images in the set, provid-325

ing a more comprehensive evaluation of the candi-326

dates. The implement detail of image quality as-327

sessment and graph-based images re-ranking can328

be found in Appendix B.329

3.4 Multimodal Stance Detection330

After obtaining the appropriate image, we propose331

a multimodal stance detection model to integrate332

the original text and the generated image jointly.333

Specifically, we design prompt P based on the334

content of the text and the generated image:335

P = <ImageHere> Given the Tweet and336

the Target picture, what is the stance to- 337

wards Target. 338

Here, <ImageHere> represents the placeholder for 339

the image. 340

We then employ a Large Language Model as a 341

text encoder to obtain textual hidden representa- 342

tions Ht. 343

Ht = Encode(P ) (4) 344

We utilize the Vision Transformer (ViT) to ob- 345

tain visual hidden representations Hv from the im- 346

age I . 347

Hv = V iT (I) (5) 348

We concatenate them to form our multimodal 349

hidden representations H . 350

H = Hv ⊕Ht (6) 351

Given the fused hidden representations H = 352

h1, . . . , h|h| as input, the model outputs the lin- 353

earized representation y = y1, . . . , y|y|. At the i-th 354

step of generation, the decoder predicts the i-th to- 355

ken yi in linearized form, and the decoder state hdi 356

is as follows, 357

yi, h
d
i = Decoder

([
hd1, . . . , h

d
i−1

]
, yi−1

)
(7) 358

The overall conditional probability p (y | x) is 359

computed by multiplying the probabilities of each 360

p (yi | y<i, x): 361

p (y | x) =
|y|∏
i=1

p (yi | y<i, x) (8) 362

3.5 Objective Function 363

The objective functions is to maximize the output 364

stance S probability given the text X . Therefore, 365

we optimize the negative log-likelihood loss func- 366

tion: 367

L = − 1

|τ |
∑

(X,S)∈τ

log p(S | X; θ) (9) 368

where θ is the model parameters, and (X,S) is a 369

input-output pair in training set τ , then 370

log p(T | X; θ) =
m∑
i=1

log p (ti | t1, t2, . . . , ti−1, X; θ)
(10) 371

where p (ti | t1, t2, . . . , ti−1, X; θ) is calculated 372

by the decoder. 373
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Model
Semeval-16 Covid-19

Ffavor Fagainst Favg Ffavor Fagainst Favg

BERT 0.640 0.757 0.698 0.729 0.676 0.703
RoBERTa 0.651 0.773 0.712 0.768 0.762 0.765
Flan-T5 0.666 0.768 0.717 0.793 0.744 0.769
LlaMA3 0.796 0.808 0.802 0.846 0.850 0.848
GPT-4o-mini 0.717 0.715 0.716 0.544 0.626 0.858
InternLM-TextOnly 0.772 0.811 0.792 0.865 0.821 0.843
MTIN - - 0.703 - - 0.679
Stanceformer 0.653 0.776 0.715 0.779 0.769 0.774
PSDCOT 0.672 0.775 0.723 0.786 0.776 0.781
TR-Tweet-COT 0.701 0.787 0.744 0.844 0.804 0.824
Ours 0.804 0.833 0.818 0.882 0.847 0.865

Table 1: Comparison with different baselines.

Semeval-16 Covid-19
Train 2,520 4,532
Dev 294 800
Test 1,249 800

Table 2: Statistics of dataset.

4 Experiments374

In this section, we will introduce the dataset, ex-375

perimental setup, evaluation metrics, and base-376

lines. We also report the main findings in this377

section and conduct additional experiments to378

demonstrate the effectiveness of the method.379

4.1 Data and Setting380

We conducted experiments on two stance detec-381

tion datasets: Semeval-16 (Mohammad et al.,382

2016) and Covid-19 (Glandt et al., 2021). Both383

datasets categorize stances into three classes: fa-384

vor, against, and none. Since the original Semeval-385

16 dataset does not have a validation set, we follow386

the setup of Barbieri et al. (2020) to partition the387

validation set. The statistical information of the388

datasets is shown in Table 2.389

We finetune InternLM-XComposer2-VL (Dong390

et al., 2024) using the LoRA technique as our base391

model. This model is also used for the calculation392

of ST and SS . The learning rate in the main exper-393

iment is set to 1e-4. We selected Stable-Diffusion-394

3 (Esser et al., 2024) as the text-to-image model.395

Our experiments are carried out with one NVIDIA396

GeForce RTX 4090 GPU.397

Following Mohammad et al. (2016), we record398

Favg, where Favg is the macro average of the F1 399

scores for favor and against. We report results av- 400

eraged over three runs. 401

4.2 Main Results 402

We initially benchmarked our method against sev- 403

eral established baselines, including BERT (De- 404

vlin et al., 2019), RoBERTa (Loureiro et al., 405

2022), and T5 (Chung et al., 2022), which 406

have demonstrated strong performance across 407

various NLP tasks. Subsequently, we evalu- 408

ated our approach against Large Language Mod- 409

els (LLMs) such as LlaMA3 (Dubey et al., 410

2024), InternLM-TextOnly, and GPT-4o-mini1, 411

which are known for their extensive capabil- 412

ities and scalability. Finally, we contrasted 413

our method with state-of-the-art stance detec- 414

tion techniques, specifically MTIN (Chai et al., 415

2022), which incorporates a multi-task interac- 416

tion module to capture word-level interactions be- 417

tween tasks, TR-Tweet-COT (Gatto et al., 2023), 418

which integrates Chain-of-Thought (COT) reason- 419

ing into a RoBERTa-based stance detection frame- 420

work by introducing COT embeddings, Stance- 421

former (Garg and Caragea, 2024), which intro- 422

duces a target-awareness matrix into the trans- 423

former architecture to enhance attention to targets, 424

and PSDCOT (Ding et al., 2024), which acquires 425

knowledge through the chain-of-thought method 426

and integrates it using a multi-prompt learning net- 427

work. 428

As shown in Table 1, these text-based stance 429

1https://openai.com/index/
hello-gpt-4o/
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Model Semeval-16 Covid-19
Text Only 0.792 0.843
Text

+ Image(Oringial) 0.800 0.852
+ Image(CR) 0.802 0.853
+ Image(CT ) 0.805 0.855
+ Image(CS) 0.811 0.855

Ours 0.818 0.865

Table 3: The influence of different candidate image
generation methods. “Original” represents images gen-
erated solely from the original text.

detection models exhibited commendable perfor-430

mance in stance detection tasks. Notably, the431

InternLM-TextOnly model stand out due to its ex-432

ceptional language understanding and represen-433

tation capabilities. Furthermore, our proposed434

model significantly outperform all the baselines435

(p < 0.05), demonstrating the effectiveness of436

our approach. These results underscore the impor-437

tance of integrating generated images into stance438

detection, highlighting the added value of multi-439

modal information in enhancing the accuracy of440

stance detection tasks.441

4.3 Impact of Candidate Image Generation442

Methods443

We subsequently investigated the impact of vari-444

ous candidate image generation methods, as dis-445

cussed in Section 3.1.446

As shown in Table 3, the incorporation of arti-447

ficially generated image, whether derived directly448

from the original text or processed through diverse449

image generation methods, markedly enhances the450

model’s performance. This underscores the cru-451

cial role of generated image in boosting model ac-452

curacy. Notably, when stance consistency CS is453

considered, the model outperforms all other crite-454

ria. Furthermore, our proposed model, which in-455

tegrates all types of criteria, achieves the optimal456

performance. This suggests that effectively com-457

bining multiple candidate image generation meth-458

ods is essential for obtaining the best results.459

4.4 Impact of Image Assessment Strategies460

We subsequently carried out a series of ablation461

experiments to delve deeper into the importance462

of image quality assessment strategies, where SR,463

ST , SS have been discussed in Section 3.2, and464

GraphRanking has been discussed in Section 3.3.465

Model Semeval-16 Covid-19
Ours 0.818 0.865

-SR 0.811 0.859
-ST 0.808 0.851
-SS 0.811 0.856
-GraphRanking 0.807 0.860

Table 4: The contribution of image quality assessment.

Model Semeval-16 Covid-19
Text Only 0.792 0.843
Ours 0.818 0.865
Bert 0.698 0.703
Bert+ResNet 0.707 0.715
T5 0.717 0.769
T5+ViT 0.726 0.783

Table 5: Influence of different multimodal models.

As shown in Table 4, the results highlight the 466

beneficial impact of these assessment strategies 467

and the graph re-ranking algorithm in boosting the 468

model’s overall performance. If any one of these 469

components is removed, the performance of the 470

model decreases compared to the complete ver- 471

sion. 472

4.5 Results of Different Multimodal Models 473

We conducted further experimental research to in- 474

vestigate the efficacy of artificially generated im- 475

ages with different multimodal models. The ex- 476

periment are categorized into three distinct groups. 477

In the first group, all models are based on the 478

InternLM-XComposer2-VL architecture. The pri- 479

mary difference among them is the type of input 480

data utilized: one subset of models receives only 481

text data, while the other subset receives both text 482

and image data (Ours). For the second group, the 483

text-based model employs Bert, while the mul- 484

timodal model combined Bert with ResNet (He 485

et al., 2016). In this configuration, Bert is re- 486

sponsible for extracting text features, and ResNet 487

was used to extract image features. In the third 488

group, the text-based model utilizes T5, and the 489

multimodal model is a combination of T5 and ViT 490

(Dosovitskiy, 2020). 491

The experimental results, presented in Table 5, 492

demonstrate that the models incorporating artifi- 493

cially generated images outperform the basic tex- 494

tual models across all the multimodal models. 495

This not only highlights the effectiveness of the 496
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I’m now 70 and have had a great life and the last 
thing I want is to be complicit in removing the 
freedom and liberty I have enjoyed , taken away 
from all future generations. #over50s
Target: Climate Change is a Real Concern 

Original Text

Artificial Image

w/o Image w Image

None Favor

We live in a sad world when wanting equality 
makes you a troll

Target: Feminist Movement 

Original Text

Artificial Image

Against Favor

Figure 3: Examples of case study.

Model ImageArg
Text 0.852

+Original Image 0.864
+Generated Image 0.870

Table 6: Comparison with original images.

artificially generated images but also proves their497

universality, as they can be successfully utilized in498

various multimodal models.499

4.6 Comparison with Original Images500

We further validate the efficacy of the artificially501

generated images against original images using502

the ImageArg dataset (Liu et al., 2022), a mul-503

timodal stance detection dataset that categorizes504

stances into two classes: Support and Oppose.505

As illustrated in Table 6, the results indicate that506

the model’s performance was enhanced with the507

incorporation of images. Notably, the use of ar-508

tificially generated images outperformed the use509

of original images. This outcome suggests that the510

artificially generated images are able to more com-511

prehensively represent or complement the textual512

content, thereby conveying the user’s stance more513

accurately.514

4.7 Case Study515

To gain a more intuitive understanding of the ben-516

efits of generated artificial images in stance detec-517

tion tasks, we conduct a case study in Figure 3.518

In the first example, the inclusion of the gen-519

erated artificial image visually strengthen the link520

between the original text and the target, making521

the stance more apparent and thus leading to a cor-522

rect classification as favor when the image was in-523

cluded. In the second example, the words “sad” 524

and “troll” in the original text might suggest a 525

stance of against; however, an image depicting a 526

confident woman provides additional context, re- 527

sulting in a correct prediction. From the provided 528

examples, it is evident that generated artificial im- 529

ages can resolve ambiguities and enrich the infor- 530

mation available, thereby enhancing the model’s 531

classification effectiveness. 532

5 Conclusion 533

In this study, we propose a novel approach that in- 534

volves transforming the original text into an ar- 535

tificially generated image and using this visual 536

representation to aid in stance detection. Our 537

approach begins by employing a large vision- 538

language model to generate potential images for 539

a given text. Next, we introduce a comprehen- 540

sive evaluation framework to select the optimal 541

artificial image from the set of generated candi- 542

dates. Once the optimal artificial image has been 543

selected, we introduce a multimodal stance detec- 544

tion model that leverages both the original textual 545

content and the accompanying generated image 546

to identify the author’s stance. The experimental 547

results demonstrate the effectiveness of our pro- 548

posed approach, and also indicates the importance 549

of generated images for stance detection. 550

Limitations 551

The proposed study, which involves transforming 552

original text into artificially generated images to 553

aid in stance detection, represents a novel and in- 554

novative approach. However, the limitation of this 555

study is the computational resources required to 556

generate and evaluate the artificial images. The 557

8



process of generating potential images using a558

large vision-language model and then selecting the559

optimal image through a comprehensive evalua-560

tion framework can be computationally intensive.561
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A Implement Detail of Candidate Image712

Generation713

We demonstrate the implement detail of candidate714

image generation process with the following data:715

Text: I’m now 70 and have had a great716

life and the last thing I want is to be717

complicit in removing the freedom and718

liberty I have enjoyed , taken away from719

all future generations. #over50s720

Target: Stay at Home Orders721

We first fine-tuned InternLM-XComposer2-VL 722

to predict the stance and sentiment of each text. 723

Then, based on the criteria CR, CT , and CS , as 724

well as the original text and the predicted stance 725

and sentiment, we prepare five types of prompts, 726

namely prompt1-prompt5, as shown in Table 7 727

In addition, we expanded these prompts using 728

ChatGPT to obtain more detailed prompts namely 729

prompt6-prompt9, as shown in Table 7. The 730

expansion process is shown in Table 8. Sub- 731

sequently, we input these prompts into Stable- 732

Diffusion-3 and generate nine images. 733

B Implement Details of Image Quality 734

Assessment 735

After obtaining the candidate images, we evaluate 736

the quality of the generated images using a multi- 737

modal assessment framework. The evaluation sys- 738

tem is based on CR, CT , and CS . The VLM men- 739

tioned below is InternLM-XComposer2-VL. 740

Relevance Score SR 741

We first extract the features of the original text and 742

the generated images using the CLIP model, then 743

compute their cosine similarity to obtain the score 744

SR. 745

Target Consistency Score ST 746

Next, we generate a caption for each image using 747

the VLM. The prompt input to the VLMis as fol- 748

lows: 749

<ImageHere> Please provide a caption 750

for the image that includes details about 751

the scene, people, actions, expressions, 752

and background. If there is any text in 753

the image, please incorporate that into 754

the caption as well. 755

The generated caption is as shown in the Ta- 756

ble 9. Then, based on the target consistency cri- 757

teria, we input the original text and the image into 758

the VLM to ask whether the image is related to the 759

target: 760

<ImageHere> Given the tweet text, tar- 761

get target and the image, whether the 762

image is related to the target, reply with 763

’yes’ or ’no’. 764

We will receive a ’yes’ or ’no’ response RTI
. 765

Subsequently, we input the generated caption into 766

ChatGPT to ask whether the caption is related to 767

the target: 768
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Criteria Prompt Generated
Image

prompt1 CR I m now 70 and have had a great life and the last thing I want
is to be complicit in removing the freedom and liberty I have
enjoyed , taken away from all future generations. #over50s

prompt2 CT Stay at Home Orders: I m now 70 and have had a great life and
the last thing I want is to be complicit in removing the freedom
and liberty I have enjoyed , taken away from all future genera-
tions. #over50s

prompt3 CS Against Stay at Home Orders: I m now 70 and have had a great
life and the last thing I want is to be complicit in removing the
freedom and liberty I have enjoyed , taken away from all future
generations. #over50s

prompt4 CS Negative and Against Stay at Home Orders: I m now 70 and
have had a great life and the last thing I want is to be complicit
in removing the freedom and liberty I have enjoyed , taken
away from all future generations. #over50s

prompt5 CS Against Stay at Home Orders

prompt6 CR In the image, an elderly man is sitting on a chair in a park, smil-
ing and looking directly at the camera. He is wearing a blue
shirt and jeans. In the background, there are children playing,
with one of them holding a frisbee. The scene appears to be a
sunny day, as indicated by the bright lighting and shadows.

prompt7 CT An older man is sitting on a brown couch, wearing a gray
sweater and green pants. He has his hands clasped together in
front of him, looking deep in thought with a serious expression
on his face. The room features white walls and a window with
blinds, providing a neutral background for the scene.

prompt8 CS An older man with a blue shirt stands in front of a window,
looking out at the view. He is standing next to a table filled with
various items such as figurines and picture frames. The room
has a warm atmosphere, and the sunlight streaming through the
window illuminates the scene

prompt9 CS An older man is sitting in a chair, watching the news on a tele-
vision that is placed on a wooden cabinet. The TV screen dis-
plays an advertisement for a phone order service with the text
S̈izz-a-fast phone orders - Lost freedom

Table 7: The prompts and generated images in candidate image generation process.
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prompt output
Please expand the following Tweet into a de-
tailed visual description. Describe the scene in
terms of colors, objects, people, and other vi-
sual elements.Tweet: I m now 70 and have had
a great life and the last thing I want is to be
complicit in removing the freedom and liberty
I have enjoyed , taken away from all future
generations. #over50s

In the image, an elderly man is sitting on a chair
in a park, smiling and looking directly at the
camera. He is wearing a blue shirt and jeans.
In the background, there are children playing,
with one of them holding a frisbee. The scene
appears to be a sunny day, as indicated by the
bright lighting and shadows.

Please expand the following Tweet related to
Target Stay at Home Orders into a detailed vi-
sual description. Describe the scene in terms
of colors, objects, people, and other visual ele-
ments. The generated image description should
maintain the same stance towards the Target as
the original Tweet.Tweet: I m now 70 and have
had a great life and the last thing I want is
to be complicit in removing the freedom and
liberty I have enjoyed , taken away from all
future generations. #over50s

An older man is sitting on a brown couch, wear-
ing a gray sweater and green pants. He has his
hands clasped together in front of him, looking
deep in thought with a serious expression on his
face. The room features white walls and a win-
dow with blinds, providing a neutral background
for the scene.

Please expand the following Tweet related to
Target Stay at Home Orders into a detailed
visual description. The Tweet’s stance on tar-
get Stay at Home Orders is Against. Describe
the scene in terms of colors, objects, people,
and other visual elements. The generated image
description should maintain the same stance to-
wards the Target as the original Tweet.Tweet: I
m now 70 and have had a great life and the
last thing I want is to be complicit in remov-
ing the freedom and liberty I have enjoyed
, taken away from all future generations.
#over50s

An older man with a blue shirt stands in front of
a window, looking out at the view. He is stand-
ing next to a table filled with various items such
as figurines and picture frames. The room has
a warm atmosphere, and the sunlight streaming
through the window illuminates the scene

Please expand the following Tweet related to
Target Stay at Home Orders into a detailed vi-
sual description. The Tweet’s stance on target
Stay at Home Orders is Against, and its senti-
ment is negative. Describe the scene in terms
of colors, objects, people, and other visual ele-
ments. The generated image description should
maintain the same stance towards the Target as
the original Tweet.Tweet: I m now 70 and have
had a great life and the last thing I want is
to be complicit in removing the freedom and
liberty I have enjoyed , taken away from all
future generations. #over50s

An older man is sitting in a chair, watching the
news on a television that is placed on a wooden
cabinet. The TV screen displays an advertise-
ment for a phone order service with the text
S̈izz-a-fast phone orders - Lost freedom

Table 8: The process of prompt expanding for candidate image generation.
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Given the following caption, please de-769

termine whether it is related to the target770

target. Only respond with ’yes’ or ’no’.771

caption: caption772

Similarly, we will receive a ’yes’ or ’no’ re-773

sponse RTC
. For the responses RTI

and RTC
, each774

’yes’ is scored 5 points, and each ’no’ is scored 0775

points. The sum of these two responses constitutes776

the score ST .777

Stance Consistency Score SS778

Next, based on the stance consistency criteria, we779

input the original text and the image into the VLM780

to ask whether the stance of the image aligns with781

the stance of the original text:782

<ImageHere> Given the tweet text, tar-783

get target and the image, whether the784

image can reflect the stance of the tweet785

towards the target, reply with ’yes’ or786

’no’.787

We will receive a ’yes’ or ’no’ response RSI
.788

Then, we input the generated caption into Chat-789

GPT to ask whether the stance of the caption790

aligns with the original text:791

Given the following caption and text,792

please determine whether the stance of793

the caption towards the target is consis-794

tent with the original text. Only respond795

with ’yes’ or ’no’. caption: caption.796

original text: text797

We will receive a ’yes’ or ’no’ response RSC
.798

For the responses RSI
and RSC

, each ’yes’ is799

scored 5 points, and each ’no’ is scored 0 points.800

The sum of these two responses constitutes the801

score SS .802

Graph-based Images Re-ranking803

Finally, the arithmetic mean of SR, ST , and SS is804

the score of the image. Specific scores are shown805

in Table 10. We treat each image as a vertex,806

where the value of the vertex is the image’s score,807

and the edges represent the similarity between im-808

ages. After applying Algorithm 2, we obtain the809

optimal image.810
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caption
P1 The image captures an older woman with gray hair, wearing a blue jacket and earrings, stand-

ing in a field of tall grass. She is smiling at the camera, exuding a sense of joy and content-
ment. The background reveals a vast landscape of dry grassland, suggesting that she might be
enjoying a peaceful walk or appreciating nature’s beauty

P2 An older woman is sitting at a wooden table, holding a piece of paper that reads S̈herman Car-
pet, Genuine Pile, 70 % Polyester, 30% Polyamide, 1.5mm Pile Height

P3 The image features an older woman standing in a park-like setting. She is wearing a blue
blouse and a black jacket, with her hands clasped in front of her. The woman appears to be
smiling as she looks towards the camera. In the background, there are trees and a building visi-
ble.

P4 An older woman, wearing a blue sweater and a necklace, is sitting at a table with a glass of
beer in front of her. She is writing in a book with a yellow pen while smiling. The background
features lush greenery and trees.

P5 The image features a white garage door with red text that reads ÖIT STAYT HOMIE ORDER
ORDIT MI - BREICMR 14. DE.SATAT.̈ The door is closed, and there are no people or actions
taking place in the scene. The background consists of a yellow wall and some greenery on the
left side.

P6 In the image, an elderly man is sitting on a chair in a park, smiling and looking directly at the
camera. He is wearing a blue shirt and jeans. In the background, there are children playing,
with one of them holding a frisbee. The scene appears to be a sunny day, as indicated by the
bright lighting and shadows.

P7 An older man is sitting on a brown couch, wearing a gray sweater and green pants. He has his
hands clasped together in front of him, looking deep in thought with a serious expression on his
face. The room features white walls and a window with blinds, providing a neutral background
for the scene.

P8 An older man with a blue shirt stands in front of a window, looking out at the view. He is
standing next to a table filled with various items such as figurines and picture frames. The room
has a warm atmosphere, and the sunlight streaming through the window illuminates the scene.

P9 An older man is sitting in a chair, watching the news on a television that is placed on a wooden
cabinet. The TV screen displays an advertisement for a phone order service with the text S̈izz-
a-fast phone orders - Lost freedom

Table 9: The generated caption for ST and SS .

SR RTI
RTC

RT RSI
RSI

RS score
P1 18.43 no no 0 no no 0 6.14
P2 18.02 no no 0 yes no 5 7.67
P3 17.24 no no 0 no no 0 5.75
P4 17.29 no no 0 no no 0 5.76
P5 14.75 no yes 5 no no 0 6.58
P6 17.95 no no 0 no no 0 5.98
P7 17.46 no no 0 no no 0 5.82
P8 18.41 no no 0 no no 0 6.14
P9 14.82 no no 0 yes no 5 6.61

Table 10: The Initial scores of candidate images in graph-based images re-ranking.
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