
HALLUATTACK: Mitigating Hallucinations in LLMs via Counterfactual
Instruction Fine Tuning

Anonymous EMNLP submission

Abstract

LLMs encapsulate a vast range of world knowl-001
edge with huge mount of pretraining data.002
While these models have demonstrated remark-003
able capabilities in various applications, they004
are prone to generating content infused with005
hallucinations, compromising the trustworthi-006
ness of their output. This phenomenon raises007
concerns of LLM applications, particularly008
when the dissemination of misleading informa-009
tion can have detrimental impacts. In this pa-010
per, we propose a simple yet effective method011
called HALLUATTACK which generates high012
quality counterfactual instruction data in order013
to reduce the hallucinations. We observe that014
these counterfactual instruction data can un-015
lock the self-reflection ability of LLMs, and016
the LLMs will use knowledge learnt from pre-017
training phase more accurately. We conducted018
experiments across multiple open-source LLMs019
to evaluate the effectiveness of our proposed020
approach1. Results consistently demonstrate021
that, through counterfactual attack and subse-022
quent fine-tuning, we are able to significantly023
improve the model performance on hallucina-024
tion benchmarks (e.g. TruthfulQA and Hal-025
luQA). Moreover, we also find that the LLMs026
fine-tuned with counterfactual instruction data027
can also achieve gains on public general bench-028
marks like C-Eval, MMLU and GSM8K, which029
also demonstrate the effectiveness of our ap-030
proach on hallucination mitigation.031

1 Introduction032

Recently, the advent of large language models033

(LLMs) has shown unprecedented levels of per-034

formance across a myriad of NLP tasks. These035

models, such as GPT-4(Achiam et al., 2023),036

LLaMA(Touvron et al., 2023) and QWen(Bai et al.,037

2023), etc, trained on extensive corpora, have ex-038

hibited remarkable abilities to generate coherent039

1The data we used for fine-tuning is publicly available in
https://github.com/oldstree/halluattack

Figure 1: Example of hallucination with counterfactual
prompt2

and contextually relevant text. However, an emerg- 040

ing concern is the propensity for these models to 041

"hallucinate", producing text that, while fluent, is 042

factually incorrect or entirely fabricated(Ji et al., 043

2022). This tendency not only undermines the cred- 044

ibility of model outputs but also poses significant 045

risks in applications requiring high levels of accu- 046

racy and reliability, such as in financial, medical or 047

legal area. 048

Due to the importance of understanding the fac- 049

tuality and hallucination of LLMs, there have been 050

substantial research interest from academic commu- 051

nity(Liu et al., 2024; Tonmoy et al., 2024; Li et al., 052

2024; Luo et al., 2024; Huang et al., 2023a; Sun 053

et al., 2024). One of the most common approach to 054

mitigate hallucination of LLMs is Retrieval Aug- 055

mented Generation(RAG)(Lewis et al., 2020; Guu 056

et al., 2020; Shuster et al., 2021; Shi et al., 2023b; 057

Yu et al., 2022; Luo et al., 2023). This method 058

leverages relevant documents retrieved from an ex- 059

ternal knowledge source to enhance the generation 060

process. However, introducing an external knowl- 061

edge base and a complex retrieval system is cost, 062

2Generated by Qwen1.5-32B-Chat
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and actually it doesn’t eliminate the intrinsic hallu-063

cinations of LLMs themselves. Another common064

approach to mitigate hallucination of LLMs is to065

enhance the factual correctness of the training data.066

A notable example is phi(Gunasekar et al., 2023)067

which uses a section of "textbook quality" data068

from the web during the pretraining phase. This069

kind of approach can only be used when we want070

to train a LLM from scratch. However, the huge071

amount the training data and large number of pa-072

rameters of LLMs presents significant challenges073

and high costs to retrain a LLM. Knowledge edit-074

ing(Cao et al., 2021; Yao et al., 2023; Tian et al.,075

2024) recently attracts research interests from re-076

searchers. It fixes factual errors by editing some077

specific "neurons" in LLMs. While knowledge edit-078

ing can effectively mitigate the model’s knowledge079

gap to some extent, it doesn’t actually teach the080

model how to use the existing knowledge more081

accurately.082

We observe that although LLMs can memorize a083

vast range of world knowledge easily, they can also084

be attacked by counterfactual leading prompts since085

it’s hard to learn how to use these world knowledge086

accurately3. Figure 1 shows an example. The LLM087

knows what the longest and second-longest rivers088

in the United States are. However, it hallucinates089

with a counterfactual leading prompt. In this paper,090

we introduce a counterfactual attack framework091

called HALLUATTACK which generates counterfac-092

tual instruction data to mitigate hallucinations. The093

basic idea is to induce LLMs to hallucinate on094

the knowledge they have already acquired. Firstly,095

given a LLM, we use factual prompts to collect its096

responses. These responses are guaranteed to be097

factually correct, which can indicate that this LLM098

has already learnt these knowledge from its training099

data. Then, given a factual response from the LLM,100

we use GPT-4 to generate counterfactual questions,101

which contain facts that conflict with this factual102

response from the LLM. After that, these coun-103

terfactual questions are used to attack the LLM.104

Those prompts which can make the LLM halluci-105

nate will be used to generate instruction data. We106

use GPT-4 to generate the outputs of counterfactual107

prompts given encyclopedia documents as external108

evidence to guarantee both factuality and knowl-109

edge boundary of the outputs. Finally, we validate110

the instruction data generated by our HALLUAT-111

3The knowledge gap due to insufficient data is beyond the
scope of this work.

TACK by fine-tuning the attacked LLM. Compared 112

with existing approaches, our approach is light- 113

weighted with only simple fine-tuning, but can still 114

improve the intrinsic factuality of the LLMs. 115

The contributions of this work are threefold: 116

• We propose a simple yet effective approach 117

called HALLUATTACK to attack LLMs and 118

generate counterfactual prompts which could 119

make these LLMs hallucinate. 120

• We generate counterfactual instruction data 121

by leveraging GPT-4 with encyclopedia docu- 122

ments as additional evidence. This instruction 123

data can be further used to fine-tune the LLMs 124

for hallucination mitigation. 125

• Experimental results on multiple open-source 126

LLMs demonstrate the effectiveness and gen- 127

eralizability of our approach. The improve- 128

ments on general LLM benchmarks also show 129

the potential of counterfactual prompts on un- 130

locking the LLM’s self-reflection ability and 131

better application of acquired world knowl- 132

edge. 133

2 Related Work 134

2.1 Hallucination Detection and Mitigation 135

While the advancements in large language mod- 136

els(LLMs) have significantly elevated their perfor- 137

mance across an array of downstream tasks, the 138

issue of hallucination has emerged as a significant 139

challenge. Hallucination is characterized by the 140

generation of text by LLMs that deviates from the 141

source material or fails to align with factual truth- 142

ful information. These original texts and factual 143

datasets typically serve as critical components in 144

the training process, or as user-supplied prompts 145

engaging with the LLMs. 146

(Huang et al., 2023a) proposes that hallucina- 147

tions principally arise from three areas: the data 148

source, the training phase, and the inferring phase. 149

As a result, to effectively diminish the occurrence 150

of hallucinations in the text generated by LLMs, 151

a multitude of research has ventured into devising 152

strategies for detecting and mitigating these hallu- 153

cination problems across the aforementioned three 154

areas. 155

Due to the potential presence of false factual 156

information and biases in the data consumed by 157

LLMs(Navigli et al., 2023), such as outdated or 158

conflicting knowledge, and discrepancies between 159
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user prompts and the parametric knowledge in160

LLMs, hallucinations may occur. In response to161

this issue, a knowledge editing method was pro-162

posed by (Yao et al., 2023), which involves modi-163

fying the parametric knowledge of LLMs through164

the introduction of a model plug-in which similar165

to an adapter. Additionally, efforts have been made166

to mitigate hallucinations in LLMs by introduc-167

ing high-quality, unbiased data through retrieval168

enhancement technology by (Lewis et al., 2020),169

(Guu et al., 2020), (Shi et al., 2023b). By refocus-170

ing LLMs on this reliable knowledge data, rather171

than potentially biased parameter knowledge, the172

hallucination rate of LLMs can be reduced.173

A well-planned training and alignment strategy174

can help reduce the generation of LLMs hallucina-175

tions. A simple and effective hallucination elim-176

ination method named ICD (Zhang et al., 2024),177

which subtracts the output distribution of the in-178

duced Weak LLMs with hallucination problems179

from the output distribution of the original LLMs in180

training phase, thereby eliminating hallucinations181

to a certain extent. (Lee et al., 2022) introduced182

a fact-enhanced training method that significantly183

mitigates hallucination problems caused by differ-184

ing factual information. Furthermore, in the LLMs185

alignment phase, (Wei et al., 2023) introduces sim-186

ple synthetic data in an additional fine-tuning stage187

to enhance the model’s independence from user188

opinions, thereby reducing the generation rate of189

hallucinations.190

In the reasoning phase of the model, various191

studies have been conducted to detect and elimi-192

nate hallucinations. (Li et al., 2023) proposes a193

polling-based query method called POPE to detect194

visual object hallucination. (Zhang et al., 2023)195

introduces a hallucination detection method that196

does not require the introduction of external knowl-197

edge. (Manakul et al., 2023) detects hallucination198

through an idea that if an LLM has knowledge for199

a concept, sampled responses are likely to be sim-200

ilar. (Chuang et al., 2024) proposed a decoding201

strategy to reduce the hallucination of LLMs by202

comparing the logarithmic difference between the203

back layer and the front layer projected to the vo-204

cabulary space to obtain the distribution of the next205

word. Additionally, (Shi et al., 2023a) introduced206

context-aware decoding(CAD), which modifies the207

output distribution by reducing the reliance on prior208

knowledge, thereby encouraging the attention to209

overview information.210

2.2 Counterfactual Tasks 211

Counterfactual tasks in the field of artificial intelli- 212

gence refer to tasks that involve generating, com- 213

prehending, evaluating, and more under counter- 214

factual conditions or assumptions. Counterfactual 215

tasks emphasize inferring potential outcomes and 216

effects by altering certain premises or conditions 217

based on existing facts, which is essential for en- 218

hancing the ability of comprehending and reason- 219

ing effectively. (Xu et al., 2023) proposed a false 220

information detection framework based on coun- 221

terfactual reasoning, which can effectively detect 222

biases in data source. (Ou et al., 2022) proposed 223

a counterfactual-based open-domain dialogue data 224

augmentation architecture called CAPT. (Rao et al., 225

2021) introduced an attention mechanism based on 226

counterfactual, and evaluated the method on var- 227

ious fine-grained image recognition tasks, all of 228

which showed significant improvements. 229

Furthermore, as LLMs continue to advance, 230

research on counterfactual tasks integrated with 231

LLMs is gaining momentum. (Wu et al., 2024) 232

proposed an evaluation framework based on coun- 233

terfactual tasks variants to explore the capabilities 234

and limitations of LLMs. (Jin et al., 2023) gener- 235

ates an LLMs evaluation benchmark using causal 236

reasoning and counterfactual reasoning. However, 237

there are still many areas where counterfactual re- 238

search on LLMs is not sufficient, especially in the 239

detection and elimination of hallucinations. 240

3 Approach 241

3.1 Overview 242

We now provide an overview of our approach to 243

explain the whole process and how different compo- 244

nents interact with each other. As shown in Figure 245

2, our approach comprises three components4: 246

• Factual Response Generation, which aims 247

to collect the learnt knowledge of a LLM. 248

• Counterfactual Prompt Generation, it aims 249

to collect counterfactual prompts which can 250

make the LLM hallucinate based on the fac- 251

tual responses. 252

• Counterfactual Instruction Generation, 253

which aims to generate instruction data given 254

the counterfactual prompts for LLM fine- 255

tuning. 256

4All the prompts we used can be found in https://
github.com/oldstree/halluattack
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Figure 2: Overview of HALLUATTACK, comprising (1) Factual Response Generation, (2) Counterfactual Prompt
Generation, and (3) Counterfactual Instruction Generation.

3.2 Factual Response Generation257

There are many factors contributing to hallucina-258

tions in LLMs. As mentioned in Section 1, the259

hallucination factor of knowledge gaps due to in-260

sufficient data is beyond the scope of this work. So261

the first step of our approach is to know what the262

LLMs know. Based on this, we can then attack the263

LLMs, causing them to generate hallucination re-264

sponses based on the knowledge they should have265

already mastered.266

Firstly, we use GPT-4 to generate factual ques-267

tions FQ = {fq1, fq2, ..., fqk} based on the pro-268

vided encyclopedia document di (k factual ques-269

tions for each encyclopedia document.). This step270

will guarantee that: a). The generated questions271

are knowledge-intensive, requiring the LLMs to272

answer using the knowledge they have learned. b).273

The generated questions come with background274

knowledge (the encyclopedia document) that can275

be used to help verify the correctness of the LLM’s276

responses. c). When the LLMs answer incorrectly,277

the background knowledge can be utilized to gen-278

erate factually correct responses.279

Then, the LLM generates responses given the280

factual questions, and factuality check step using281

GPT-4 is applied to filter those factually correct re-282

sponses FR = {fr1, fr2, ..., frm}. The encyclo-283

pedia text will be used as background knowledge 284

for factuality check. 285

Example 1: Given an encyclopedia document of 286

"List of rivers of the Americas5": 287

The Missouri River is the longest river 288

in North America and the United States 289

(2,341 mi (3,767 km)). The second 290

longest river in North America and the 291

United States is the Mississippi River 292

(2,320 mi (3,730 km)). 293

We will generate factual questions like "What 294

are the longest and second longest rivers in the 295

United States?". One of the possible factual answer 296

for this question is: 297

The longest river in the United States 298

is the Missouri River, which is approx- 299

imately ... The second longest river in 300

the United States is the Mississippi River, 301

which is approximately ... 302

3.3 Counterfactual Prompt Generation 303

Given the factual responses, the main purpose 304

of Counterfactual Prompt Generation is to find 305

5https://en.wikipedia.org/wiki/List_of_rivers_
of_the_Americas
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prompts which can attack the LLM and make it306

hallucinate. Similar as Factual Response Gener-307

ation, given a factual response frj , and its cor-308

responding encyclopedia text di, we use GPT-309

4 to generate counterfactual questions CFQ =310

{cfq1, cfq2, ..., cfqk} which contain conflict fact311

with the provided factual response. Then, these312

prompts will be used to attack the LLM. We check313

the factual correctness of the responses of these314

counterfactual questions by GPT-4 with the fac-315

tual response frj and its corresponding encyclope-316

dia text di as the background knowledge. Those317

prompts which can successfully make the LLM318

hallucinate will be left for next step.319

Example 2: Given the factual response in Exam-320

ple 1, we can generate counterfactual questions like321

"As the second longest river in the United States,322

which cities does the Missouri River flow through?"323

The LLM hallucinates on this question with re-324

sponses like :325

The Missouri River, which is the second326

longest river in the United States after327

the Mississippi River, flows through. . .328

3.4 Counterfactual Instruction Generation329

Given a counterfactual prompt cfqi, we need to330

generate high quality instruction data for further331

model fine-tuning. The instruction data should332

accurately identify the counterfactual errors in the333

prompts and should be as free of hallucinations as334

possible.335

Instead of directly using super LLM’s (e.g. GPT-336

4) responses as instruction data, given a counter-337

factual prompt, we incorporate its corresponding338

encyclopedia text di as the background knowledge339

to generate high quality responses using GPT-4. So340

we can minimize the hallucination of GPT-4 itself,341

thereby increasing the accuracy of the responses.342

Example 3: Given the above counterfactual ques-343

tion in Example 2, the correct answer should be344

like:345

Your question might be incorrect. The346

longest river in the United States is the347

Missouri River, which spans about 2,341348

miles. The second longest river is the349

Mississippi River, which is approximately350

2,320 miles long.351

3.5 Finetuning the LLM on the 352

Counterfactual Instructions 353

Supervised Fine-tuing is a simple yet effective 354

alignment method. Once the counterfactual instruc- 355

tion generation is done, we simply fine tune the 356

attacked LLM with this data. We use the counter- 357

factual prompts as the input to the LLM and require 358

the model to generate the responses. A standard 359

sequence-to-sequence loss is applied to train the 360

LLM. 361

4 Experiments 362

4.1 Experimental Setup 363

In this section, we describe the data, models, and 364

benchmarks of the experiments. 365

Corpora We use about 200,000 Chinese encyclo- 366

pedia documents and generate 3,000 samples for 367

each open source model for instruction tuning. The 368

Chinese encyclopedia entries are sorted according 369

to the popularity rank. Therefore, we can ensure 370

that the encyclopedia documents used are definitely 371

from the head portion and have certainly been uti- 372

lized by the open-source LLMs. 373

Evaluation Models We evaluate our approach on 374

several state-of-the-art LLMs, including Qwen1.5- 375

7B-Chat6, Qwen1.5-14B-Chat7, Baichuan2-13B- 376

Chat8 and ChatGLM3-6B-32k9. 377

Benchmark Datasets We select HalluQA10(Cheng 378

et al., 2023) and TruthfulQA(5-shot)11(Lin et al., 379

2022) to evaluate the hallucination rate of the 380

LLMs. We use the official evaluation scripts pro- 381

vided. Specifically, MC1 (Single-true) task is used 382

for TruthfulQA. 383

In order to further evaluate the effectiveness 384

of our approach on improving the LLM’s abil- 385

ity of better using learnt knowledge, we also se- 386

lect several general LLM benchmarks including 387

MMLU(Hendrycks et al., 2020), C-Eval(Huang 388

et al., 2023b), GSM8K(Cobbe et al., 2021), BBH 389

(Big Bench Hard)(Suzgun et al., 2022). We 390

use OpenCompass12 to evaluate the LLMs on 391

these benchmarks which provides a comprehensive 392

6https://huggingface.co/Qwen/Qwen1.5-7B-Chat
7https://huggingface.co/Qwen/Qwen1.5-14B-Chat
8https://huggingface.co/baichuan-inc/

Baichuan2-13B-Chat
9https://huggingface.co/THUDM/chatglm3-6b-32k

10https://github.com/OpenMOSS/HalluQA/tree/main
11https://github.com/sylinrl/TruthfulQA/tree/

main
12https://opencompass.org.cn/home
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Table 1: Overall results on benchmarks of open-source model. Imp. denotes the improvement.

Model C-Eval MMLU BBH GSM8K TruthfulQA HalluQA

Qwen1.5-7B 68.88 61.50 40.35 55.57 53.85 42.88
+ HALLUATTACK 70.37 62.20 43.71 58.30 55.93 47.55

Imp. 2.16% 1.14% 8.33% 4.91% 3.86% 10.89%

Qwen1.5-14B 76.20 68.32 54.41 68.00 59.48 51.33
+ HALLUATTACK 76.90 68.45 56.46 70.43 60.34 52.22

Imp. 0.92% 0.19% 3.77% 3.57% 1.45% 1.73%

ChatGLM3-6B 52.12 50.79 41.25 24.11 35.98 31.33
+ HALLUATTACK 53.84 51.93 43.17 25.32 36.84 33.33

Imp. 3.30% 2.24% 4.65% 5.02% 2.39% 6.38%

Baichuan2-13B 56.31 59.17 48.78 52.77 45.65 45.77
+ HALLUATTACK 57.02 60.13 51.27 53.93 47.36 46.67

Imp. 1.26% 1.62% 5.10% 2.20% 3.75% 1.97%

benchmarking framework that enables us to sys-393

tematically evaluate the performance of the LLMs394

across various tasks and domains.395

Implementation Details We use GPT-413 as su-396

per LLM annotator in multiple components in our397

approach. We generate 3 facutual questions for398

each encyclopedia document and 3 counterfactual399

questions for each factual response.400

We use Firefly14, a open-source LLM fine-tuning401

framework for supervised fine-tuning of our evalu-402

ation models. Specifically, we employed a learning403

rate of 1e-5, a batch size of 4, and conducted train-404

ing for ten epochs. Each model is trained on a405

single node with eight 80G NVIDIA A100 GPUs.406

We utilize standard greedy decoding for infer-407

ence to ensure the reproducibility. The maximum408

generation length is set to 1024.409

4.2 Results410

Table 1 presents a detailed comparison of various411

LLMs’ performances on both general and halluci-412

nation benchmarks. Notably, our approach demon-413

strates a substantial improvement in reducing hal-414

lucinations on TruthfulQA and HalluQA. After415

fine-tuning with instruction data generated by our416

HALLUATTACK approach, the performance is sig-417

nificantly improved (with increases of up to 10%)418

compared with original chat models, which demon-419

strates the effectiveness of our approach in reducing420

the hallucinations of LLMs. Furthermore, we also421

observed gains on general LLM benchmarks, par-422

13https://platform.openai.com/docs/models/
14https://github.com/yangjianxin1/Firefly

ticularly on the BBH and GSM8K. This shows the 423

potential of our counterfactual instruction tuning 424

on unlocking the LLM’s self-reflection ability and 425

better application of acquired world knowledge. 426

Our approach achieved better performance on 427

Qwen1.5-7B model compared with Qwen1.5-14B 428

model. This phenomenon suggests that our ap- 429

proach is more effective on LLMs with smaller- 430

scale. A plausible explanation is that LLMs with 431

smaller-scale often struggle with robust reasoning 432

capabilities and can hardly have a thorough under- 433

standing of knowledge boundaries. Our approach 434

introduces the counterfactual instruction data. The 435

data can detect where the knowledge boundaries 436

of the LLMs are weak through counterfactual at- 437

tack, and then repairs and enhances the knowl- 438

edge boundaries in the alignment phase, which can 439

strengthen the world knowledge learnt by LLMs 440

and thus reduce hallucinations. 441

Furthermore, table 1 shows that our approach 442

yielded much more significant enhancement on 443

HalluQA as opposed to TruthfulQA across most 444

LLMs. This is because our experimental corpus is 445

derived from Chinese encyclopedic sources, offer- 446

ing a wealth of Chinese counterfactual data. De- 447

spite this, we still observed improvements on the 448

English evaluate dataset (i.e. TruthfulQA). The 449

phenomenon not only demonstrates the efficiency 450

of our approach in leveraging linguistically and 451

culturally specific datasets, but also shows the po- 452

tential for hallucination reduction to be transferred 453

across languages. 454
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4.3 Discussion455

Corpora As mentioned before, we focus on im-456

proving the LLM’s ability to better use the knowl-457

edge they’ve already acquired during pretraining458

phase. The knowledge gap due to insufficient data459

is beyond the scope of this work. So we delib-460

erately use encyclopedia data which has already461

been used in pretraining phase to create counterfac-462

tual instruction data. No new knowledge will be463

introduced in supervised fine-tuning phase. Exist-464

ing work(Wan et al., 2024) has shown that mini-465

mizing the inconsistency between external knowl-466

edge present in the alignment data and the intrinsic467

knowledge embedded within foundation LLMs is468

important for hallucination mitigation.469

Instruction Generation As mentioned in sec-470

tion3.4, we use the original encyclopedia document471

as the background knowledge for GPT-4 to gener-472

ate the output of the counterfactual prompt. This473

is very important to minimize the hallucination474

generated by GPT-4. However, this will probably475

change the generation behavior or style of the at-476

tacked LLM, because the output of the instruction477

data is mostly summarized from the given ency-478

clopedia document, so the diversity and richness479

of the generated content will decrease. To tackle480

this challenge, we tried to use the factual response481

generated by LLM itself as another background482

knowledge. We hope the output of the counterfac-483

tual prompt can, on the one hand, point out the484

factual errors in the prompt, on the other hand,485

follow the original generation style as the factual486

response. However, the performance is not good as487

current setup in section3.4. After diving into sev-488

eral cases, we found that the quality generated by489

GPT-4 with two background documents is not very490

good, GPT-4 sometimes exhibits a mix and repeti-491

tion of background documents, which may be due492

to the prompt we used. Moreover, there could be493

also some factual errors that are not easily detected494

automatically in the factual responses. If such data495

were used during the fine-tuning phase, it would496

actually exacerbate the LLM’s hallucinations. How497

to improve the data quality and generate style con-498

sistent instruction data will be our future work to499

follow up.500

Combination with other hallucination mitiga-501

tion methods The proposed approach plays as a502

"patch" to given LLMs with simple continue fine-503

tuning. Since the data volume we used for fine-504

tuning is very small, we didn’t observe catastrophic505

forgetting during fine-tuning. This implies that our 506

approach can be integrated with existing hallucina- 507

tion mitigation approaches and can also serves as a 508

supplement to them. 509

5 Conclusion 510

In this paper, we explore how counterfactual in- 511

struction data helps unlock the ability of LLMs to 512

utilize knowledge more accurately, and propose a 513

simple yet effective prompting approach to attack 514

the LLMs and generate high quality counterfactual 515

instruction data for model fine-tuning. Experimen- 516

tal results demonstrate the effectiveness and scala- 517

bility of our approach in reducing hallucinations. 518

Limitations 519

In our approach, we leverage a super LLM, i.e. 520

GPT-4, as annotators. Although the annotation 521

tasks are not very complex (mostly are question 522

generation and answer summarization tasks) and 523

don’t require huge world knowledge, it is still nec- 524

essary to investigate more advanced approaches to 525

improve the quality and diversity of the generation 526

as mentioned in section4.3. 527

Our approach also achieved gains on general 528

LLM benchmarks. We believe that the counter- 529

factual instructions can unlock the self-reflection 530

ability of the LLMs, thereby may improve the 531

performance on any knowledge-intensive bench- 532

marks. However, the underlying reasons have not 533

yet been thoroughly explored. As a direction for 534

future research, we propose to concentrate on the 535

connections among counterfactual attack, Chain-of- 536

thought(CoT)(Wei et al., 2022) and any other cog- 537

nitive methods of LLMs. This should be essential 538

for understanding the factuality and hallucination 539

of LLMs. 540
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