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Abstract
Despite the urgency of the environmental crisis,001
the use of NLP to monitor and analyse the So-002
cial Media on environmental sustainability is003
still at an early stage. This paper introduces EN-004
VIS, a corpus of 5k tweets annotated with senti-005
ment terms in three languages (Italian, English,006
and Indonesian) for investigating the debate007
on environmental sustainability in Social Me-008
dia. We present a framework for the automatic009
aggregation of span-level annotations that pre-010
serves the annotators’ perspective, avoiding ad-011
ditional manual intervention, reducing costs,012
and preserving the quality of the annotations.013
Furthermore, we ran a battery of baseline exper-014
iments using six open-source instruction/chat-015
based LLMs in zero-shot and few-shot settings,016
showing the limits of these models in following017
instructions and providing correct answers for018
the extraction and classification of sentiment019
terms.020

1 Introduction021

It is increasingly urgent that all social actors re-022

spond to the challenges of the current environmen-023

tal crisis and work for a transition to more sustain-024

able behaviors. Individual behavior changes can025

have a major impact in mitigating the effects of026

the environmental crisis (Rolnick et al., 2022), but027

the perception and urgency of actions to be taken028

may vary across individuals and societies - a phe-029

nomenon known as psychological distance (Jones030

et al., 2017). Being able to identify which dimen-031

sions (e.g., temporal, social, geographical) influ-032

ence and trigger this distance can help to develop033

policies and interventions to maximize changes034

in behaviors. In this respect, the application of035

NLP to Social Media data is a strategic component036

that helps to understand the public debate, iden-037

tify areas of interventions, as well as monitor the038

effectiveness of a policy once it has been imple-039

mented (Kirilenko and Stepchenkova, 2014; Veltri040

and Atanasova, 2017).041

Yet, the development of specialized language re- 042

sources and NLP tools to analyze the debate on the 043

environmental crisis and its solutions is still at an 044

early stage. Previous work has mostly taken a nar- 045

row view focusing on a single issue, i.e., climate 046

change (Stede and Patz, 2021; Spokoyny et al., 047

2023; Mullappilly et al., 2023; Ni et al., 2023; 048

Stammbach et al., 2023) (see §2 for more details). 049

In this contribution, we take a broader perspec- 050

tive by analysing Social Media messages in dif- 051

ferent languages (English, Italian, and Indonesian) 052

covering multiple topics related to environmental 053

sustainability (ES) not limited to climate change. 054

To this end, we have developed a fine-grained Sen- 055

timent Analysis corpus called ENVIS. Using it, we 056

performed a set of experiments of sentiment term 057

extraction with a series of open-source LLMs, in 058

zero-shot and few-shot settings. Our main contri- 059

butions can be therefore summarized as follows: 060

• we present a new multilingual dataset for sen- 061

timent term extraction (§3.1 and §3.2); 062

• we provide a general framework for automatic 063

aggregation of sentiment term spans that ac- 064

counts for annotation differences and avoiding 065

further manual validation (§3.3); 066

• we evaluate the performance of different open- 067

source LLMs on this task and discuss the re- 068

sults in light of the current debate about LLMs 069

emerging abilities (§4.1). 070

The remainder of this paper presents a critical 071

discussion of related work on sentiment annotation 072

and previous contributions to the application of 073

NLP in examining the debate on ES (§2). Finally, 074

we draw our conclusions and outline future work 075

directions (§5). 076

2 Related Works 077

Sentiment Analysis (SA) has a long-standing tradi- 078

tion in NLP and other disciplines as a proxy to mon- 079
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itor and analyse (online) discussions (Liu, 2015;080

Zhang et al., 2018). The field has evolved from as-081

signing global sentiment values to entire messages082

to more fine-grained annotation schemes (Wiebe083

et al., 2005; Pontiki et al., 2014; Peng et al., 2020).084

It is now common to frame SA tasks as Aspect-085

Based SA (ABSA) (Xu et al., 2020; Barnes et al.,086

2022). ABSA requires systems to associate the087

correct sentiment term (also called opinion term)088

and its polarity value to their specific aspect/target,089

usually expressed in the form of attribute/entity.090

ABSA tasks are encoded in a de facto standard091

thanks to a series of SemEval shared tasks (Pon-092

tiki et al., 2014, 2015, 2016). In general, given093

an opinionated document (e.g., a review), a sys-094

tem has to provide tuples for three slots: (i) Aspect095

Category Detection, corresponding to the identifi-096

cation of every entity and attribute pair in the text,097

using domain-specific lists of entity types and at-098

tribute labels; (ii) Opinion Target Expression which099

identifies the linguistic expression referring to the100

reviewed entity; and lastly, (iii) Sentiment Polar-101

ity where each tuple {entity type, attribute102

label, target expression} is associated with103

polarity labels with varying granularities.104

Refinements to this setting have been recently105

proposed (Peng et al., 2020; Xu et al., 2020; Zhang106

et al., 2021a) by wrapping everything into a single107

tuple where the target term and the sentiment term108

are directly identified and extracted from the docu-109

ment. In an attempt to address the incompleteness110

of previous work and the fragmentation in sub-111

tasks that avoids the performance of the full task,112

Structured Sentiment Analysis (SSA) proposes113

“to jointly predict all elements of an opinion tuple114

and their relations” (Barnes et al., 2022, 1280).115

Within this framework, an opinion tuple, O, is com-116

posed of four elements: the holder (h), the target117

(t), the sentiment expression or term (e), and the118

polarity value triggered by the sentiment term (e).119

In general, ABSA and SSA datasets require a120

combination of subtasks ranging from text extrac-121

tion (identification of the sentiment expression, the122

target and the holder) and text classification (assign-123

ment of the polarity value) to relation identification124

(defining the relationship between the extracted125

elements and the sentiment polarity). The use126

of Transformer-based pre-trained language mod-127

els (PTLMs) has become a common practice for128

ABSA/SSA which is investigated in single out-129

put subtasks (Li et al., 2018; Ma et al., 2019) or130

fully, either in a pipeline approach or as end-to-131

end systems (Zhao et al., 2020; Wu et al., 2020; 132

Peng et al., 2020; Zhang et al., 2020; Xia et al., 133

2021; Xu et al., 2021; Barnes et al., 2021; Cai 134

et al., 2021; Lin et al., 2022; Chen et al., 2022). 135

Other approaches have modeled ABSA/SSA as 136

a sequence2sequence task Zhang et al. (2021a); 137

Yan et al. (2021); Zhang et al. (2021b). With the 138

availability of chat-based LLMs and the increasing 139

popularity of the instruction-tuning paradigm, a re- 140

cent trend has seen the application of zero-shot or 141

few-shot learning to ABSA/SSA tasks with these 142

methods (Varia et al., 2023; Wang et al., 2023; Chu- 143

makov et al., 2023; Brown et al., 2020). 144

ABSA/SSA datasets are quite varied when it 145

comes to languages and text types but rather limited 146

in topics. By focusing only on ABSA/SSA datasets 147

presented at SemEval competitions (Pontiki et al., 148

2014, 2015, 2016; Barnes et al., 2022), the selected 149

opinionated texts mainly target products or service 150

reviews. Public debates on contentious issues (e.g., 151

gun control and abortion, among others) have been 152

modelled via stance detection. 153

With this work, we further fill a gap in the litera- 154

ture by applying an ABSA/SSA annotation frame- 155

work to model the ES debate in Social Media (Ibro- 156

him et al., 2023). This will also address another 157

gap in the application of NLP techniques in the 158

area of ES. Besides extending the analysis to multi- 159

ple topics, we specifically focus on extracting and 160

evaluating opinions and associated polarity values 161

rather than developing Question-Answering mod- 162

els (Spokoyny et al., 2023; Mullappilly et al., 2023; 163

Ni et al., 2023), detection of claims (Stammbach 164

et al., 2023), and the framing in the political de- 165

bate (Stede and Patz, 2021). 166

3 ENVIS: A Multilingual Corpus for SSA 167

for Environmental Sustainability 168

ENVIS is the first multilingual SSA corpus on ES 169

from Social Media messages. In this section, we de- 170

scribe how the corpus was collected, the annotation 171

process, and the label aggregation process. 172

3.1 Data Collection 173

The starting point for ENVIS is the dataset from 174

Bosco et al. (2023), which covers Italian and En- 175

glish messages collected with the Twitter API. The 176

data collection has used a set of 13 keywords for 177

Italian and 120 keywords for English1 covering 10 178

1The list of keywords per language is in Appendix A.
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ES topics (“Environment”, “Green”, “Sustainabil-179

ity”, “Food”, “Organism”, “Climate Change”, “Car-180

bon”, “Energy”, “Waste”, and “Pollution”). The181

Italian subset is composed of 8,756 tweets collected182

between February, 2nd and March, 4th 2022. The183

English subset contains more than 490k messages184

collected between September, 12th and 30th 2022.185

We have expanded this dataset with a third lan-186

guage, namely Indonesian. We chose it because187

Indonesia is one of the fastest growing economies188

of the Global South2 with the 4th largest popu-189

lation in the world3, suggesting that the debate190

surrounding ES could be meaningfully different191

when compared to the Global North. The lack of192

a universally shared definition of sustainable de-193

velopment opens indeed the debate around ES to194

various interpretations and perceptions differenti-195

ating the Global South from the Global North. By196

taking into account data from countries of these197

two world areas we can amplify the “voices” in the198

ES debate. On the other hand, English is here con-199

sidered as a global lingua franca not specifically200

representing a single world area.201

We collected the Indonesian data between202

March, 4th and September, 17th 2023 with the203

new version of the Twitter/X API. We have manu-204

ally translated the English keywords from Bosco205

et al. (2023) and added 31 keywords related to ES206

debate in the Indonesian Twitter/X-sphere, obtain-207

ing a total of 159 keywords resulting in 25,183208

tweets. After an initial manual inspection, we ob-209

served that our collection had numerous messages210

that were not relevant to ES (e.g., advertisements,211

tweets about cooking and healthy lifestyle.) We212

thus implemented a multi-step filtering approach213

to improve the quality of the data. In the first step,214

we drop duplicated tweets across keywords. Then,215

we built a simple classifier to distinguish whether a216

tweet is on topic (i.e., related to ES) or not. For this217

purpose, we have manually annotated 600 tweets4,218

split them into train and test sets with the standard219

ratio of 80:20 and trained a BERT-based model us-220

ing IndoBERT (Wilie et al., 2020), a monolingual221

Indonesian PTLM. The classifier returned a macro222

F1 − Score of 89.49 at test time - showing that223

we can quite reliably run it to remove most of the224

noisy messages. After applying our classifier to225

the remaining 25,183 collected tweets, we retained226

2https://bit.ly/3HRO3rA
3https://worldpopulationreview.com/
4The annotator is a native speaker and a Master’s student

in computer science.

2,500 messages for manual annotation, covering 227

only five topics (“Climate Change”, “Pollution”, 228

“Carbon”, “Environment”, and “Waste”). 229

3.2 Annotation and Agreement 230

Bosco et al. (2023) propose an annotation scheme 231

for SSA by distinguishing four span markables: 232

the holder, the sentiment terms, the target, and the 233

topic. For the holder, target, and topic markables, 234

the authors specify a set of subclasses to distinguish 235

whether the holder/target is an individual or an 236

organizations, and for the topic which of the 10 ES 237

target topics is addressed. For the sentiment term, 238

they only distinguish between positive or negative 239

polarity. Neutral “sentiments” are not annotated. 240

Their guidelines specify that there can be more 241

than one sentiment term in each message. Once 242

all span markables are present, relations expressing 243

{holder, target, sentiment term, sentiment 244

polarity, topic} tuples are annotated. 245

From all available annotated data in Bosco et al. 246

(2023), we have retained only the sentiment term 247

layer for Italian and English. For Italian, we have 248

obtained 1,000 messages, while for English, we 249

have retained 700 messages and further expanded 250

the data to reach a total of 1,500 messages. 251

The annotation method used for the two lan- 252

guages differs. For Italian, two Master’s students 253

in Linguistics have been employed, while for En- 254

glish the crowdsourcing via the Prolific platform 255

was used.5 Each message has been annotated in 256

parallel by all annotators. For Italian, each message 257

has been annotated by two annotators, while for 258

English by three annotators. 259

For both languages, differences in the annota- 260

tions (i.e., term spans and sentiment labels) have 261

not been reconciled resulting in disaggregated data. 262

While for Italian, both annotators behave similarly, 263

this is not the case for English, where some anno- 264

tators specify very long sentiment term spans, in 265

some cases corresponding to the entire sentence. 266

The inter-annotator agreement (IAA) has been 267

computed using pairwise F1 − Score and Kappa 268

(κ) (Øvrelid et al., 2020). In particular, pairwise 269

F1−Score is used to evaluate the agreement on the 270

span level, while the κ is used for sentiment values 271

at the message level. This value is obtained by 272

projecting the sentiment values of each sentiment 273

term to the overall message via a majority voting 274

5Only workers who have English as their native language
and 100% of work acceptance rate were selected. Workers
were paid 9 GBP per hour.
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strategy. For Italian, the pairwise F1 − Score is275

40.24% and the Cohen’s κ is 0.52, indicating a276

moderate agreement both for span and message277

level sentiment. An overview of the distribution of278

the annotations for Italian is in Table 1.279

Statistic Anno. 1 Anno. 2

# negative term 634 491
# positive term 517 535

# tweets no sentiment term 272 305

avg. span length
(# token)

neg. term 2.49 2.97
pos. term 1.56 2.13

Table 1: Statistic of sentiment term annotation for the
Italian dataset (1,000 tweets) from Bosco et al. (2023).

For English, the average pairwise F1 − Score280

is 11.27% and the Fleiss’ κ is 0.36, indicating a281

lower agreement at the span level and a fair one282

at the sentiment level. The low value of the pair-283

wise F1 − Score suggests that some participants284

made random annotations. To complete the anno-285

tation of the remaining 800 messages, we set up286

a new set of Prolific tasks using the same origi-287

nal annotation settings. However, to improve the288

annotation quality, we incrementally add new par-289

ticipants until the Fleiss’ κ for the sentiment level290

is greater than 0.4 from a combination of 3 annota-291

tors for each job6. With this approach, 300 hundred292

messages from the original dataset, i.e. those with293

Fleiss’ κ lower than 0.4, have been reannotated.294

Table 2 reports the overview of the annotations for295

the whole 1,500 tweets in English. Overall, the sen-296

timent term annotation improves, with an average297

pairwise F1 − Score of 10.88% and an average298

Fleiss’ κ 0.48, where disagreements mostly affect299

the identification of sentiment term spans.300

Statistic Anno. 1 Anno. 2 Anno. 3

# negative term 1,855 1,650 1,697
# positive term 1,215 1,022 1,046

# tweets no sentiment term 118 187 152

avg. span length
(# token)

neg. term 3.31 4.99 4.96
pos. term 3.09 4.69 4.20

Table 2: Sentiment term annotations for the final English
dataset (1,500 tweets).

Due to the lack of Indonesian native speakers on301

Prolific, for Indonesian, we recruited three native302

speakers 7 and trained them on 100 messages us-303

ing a translated version of the English annotation304

6Each job is composed of 100 tweets
7Annotators were paid 500 IDR per tweet.

Statistic Anno. 1 Anno. 2 Anno. 3

# negative term 1,580 1,544 1,278
# positive term 1,121 1,322 1,220

# tweets no sentiment term 677 577 750

avg. span length
(# token)

neg. term 4.03 2.91 3.48
pos. term 3.98 2.98 3.31

Table 3: Statistic of sentiment term for the Indonesian
dataset (2,500 tweets).

guidelines until they reached a pairwise Cohen’s κ 305

greater than 0.4 for the sentiment at message level. 306

We obtained an average pairwise F1 − Score of 307

33.29% and 0.67 of Fleiss’ κ - corresponding to 308

the highest agreement scores across all languages. 309

Table 3 summarizes the results for Indonesian in a 310

disaggregated form. 311

3.3 Final Label Aggregation of ENVIS Dataset 312

As we have pointed out in §3.2, all annotations are 313

in a disaggregated format. Although disaggregated 314

data are gaining popularity in NLP (Plank, 2022; 315

Basile et al., 2021), especially when dealing with 316

subjective tasks, for this work we need to converge 317

on an aggregated version of the sentiment terms 318

reconciling potentially contradicting needs. First, 319

we do not want to lose information by disregard- 320

ing the input of the different annotators signalling 321

differences in perception of a topic; second, we 322

want to aggregate the data automatically, with no 323

manual intervention; third, we want the aggregated 324

data to be as correct as possible, i.e., they should 325

correspond to valid sentiment terms. 326

One of the biggest challenges we faced concerns 327

the evaluation of automatically aggregated data. 328

Rodrigues et al. (2014) proposes different aggrega- 329

tion methods and they evaluate them against expert 330

annotation, a scenario which is not feasible in our 331

case. Furthermore, there is a risk that aggregated 332

spans may result in non-valid phrases - causing 333

further ambiguity for the relation annotations (and 334

their automatic identification). To address this is- 335

sue, we introduce a new evaluation measure, the 336

Phrase Completeness Ratio (PCR), to assess the 337

quality of automatically aggregated annotations. 338

PCR corresponds to the ratio between the num- 339

ber of aggregated spans that correspond to a valid 340

phrase and the total number of aggregated spans. A 341

phrase is any token combination directly connected 342

via a dependency relation to its parent node. The 343

parent token is considered a single token phrase. 344

To exemplify how PCR works consider the follow- 345

ing message and three different annotations of the 346
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sentiment term:347

(1) Internationally uncompetitive energy prices348

cause industrial production to shift.349

(Anno. 1) uncompetitive350

(Anno. 2) uncompetitive energy351

(Anno. 3) uncompetitive energy prices352

From the dependency parsing, we obtain353

13 valid phrases. Focusing only on the354

first part of the sentence, i.e., until the verb355

“cause”, the list of valid phrases is the fol-356

lowing: {internationally uncompetitive,357

uncompetitive, uncompetitive prices,358

energy prices, uncompetitive energy359

prices, prices}. If we use an aggregation360

method based on majority voting at the token level,361

from the example annotations we would obtain362

the phrase “uncompetitive energy” as candidate363

sentiment term, with no matching in the list of364

valid phrases. This will result in a PCR score of 0.365

On the other hand, if we aggregate by taking the366

union of all tokens, the resulting phrase would be367

“uncompetitive energy prices”, which will have a368

positive match to our list of valid phrases. This will369

result in a PRC score of 1.0 (one matching phrase370

divided by one aggregated span). The global371

score for each aggregation method over each372

language-specific portion of ENVIS is calculated373

by computing the average of the PCR score of374

each message. To obtain the dependency tree, we375

have used the SpaCy library.8 The pseudo-code for376

PCR is in Appendix B.377

Overall, five different aggregation methods have378

been evaluated. The first three (MVToken, MVSeq,379

MVSeg) are a reimplementation of the baselines380

in Rodrigues et al. (2014). Note that for each381

method, the aggregation takes into account also the382

sentiment value associated with the term span(s).383

MVToken Majority voting at the token level, i.e.,384

the tokens with the most votes and same sentiment385

value result in the aggregated sentiment term(s).386

MVSeq Majority voting at the sequence level by387

considering the exact match of a sequence of tokens388

and sentiment value(s).389

MVSeg Majority voting over segment level. The390

aggregation takes place by majority in two steps:391

first at the segment level, then at the token level392

8https://spacy.io/usage/linguistic-features
v3.7

like in MVToken. Note that with two annotators this 393

measure will produce the same output as MVSeq. 394

MVOver Majority voting by considering the 395

union of overlapping token sequences with the 396

same sentiment label; this method is useful for 397

capturing long phrases. 398

MVUnion The maximum span sequence of par- 399

tially overlapping tokens with the same sentiment 400

value. 401

The evaluation per language of the proposed ag- 402

gregation methods is summarized in Table 4. 403

Aggregation ENVIS-IT ENVIS-EN ENVIS-ID

MVToken 83.62% 61.22% 58.53%
MVSeq 84.24% 65.03% 57.21%
MVSeg 84.24% 64.15% 57.23%
MVOver 76.73% 31.21% 45.49%
MVUnion 68.63% 38.38% 40.14%

Table 4: PCR scores for aggregation methods per lan-
guage, the best ones per method per language in bold.

As the figures show, MVOver and MVUnion gener- 404

ally have lower PCR scores. This is expected since 405

they take the longest span which may overlap multi- 406

ple phrases. Across languages, the maximum PCR 407

scores range between 84.24% for Italian, to 65.03% 408

for English and 58.53% for Indonesian. The lower 409

scores for English and Indonesian when compared 410

to Italian suggest differences in the expertise of the 411

annotators, with crowdsourcing annotators being 412

less precise when it comes to phrase boundaries. 413

On the basis of these results, we selected MVSeq 414

to aggregate data in Italian and English datasets 415

and MVToken for Indonesian. Table 5 summarizes 416

the final annotations of the ENVIS corpus. 417

As Table 5 shows ENVIS-IT is the portion of the 418

corpus with 47.2% of messages with no sentiment 419

terms, while this percentage drops to 13.2% for 420

English and 28.36% for Indonesian. Such a large 421

percentage of “neutral” messages in Italian is a di- 422

rect consequence of the number of annotators in 423

combination with the selected aggregation method 424

(MVSeq). As a matter of fact, any disagreement 425

will result in messages with no sentiment term. Fur- 426

thermore, Italian is also the only language with an 427

almost perfectly balanced distribution between pos- 428

itive and negative sentiment terms. On the other 429

hand, English has a large majority of messages with 430

negative sentiment terms, while this trend is less 431

marked in Indonesian. As for the average length 432

of the sentiment terms, Italian still qualifies with 433

5
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Corpus Data ENVIS-IT ENVIS-EN ENVIS-ID
# negative term 341 1,697 1,454
# positive term 347 876 1,175

avg. span length
(# token)

neg. term 2.16 3.09 2.95
pos. term 1.32 2.69 2.83

# tweets no sentiment term 472 198 709
# tweets - total 1,000 1,500 2,500

Table 5: Data overview of the aggregated ENVIS dataset for the sentiment term layer.

relatively short sentiment spans, while their length434

for English and Indonesian is comparable. In gen-435

eral, the negative sentiment terms are longer than436

the positive ones, a condition due to the fact that in437

many cases the presence of an explicit negation is438

used to revert the polarity.439

4 Sentiment Term Extraction with LLMs440

We benchmarked ENVIS against six441

instruction/chat-tuned open-source LLMs,442

namely Falcon-7B (Almazrouei et al., 2023),443

Mistral-7B (Jiang et al., 2023), Llama-2-7B444

and 13B (Touvron et al., 2023), Llamantino-7B445

and 13B (for Italian only) (Basile et al., 2023),446

and DukunLM-7B9 and 13B10 (for Indonesian447

only). Llamantino is obtained by retraining448

Llama-2 with an automatically translated version449

of UltraChat (Ding et al., 2023). DukunLM is a450

retrained version of WizardLM (Xu et al., 2023)451

using the Indonesian subset of Bactrian-X (Li et al.,452

2023). Both Llamantino and DukunLM are using453

QLORA (Dettmers et al., 2023) strategy with454

4-bits precision when retraining the base model.455

We used all these models as baselines without456

any further fine-tuning on ENVIS. We tested the457

models with two sets of prompts: (a.) instruction-458

based with no examples and (b.) instruction-based459

with few examples. We will refer to version (a.) as460

zero-shot and to version (b.) as few-shot.461

We adapted our prompts from previous462

work (Han et al., 2023; Varia et al., 2023; Lu et al.,463

2023a) testing a total of six variations - consider-464

ing how LLMs are known to be sensitive to the465

prompt instructions. In any variation, the prompts466

instructed the model(s) to solve the task (without467

explaining it) and asked them to provide the output468

in a required format. For Italian and Indonesian, we469

manually translated the prompts in the respective470

9https://huggingface.co/azale-ai/
DukunLM-7B-V1.0-Uncensored

10https://huggingface.co/azale-ai/
DukunLM-13B-V1.0-Uncensored

languages, thus maintaining comparable settings 471

with English. The templates of our prompts are 472

reported in Table D for the zero-shot version and 473

Table E for the few-shot in Appendix C. 474

To evaluate the LLMs performance, we used 475

two metrics: strict F1 − Score and soft F1 − 476

Score (Katiyar and Cardie, 2016; Barnes et al., 477

2021; Øvrelid et al., 2020). Strict F1 − Score re- 478

quires that the predicted tuple {sentiment term, 479

sentiment polarity} perfectly matches the refer- 480

ence version. The soft F1−Score is a binary over- 481

lap F1−Score which considers the predicted tuple 482

to be correct if the predicted sentiment polarity 483

perfectly matches the reference value and if the 484

sentiment term at least overlaps it, i.e., it ac- 485

counts for partial matches. 486

4.1 ENVIS Dataset Benchmark 487

Considering the combinations of models and 488

prompt variations, we ran a total of 48 experi- 489

ments, which extends to 56 for Italian and Indone- 490

sian. We ran all experiments on an NVIDIA A- 491

100, using models’ default parameters except for 492

’max_new_tokens’ which we set to 100 to limit the 493

models’ answer length. For clarity’s sake, we re- 494

port in Table 6 the results of the best LLMs for each 495

language, including the language specific adapta- 496

tions for Italian and Indonesian. For the few-shot 497

setting, we have selected 10 examples per language 498

by keeping track of the distribution of the positive, 499

negative and “neutral” sentiment terms. To keep 500

the results between the zero-shot and the few-shot 501

setting directly comparable, we have evaluated our 502

experiments on the same data, corresponding to 503

990 instances for Italian, 1,490 for English, and 504

2,490 for Indonesian. Detailed results for all mod- 505

els are in Appendix D 506

A first remark concerns the fact that all our mod- 507

els are not able to fully follow the instructions that 508

were given, a behavior already observed in previous 509

work (Han et al., 2023; Varia et al., 2023; Lu et al., 510

2023b). In particular, models tend to explain their 511
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Prompt Mode Dataset Strict F1 − Score Soft F1 − Score

Model Prompt F1 − Score Model Prompt F1 − Score

Zero-Shot

ENVIS-IT Falcon-7B h2 46.67% Falcon-7B h2 46.67%
ENVIS-IT Llamantino-7B h1 44.95% Llamantino-7B l2 44.95%

ENVIS-EN Falcon-7B v2 12.75% Mistral-7B v1 33.09%

ENVIS-ID Falcon-7B l1 26.95% Mistral-7B v1 30.70%
ENVIS-ID DukunLM-7B v1 26.10% DukunLM-7B v1 26.16%

Few-Shot

ENVIS-IT Llama-2-7B l2 45.96% Llama-2-7B l2 45.96%
ENVIS-IT Llamantino-13B l2 46.87% Llamantino-13B l2 46.87%

ENVIS-EN Mistral-7B l1 12.05% Mistral-7B h1 36.93%

ENVIS-ID Mistral-7B v2 26.07% Mistral-7B h2 36.87%
ENVIS-ID DukunLM-13B v2 25.14% DukunLM-7B h1 27.57%

Table 6: ENVIS LLMs baselines: summary of the best experiment results. For ENVIS-IT (Italian) and ENVIS-
ID (Indonesian), we also report the best results for the monolingual LLMs, Llamantino and DukunLM.

answers although the output format instructions512

does not require it. To avoid unnecessary penal-513

ization, we performed lightweight post-processing514

in those cases where the models wrapped several515

sentiment terms with the same polarity in a single516

list as [sentiment term 1, ..., sentiment term517

n, sentiment polarity] by splitting the list into518

n tuple with the same sentiment polarity.519

Quite surprisingly, in the strict evaluation setting,520

the zero-shot versions tend to have slightly better521

results than the few-shot ones. The high scores for522

ENVIS-IT are, however, indicative of the behavior523

of the LLMs in our experiments. In the majority524

of the cases, the models are unable to produce any525

output. As a matter of fact the values of the strict526

F1−Score are almost the same as the percentages527

of the messages with no sentiment term in the three528

languages (see Table 5). The higher strict F1 −529

Scores are due to correct predictions on instances530

without sentiment terms in the ground truth.531

By comparing these results with those obtained532

with the soft F1−Score, a slightly different picture533

emerges. The scores for the few-shot versions of534

the experiments are generally higher than zero-shot,535

indicating that some output is produced: the pres-536

ence of the examples in the prompt is beneficial to537

the models to mimic the task, although not good538

enough to extract sentiment terms and polarity val-539

ues that perfectly match the reference data. Again,540

the results on ENVIS-IT for this set of experiments541

must be interpreted by keeping in mind that almost542

half of the messages do not have sentiment terms.543

Thus, the extraction of (wrong) sentiment terms544

actually leads to a decrease in performance.545

As far as models, in general, Mistral-7B tends to546

achieve better results in the few-shot settings while 547

Falcon-7B is best in the zero-shot setting. Surpris- 548

ingly, Llama-2-13B, which has a bigger parameter 549

size, underperforms when compared with the other 550

models, often resulting in wrong outputs such as 551

repeating the instruction or giving a Python script 552

for sentiment analysis. 553

As for the language specific versions of the 554

LLMs, namely Llamantino and DukunLM, we 555

cannot observe any substantial improvements on 556

ENVIS-IT and ENVIS-ID: the resulting scores are 557

very close (both for strict and soft F1 − Score) 558

and generally being lower than those obtained with 559

the English versions, with the only exception of 560

Llamantino-13B in the few-shot setting. 561

4.2 Error Types 562

We have conducted a deep analysis of all the an- 563

swers that we have obtained and classified the er- 564

rors into the four main categories described be- 565

low. These errors do not represent wrong sentiment 566

terms but unforeseen behaviors of the LLMs not 567

following the instructions. We have observed these 568

behaviors across all models both in the zero-shot 569

and in the few-shot settings. In general, 80% of all 570

the unforeseen behaviors occur in the zero-shot set- 571

ting, in line with criticisms about models’ emergent 572

abilities. In this section, we report the percentages 573

for the model that returned the best results across 574

all languages, namely Mistral-7B. 575

Returning code This set of errors represents 576

37.73% (41.2% for zero-shot and 21.98% for the 577

few-shot) of all unforeseen behaviors. The output 578

of the model is a script in Python to run document 579

level sentiment analysis. Example (2) illustrates 580

7



one of such outputs581

(2) output:582

import pandas as pd583

import numpy as np584

import re585

import json from google.cloud586

import language587

from google.protobuf import588

text_format589

# Download pretrained590

Personality-Insight-NLP model591

model_path =592

’https://storage.googleapis.com/593

language-nlu-models/personality’594

Return an example for ABSA task These cases595

correspond to 52.91% of the total (49.45% in zero-596

shot, and 68.58% in few-shot). They represent597

an interesting instance because the model gen-598

erates a new text and addresses a different task,599

namely ABSA. In all examples we have reviewed600

the Mistral-7B returned the aspect and the senti-601

ment value, as in example (3). We have further602

prompted the model for contamination (Sainz et al.,603

2023) for each of the ABSA SemEval tasks. While604

we could exclude raw data and annotation contami-605

nation, i.e., presence of the original text or labels606

from the benchmarks, it appears that guidelines607

contamination, i.e., exposure to the actual annota-608

tion guidelines and task description, had occurred609

since the model could provide a detailed explana-610

tion of the task and annotated examples.611

(3) output:612

Text: The new iPhone 12 Pro is an incred-613

ible smartphone, with its A14 Bionic chip,614

ProMotion HDR display, and 5G capabili-615

ties.616

["iPhone 12 Pro", "positive"]617

Performing document-level classification This618

family of errors represents 6.48%. The model re-619

turns a document level sentiment score accompa-620

nied by an explanation. Again, the instructions,621

both for the task and output format, are completely622

disregarded. An instance of these errors is reported623

in example (4)624

(4) output:625

0 = "Positive" 1 = "negative"626

The sentiment associated with sorghum and627

the text is "0". Sorghum contains antiox-628

idants, vitamins, and twice the protein of 629

quinoa and is also a naturally non-GMO 630

and gluten-free grain." 631

Other errors In this category we collapse mul- 632

tiple types of infrequent errors. Overall, they rep- 633

resent only 2.88% (3.05% in zero-shot and 2.09 634

in few-shots). These cases include outputs where 635

the model refuses to respond because it needs more 636

context or expresses uncertainty, or provides ex- 637

planations for the texts, or returns sentences in a 638

JSON format. 639

5 Conclusions and Future Works 640

We have presented ENVIS, a new multilingual re- 641

source for SSA on the environmental sustainability 642

of 5k tweets. The annotation effort is ongoing to 643

finalize all the layers. Here we have presented our 644

results on the sentiment term identification and ex- 645

traction using open-source LLMs using zero-shot 646

and few-shot settings. The results of our experi- 647

ments show a tendency of the models, even if pre- 648

viously instruction-tuned, to hallucinate and output 649

nonsensical responses to the prompts, adding a 650

layer of complexity to the evaluation under zero- 651

shot and few-shot settings. Nevertheless, we show 652

how prompting models with a few examples ex- 653

tracted from ENVIS is beneficial to the task. All 654

datasets (both non-aggregated and aggregated) and 655

codes will be publicly available.11 ENVIS is a 656

growing resource that can support the development 657

of NLP models as support tools to understand, mon- 658

itor, and potentially influence the debate on envi- 659

ronmental sustainability. 660

We have also presented a framework to automat- 661

ically aggregate span-level annotation that, while 662

preserving the annotators’ perspectives, allows to 663

automatically aggregate data with no additional 664

manual intervention, thus reducing costs while 665

maintaining the annotation quality. 666

Clearly, additional experiments based on fine- 667

tuned models using the instruction-tuning paradigm 668

are necessary to assess the potential upper limit 669

of the models as well as their portability across 670

domains and topics. To address the free-text output 671

problem, it would be useful to use an encoder-based 672

pre-trained model as done in previous work (Xu 673

et al., 2020, 2021; Lin et al., 2022; Chen et al., 674

2022). Finally, we will leverage on the annotators’ 675

disagreement to train the models (Plank, 2022). 676

11Link will be made available upon acceptance.
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Limitations677

The dataset used in this study was collected dur-678

ing 2022 and 2023. Since online discourse and679

attitudes can greatly vary over time, the findings680

drawn from this dataset may not reflect the previous681

or future landscape and online behavior towards682

environmental sustainability.683

The dataset focuses specifically on three lan-684

guages, limiting its generalizability to other lan-685

guages and cultures. The sentiment about the envi-686

ronment present in Italian, English and Indonesian687

Social Media users may not align with those found688

in different linguistic and cultural contexts.689

The paper reports on the use of a range of models690

for Sentiment Analysis experiments. The perfor-691

mance and results obtained may be influenced by692

the specific characteristics of these models and their693

training data. Other models or approaches might694

yield different results, and the generalizability of695

the results to other models or architectures should696

be further investigated.697

The limitations or biases arising from the dataset698

creation process, including data collection and an-699

notation, should be considered in terms of the spe-700

cific involvement of the annotators and the poten-701

tial power dynamics that may have influenced the702

creation of the dataset.703

Ethical reflections704

The study presented in the paper can raise ethical705

considerations that should be carefully taken into706

account when collecting, analyzing and disseminat-707

ing the data and results.708

This study on the creation and use of a dataset as709

a benchmark aims to analyze the application of Sen-710

timent Analysis to the ongoing debate on environ-711

mental sustainability. In collecting and annotating712

the dataset, there is a risk of reinforcing or perpetu-713

ating existing biases about the issues raised in the714

collected data. The potential impact of the research715

on marginalized communities and the broader so-716

cial implications related to the different perceptions717

of the observed phenomena should be carefully con-718

sidered. We did our best to address this aspect by719

considering data and annotators from the Global720

North and South.721

It is important to consider the possible misuse722

or unintended consequences of NLP tools. Care723

should be taken to avoid using systems that un-724

intentionally and disproportionately target partic-725

ular perspectives or promote misinformation on726

environmental issues. We can address this aspect 727

by considering annotations even in disaggregated 728

form, but a thorough analysis of the ethical impli- 729

cations of the tools developed should be conducted. 730

Our work highlights the need to consider and in- 731

corporate the subjectivity of annotators in NLP 732

applications and encourages thinking about the dif- 733

ferent perspectives encoded in annotated datasets 734

to minimize the amplification of biases. 735

In building the proposed resource, we have 736

taken measures to protect annotators’ privacy, and 737

our data processing protocols are designed to pro- 738

tect personal information (e.g., anonymizing users’ 739

mentions). 740

As for the annotation process, we have endeav- 741

oured to pay annotators fairly, as reported in the 742

paper. 743

To ensure responsible and ethical use, we intend 744

to implement mechanisms to track the use of the 745

dataset. By recording who accesses and uses the 746

dataset, we aim to promote a better understanding 747

of its impact, encourage collaboration and poten- 748

tially address concerns that may arise from its use. 749

The dataset will be made available for research 750

purposes only. To maintain transparency and ac- 751

countability, we will distribute the dataset under the 752

Creative Commons Attribution 4.0 International 753

(CC BY 4.0) license. 754
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A Keywords Used to Collect the Dataset1126

transizione energetica
(energy turnaround)

agenda 2030
crisis climatica
(climate crisis)

combustibili fossili
(fossil fuel)

deforestazione
(deforestation)

greenwashing

riscaldamento globale
(global warming)

impatto ambientale
(environmental impact)

climate change green deal
sviluppo sostenibile

(sustainability)
COP26

energie rinnovabili
(renewable energy)

Table A: Keywords used by Bosco et al. (2023) to collect Italian Twitter. Some English keywords were directly
used to scrap the data.

carbon dioxide carbon footprint carbon leakage carbon taxation CH4 CO2
decarbonization GHG green house methane carbon credit carbon price
act on climate climate effect global warming alternative energy clean energy energy future

energy generation energy production energy transition energy saving fossil fuel algal energy
green energy power plant nuclear matters nuclear power renewable energy solar panel

sustainable energy wind energy wind farm wind power wind turbine air quality
environmental conflict deforestation environmentalist environment footprint environment friendly environment protection
environment regulation environment saving natural environment world environment day livable places abandoned area

abandoned land blighted area blighted land brownfield contaminated land empty land
greyfield polluted land undeveloped land unsustainable land unused land urban vacancy

urban vacant lots vacant area vacant land vacant parcel urban park urban planning
water crisis water scarcity water issue water quality alternative meat food contamination

food poisoning food quality food safety gluten GMO food GMO fruit
man mad meat organic agriculture organic farming organic food beyond burger beyond meat

plant based vegan plant meat green consumerism green governance off shore oil production

off shore platform
oil and gas

decommisioning
green hotel green park green tourism green area

green spaces
genetically modified

organism
GMO net zero oil spill pollution

sustainable agriculture SDGs sustainability
sustainable

development goals
sustainable energy

consumption
sustainable food

consumption
sustainable hotel sustainable tourism sustainable transport urban mobility urban system sanitation waste

sewage waste waste collection waste crisis waste issue waste management reduce reuse recycle

Table B: Keywords used by Bosco et al. (2023) to collect English Twitter.
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lingkungan alam
(natural environment)

hari lingkungan
hidup sedunia

(world environment day)

jejak lingkungan
(environmental footprint)

ramah lingkungan
(environment friendly)

perlindungan lingkungan
(environment protection)

peraturan lingkungan
(environment regulation)

regulasi lingkungan
(environment regulation)

penghematan lingkungan
(environmental saving)

penyelamatan lingkungan
(environmental saving)

pecinta lingkungan
(environmentalist)

penggundulan hutan
(deforestation)

konflik lingkungan
(environmental conflict)

kualitas udara
(air quality)

masalah air
(water issue)

kualitas air
(water quality)

krisis air
(water crisis)

kelangkaan air
(water scarcity)

perencanaan kota
(urban planning)

konstruksi perkotaan
(urban construction)

tanah kosong
(vacant land)

daerah kosong
(vacant area)

bidang kosong
(vacant parcel)

kekosongan perkotaan
(urban vacancy)

lahan kosong perkotaan
(urban vacant lots)

tanah rusak
(blighted land)

daerah rusak
(blighted area)

tanah terlantar
(abandoned area)

lahan bekas industri
(brownfield)

lahan industri
(greyfield)

tanah tercemar
(polluted land)

pencemaran tanah
(contaminated land)

tanah terkontaminasi
(contataminated land)

tanah tidak terpakai
(unused land)

tanah belum dikembangkan
(undeveloped land)

lahan kosong
(empty land)

lahan tidak berkelanjutan
(unsustainable land)

tempat layak huni
(livable place)

taman kota
(urban park)

taman hijau
(green park)

lahan hijau
(green area)

ruang hijau
(green space)

wisata hijau
(green tourism)

wisata ramah lingkungan
(green tourism)

hotel hijau
(green hotel)

hotel ramah lingkungan
(green hotel)

konsumerisme ramah
lingkungan

(green consumerism)

pemerintahan ramah
lingkungan

(green governance)

anjungan lepas pantai
(off shore platform)

anjungan minyak
lepas pantai

(off shore oil platform)

anjungan minyak dan gas
(oil and gas platform)

produksi minyak
lepas pantai

(off shore oil production)

keberlanjutan
(sustainability)

tujuan pembangunan
berkelanjutan
(sustainable

development goals)

SDGs

sistem perkotaan
(urban system)

mobilitas perkotaan
(urban mobility)

transportasi berkelanjutan
(sustainable transport)

pariwisata berkelanjutan
(sustainable tourism)

perhotelan berkelanjutan
(sustainable hotel)

pertanian berkelanjutan
(sustainable agriculture)

konsumsi pangan
berkelanjutan

(sustainable food
consumption)

konsumsi energi
berkelanjutan

(sustainable energy
consumption)

kualitas makanan
(food quality)

keamanan pangan
(food safety)

pencemaran makanan
(food contamination)

kontaminasi makanan
(food contamination)

keracunan makanan
(food poisoning)

makanan organik
(organic food)

pertanian organik
(organic agriculture)

pergebunan organik
(organic farming)

bebas gula
(gluten free)

daging alternatif
(alternative meat)

daging buatan manusia
(man-made meat)

daging dari tumbuhan
(plant meat)

berbasis tanaman
(plant-based)

daging nabati
(beyond meat)

burger nabati
(beyond burger)

vegan

veganisme
(veganism)

makanan GMO
(GMO food)

buah GMO
(GMO fruit)

produk rekayasa genetika
(genetically modified

organism)
GMO

perubahan iklim
(climate change)

aksi iklim
(act on climate)

darurat iklim
(climate emergency)

krisis iklim
(climate crisis)

pemanasan global
(global warming)

pengaruh iklim
(climate effect)

jejak karbon
(carbon footprint)

kebocoran karbon
(carbon leakage)

dekarbonisasi
(decarbonisation)

karbon dioksida
(carbon dioxide)

CO2 GHG CH4

metana
(methane)

rumah kaca
(green house)

pajak karbon
(carbon tax)

perpajakan karbon
(carbon taxation)

kredit karbon
(carbon credit)

harga karbon
(carbon price)

produksi energi
(energy production)

transisi energi
(energy transation)

masa depan energi
(energy future)

pembangkit listrik
(energy generation)

energi alternatif
(alternative energy)

energi bersih
(clean energy)

bahan bakar fosil
(fossil fuel)

industri perminyakan
(oil industry)

industri batu bara
(coal industry)

pembangkit listrik
tenaga batu bara

(coal plant)

PLTU batu bara
(coal plant)

pembangkit listrik
tenaga gas
(gas plant)

PLTG
(gas plant)

gas alam
(natural gas)

energi angin
(wind energy)

tenaga angin
(wind power)

ladang angin
(wind farm)

turbin angin
(wind turbine)

energi nuklir
(nuclear energy)

tenaga nuklir
(nuclear power)

permasalahan nuklir
(nuclear matters)

energi terbarukan
(renewable energy)

aksi energi terbarukan
(renewable energy act)

panel surya
(solar panel)

energi surya
(solar energy)

tenaga surya
(solar power)

kebijakan feed-in tariff
(feed-in tariff)

kebijakan feed-in
remuneration

(feed-in remuneration)

energi panas bumi
(geothermal energy)

energi termal
(thermal energy)

bahan bakar nabati
(biofuel)

energi hijau
(green energy)

energi ramah lingkungan
(green energy)

pembangkit listrik
(power plant)

energi alga
(alga energy)

energi berkelanjutan
(sustainable energy)

penghematan energi
(energi saving)

persoalan sampah
(waste issue)

permasalahan sampah
(waste issue)

krisis limbah
(waste crisis)

cangkir mestruasi
(menstrual cup)

limbah plastik
(plastic waste)

polusi plastik
(plastic pollution)

sampah makanan
(food waste)

air limbah
(sewage waste)

limbah sanitasi
(sanitation waste)

pengumpulan sampah
(waste collection)

mengurangi,
menggunakan kembali,

daur ulang
(reduce, reuse, recycle)

manajemen limbah
(waste management)

manajemen sampah
(trash management)

larangan plastik
(plastic ban)

larangan polietilena
(polythene ban)

polusi
(pollution)

nol emisi karbon
(net zero)

tumpahan minyak
(oil spill)

polusi udara
(air pollution)

emisi
(emission)

Table C: Keywords used to collect Indonesian Twitter by translating and expanding English keywords used by
Bosco et al. (2023)
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B Pseudo-Code to Calculate PCR1129

Algorithm 1 PCR

1: pcr_list = [ ]
2: for doc in aggregated_dataset do
3: total_span = Count number of aggregated span in doc
4: if total_span is 0 then
5: if No agreement in document level then
6: pcr_doc = 1
7: else
8: pcr_doc = 0
9: end if

10: else
11: correct_span = 0
12: generated_phrase = Generate all phrases from doc based on dependency tree.
13: for each aggregated span in doc do
14: if span in generated_phrase then
15: correct_span+ = 0
16: end if
17: end for
18: pcr_doc = correct_span/total_span
19: end if
20: Append pcr_doc to pcr_list
21: end for
22: return mean(pcr_list)

C Prompt Details1130

Prompt Prompt Details Reference

h1

Recognize all opinion terms with their corresponding sentiment polarity in the given text. Determine the
sentiment polarity from the options ["positive", "negative"]. Answer in the format ["opinion", "sentiment"]
without any explanation. If no opinion term exists, then only answer "[]".
Text: {text}

(Han et al., 2023)

h2

What opinion terms and sentiments are mentioned in the given text? Determine the sentiment polarity from
the options ["positive", "negative"]. Answer in the format ["opinion", "sentiment"] without any explanation.
If no aspect term exists, then only answer "[]".
Text: {text}

(Han et al., 2023)

v1
Given the text: {text}, what are the opinion terms and their sentiments? Determine the sentiment from the
options ["positive", "negative"] and answer in the format ["opinion", "sentiment"] without any explanation.
If no opinion term exists, then only answer "[]".

(Varia et al., 2023)

v2
What are the opinion terms and their sentiments in the text: {text}? Choose the sentiment from the options
["positive", "negative"] and answer in the format ["opinion", "sentiment"] without any explanation. If no
opinion term exists, then only answer "[]".

(Varia et al., 2023)

l1
In this task, you should extract the opinion terms and their sentiments from the given text in the format
["opinion", "sentiment"] without any explanation where the sentiment options are ["positive", "negative"].
If no opinion term exists, then only answer "[]". Given the text {text}, the answer is

(Lu et al., 2023a)

l2
Find all the opinion terms and their sentiments from the given text in the format ["opinion", "sentiment"]
without any explanation. If no opinion term exists, then only answer "[]". The sentiment options are
["positive", "negative"]. Given the text {text}, the answer is

(Lu et al., 2023a)

Table D: Zero-shot prompt.
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Prompt Prompt Details

h1

Recognize all opinion terms with their corresponding sentiment polarity in the given text. Determine the sentiment
polarity from the options ["positive", "negative"]. Answer in the format ["opinion", "sentiment"] without any
explanation. If no opinion term exists, then only answer "[]".

Text: "@*************** @************* @********** @*********** @******** @*********
@********* What do you think the atmospheric CO2 concentration is?"
Answer: []

Text: It’s time to think about global warming- http*******************"
Answer: ["time to think", "positive"]

Text: "The Government has pledged to ban fossil fuel cars by 2030, yet continue to drive around in them while
lecturing the public on their carbon footprint. 19 diesel. 14 hybrid.\n\nONE electric."
Answer: ["lecturing the public", "negative"]

Text: "#TheTerritory tells the human stories at the heart of environmental conflict. We’ve teamed up with our
friends at @****** to spotlight the climate crisis. http*******************"
Answer: ["conflict "negative"], ["our friends", "positive"]

Text: "This nonprofit helps people in the meat alternative industry\n\nCurrent meat and dairy production practices
are resource consumptive and unsustainable. We’re teetering on the tipping point for what the planet can handle.
The Good Food Institute (GFI) is http******************* http*******************"
Answer: ["nonprofit helps", "positive"], ["unsustainable", "negative"], ["tipping point for what the planet can
handle", "negative"]

Text: "@************ @************* @********** I hear there is a lot of undeveloped land around
Malibu."
Answer: []

Text: "Despite some criticism of Labour’s "fairer, greener future" conference tagline, the green energy plan could
be a major boost for a party that is looking remarkably united ahead of the next general election."
Answer: ["major boost", "positive"], ["remarkably united", "positive"]

Text: "@************ #StopCGL #StopTMX or keep destroying the natural environment we all depend on,
including you yours to survive! This is on all politicians who fail to act decisively on the climate crisis we are in!
Get a grip! Prevention superior to reaction!"
Answer: ["destroying", "negative"], ["fail to act decisively", "negative"]

Text: "Tracking Ian: Carbon monoxide, medication mistakes, food poisoning, contaminated water, cleaning
supplies, snakes and spiders are just some of the hazards associated with hurricanes. Program the Poison Helpline
into your contacts now. Stay safe everyone! http*******************"
Answer: ["mistakes", "negative"], ["the hazards", "negative"], ["hurricanes", "negative"], ["Stay safe everyone !",
"positive"]

Text: "The alternative to privatisation is not ’populism’ but an energy strategy for national self-sufficiency and
green transition through the most adequate instrument: a non-financialised and competitive state-owned energy
company. 1/2 http*******************"
Answer: []

Text: {text}Answer:
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h2

What opinion terms and sentiments are mentioned in the given text? Determine the sentiment polarity from the
options ["positive", "negative"]. Answer in the format ["opinion", "sentiment"] without any explanation. If no
aspect term exists, then only answer "[]".

Text: "@*************** @************* @********** @*********** @******** @*********
@********* What doyou think the atmospheric CO2 concentration is?"
Answer: []

Text: It’s time to think about global warming- http*******************"
Answer: ["time to think", "positive"]

Text: "The Government has pledged to ban fossil fuel cars by 2030, yet continue to drive around in them while
lecturing the public on their carbon footprint. 19 diesel. 14 hybrid.\n\nONE electric."
Answer: ["lecturing the public", "negative"]

Text: "#TheTerritory tells the human stories at the heart of environmental conflict. We’ve teamed up with our
friends at @****** to spotlight the climate crisis. http*******************"
Answer: ["conflict "negative"], ["our friends", "positive"]

Text: "This nonprofit helps people in the meat alternative industry\n\nCurrent meat and dairy production practices
are resource consumptive and unsustainable. We’re teetering on the tipping point for what the planet can handle.
The Good Food Institute (GFI) is http******************* http*******************"
Answer: ["nonprofit helps", "positive"], ["unsustainable", "negative"], ["tipping point for what the planet can
handle", "negative"]

Text: "@************ @************* @********** I hear there is a lot of undeveloped land around
Malibu."
Answer: []

Text: "Despite some criticism of Labour’s "fairer, greener future" conference tagline, the green energy plan could
be a major boost for a party that is looking remarkably united ahead of the next general election."
Answer: ["major boost", "positive"], ["remarkably united", "positive"]

Text: "@************ #StopCGL #StopTMX or keep destroying the natural environment we all depend on,
including you yours to survive! This is on all politicians who fail to act decisively on the climate crisis we are in!
Get a grip! Prevention superior to reaction!"
Answer: ["destroying", "negative"], ["fail to act decisively", "negative"]

Text: "Tracking Ian: Carbon monoxide, medication mistakes, food poisoning, contaminated water, cleaning
supplies, snakes and spiders are just some of the hazards associated with hurricanes. Program the Poison Helpline
into your contacts now. Stay safe everyone! http*******************"
Answer: ["mistakes", "negative"], ["the hazards", "negative"], ["hurricanes", "negative"], ["Stay safe everyone !",
"positive"]

Text: "The alternative to privatisation is not ’populism’ but an energy strategy for national self-sufficiency and
green transition through the most adequate instrument: a non-financialised and competitive state-owned energy
company. 1/2 http*******************"
Answer: []

Text: {text}
Answer:
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v1

Given the text: {text}, what are the opinion terms and their sentiments? Determine the sentiment from the options
["positive", "negative"] and answer in the format ["opinion", "sentiment"] without any explanation. If no opinion
term exists, then only answer "[]".

Example:

Text: "@*************** @************* @********** @*********** @******** @*********
@********* What doyou think the atmospheric CO2 concentration is?"
Answer: []

Text: It’s time to think about global warming- http*******************"
Answer: ["time to think", "positive"]

Text: "The Government has pledged to ban fossil fuel cars by 2030, yet continue to drive around in them while
lecturing the public on their carbon footprint. 19 diesel. 14 hybrid.\n\nONE electric."
Answer: ["lecturing the public", "negative"]

Text: "#TheTerritory tells the human stories at the heart of environmental conflict. We’ve teamed up with our
friends at @****** to spotlight the climate crisis. http*******************"
Answer: ["conflict "negative"], ["our friends", "positive"]

Text: "This nonprofit helps people in the meat alternative industry\n\nCurrent meat and dairy production practices
are resource consumptive and unsustainable. We’re teetering on the tipping point for what the planet can handle.
The Good Food Institute (GFI) is http******************* http*******************"
Answer: ["nonprofit helps", "positive"], ["unsustainable", "negative"], ["tipping point for what the planet can
handle", "negative"]

Text: "@************ @************* @********** I hear there is a lot of undeveloped land around
Malibu."
Answer: []

Text: "Despite some criticism of Labour’s "fairer, greener future" conference tagline, the green energy plan could
be a major boost for a party that is looking remarkably united ahead of the next general election."
Answer: ["major boost", "positive"], ["remarkably united", "positive"]

Text: "@************ #StopCGL #StopTMX or keep destroying the natural environment we all depend on,
including you yours to survive! This is on all politicians who fail to act decisively on the climate crisis we are in!
Get a grip! Prevention superior to reaction!"
Answer: ["destroying", "negative"], ["fail to act decisively", "negative"]

Text: "Tracking Ian: Carbon monoxide, medication mistakes, food poisoning, contaminated water, cleaning
supplies, snakes and spiders are just some of the hazards associated with hurricanes. Program the Poison Helpline
into your contacts now. Stay safe everyone! http*******************"
Answer: ["mistakes", "negative"], ["the hazards", "negative"], ["hurricanes", "negative"], ["Stay safe everyone !",
"positive"]

Text: "The alternative to privatisation is not ’populism’ but an energy strategy for national self-sufficiency and
green transition through the most adequate instrument: a non-financialised and competitive state-owned energy
company. 1/2 http*******************"
Answer: []
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v2

What are the opinion terms and their sentiments in the text: {text}? Choose the sentiment from the options
["positive", "negative"] and answer in the format ["opinion", "sentiment"] without any explanation. If no opinion
term exists, then only answer "[]".

Example:

Text: "@*************** @************* @********** @*********** @******** @*********
@********* What doyou think the atmospheric CO2 concentration is?"
Answer: []

Text: It’s time to think about global warming- http*******************"
Answer: ["time to think", "positive"]

Text: "The Government has pledged to ban fossil fuel cars by 2030, yet continue to drive around in them while
lecturing the public on their carbon footprint. 19 diesel. 14 hybrid.\n\nONE electric."
Answer: ["lecturing the public", "negative"]

Text: "#TheTerritory tells the human stories at the heart of environmental conflict. We’ve teamed up with our
friends at @****** to spotlight the climate crisis. http*******************"
Answer: ["conflict "negative"], ["our friends", "positive"]

Text: "This nonprofit helps people in the meat alternative industry\n\nCurrent meat and dairy production practices
are resource consumptive and unsustainable. We’re teetering on the tipping point for what the planet can handle.
The Good Food Institute (GFI) is http******************* http*******************"

Answer: ["nonprofit helps", "positive"], ["unsustainable", "negative"], ["tipping point for what the planet can
handle", "negative"]
Text: "@************ @************* @********** I hear there is a lot of undeveloped land around
Malibu."
Answer: []

Text: "Despite some criticism of Labour’s "fairer, greener future" conference tagline, the green energy plan could
be a major boost for a party that is looking remarkably united ahead of the next general election."
Answer: ["major boost", "positive"], ["remarkably united", "positive"]

Text: "@************ #StopCGL #StopTMX or keep destroying the natural environment we all depend on,
including you yours to survive! This is on all politicians who fail to act decisively on the climate crisis we are in!
Get a grip! Prevention superior to reaction!"
Answer: ["destroying", "negative"], ["fail to act decisively", "negative"]

Text: "Tracking Ian: Carbon monoxide, medication mistakes, food poisoning, contaminated water, cleaning
supplies, snakes and spiders are just some of the hazards associated with hurricanes. Program the Poison Helpline
into your contacts now. Stay safe everyone! http*******************"
Answer: ["mistakes", "negative"], ["the hazards", "negative"], ["hurricanes", "negative"], ["Stay safe everyone !",
"positive"]

Text: "The alternative to privatisation is not ’populism’ but an energy strategy for national self-sufficiency and
green transition through the most adequate instrument: a non-financialised and competitive state-owned energy
company. 1/2 http*******************"
Answer: []
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l1

In this task, you should extract the opinion terms and their sentiments from the given text in the format ["opinion",
"sentiment"] without any explanation where the sentiment options are ["positive", "negative"]. If no opinion term
exists, then only answer "[]". Given the text {text}, the answer is

Example:

Text: "@*************** @************* @********** @*********** @******** @*********
@********* What doyou think the atmospheric CO2 concentration is?"
Answer: []

Text: It’s time to think about global warming- http*******************"
Answer: ["time to think", "positive"]

Text: "The Government has pledged to ban fossil fuel cars by 2030, yet continue to drive around in them while
lecturing the public on their carbon footprint. 19 diesel. 14 hybrid.\n\nONE electric."
Answer: ["lecturing the public", "negative"]

Text: "#TheTerritory tells the human stories at the heart of environmental conflict. We’ve teamed up with our
friends at @****** to spotlight the climate crisis. http*******************"
Answer: ["conflict "negative"], ["our friends", "positive"]

Text: "This nonprofit helps people in the meat alternative industry\n\nCurrent meat and dairy production practices
are resource consumptive and unsustainable. We’re teetering on the tipping point for what the planet can handle.
The Good Food Institute (GFI) is http******************* http*******************"
Answer: ["nonprofit helps", "positive"], ["unsustainable", "negative"], ["tipping point for what the planet can
handle", "negative"]

Text: "@************ @************* @********** I hear there is a lot of undeveloped land around
Malibu."
Answer: []

Text: "Despite some criticism of Labour’s "fairer, greener future" conference tagline, the green energy plan could
be a major boost for a party that is looking remarkably united ahead of the next general election."
Answer: ["major boost", "positive"], ["remarkably united", "positive"]

Text: "@************ #StopCGL #StopTMX or keep destroying the natural environment we all depend on,
including you yours to survive! This is on all politicians who fail to act decisively on the climate crisis we are in!
Get a grip! Prevention superior to reaction!"
Answer: ["destroying", "negative"], ["fail to act decisively", "negative"]

Text: "Tracking Ian: Carbon monoxide, medication mistakes, food poisoning, contaminated water, cleaning
supplies, snakes and spiders are just some of the hazards associated with hurricanes. Program the Poison Helpline
into your contacts now. Stay safe everyone! http*******************"
Answer: ["mistakes", "negative"], ["the hazards", "negative"], ["hurricanes", "negative"], ["Stay safe everyone !",
"positive"]

Text: "The alternative to privatisation is not ’populism’ but an energy strategy for national self-sufficiency and
green transition through the most adequate instrument: a non-financialised and competitive state-owned energy
company. 1/2 http*******************"
Answer: []
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l2

Find all the opinion terms and their sentiments from the given text in the format ["opinion", "sentiment"] without
any explanation. If no opinion term exists, then only answer "[]". The sentiment options are ["positive", "negative"].
Given the text {text}, the answer is

Example:

Text: "@*************** @************* @********** @*********** @******** @*********
@********* What doyou think the atmospheric CO2 concentration is?"
Answer: []

Text: It’s time to think about global warming- http*******************"
Answer: ["time to think", "positive"]

Text: "The Government has pledged to ban fossil fuel cars by 2030, yet continue to drive around in them while
lecturing the public on their carbon footprint. 19 diesel. 14 hybrid.\n\nONE electric."
Answer: ["lecturing the public", "negative"]

Text: "#TheTerritory tells the human stories at the heart of environmental conflict. We’ve teamed up with our
friends at @****** to spotlight the climate crisis. http*******************"
Answer: ["conflict "negative"], ["our friends", "positive"]

Text: "This nonprofit helps people in the meat alternative industry\n\nCurrent meat and dairy production practices
are resource consumptive and unsustainable. We’re teetering on the tipping point for what the planet can handle.
The Good Food Institute (GFI) is http******************* http*******************"
Answer: ["nonprofit helps", "positive"], ["unsustainable", "negative"], ["tipping point for what the planet can
handle", "negative"]

Text: "@************ @************* @********** I hear there is a lot of undeveloped land around
Malibu."
Answer: []

Text: "Despite some criticism of Labour’s "fairer, greener future" conference tagline, the green energy plan could
be a major boost for a party that is looking remarkably united ahead of the next general election."
Answer: ["major boost", "positive"], ["remarkably united", "positive"]

Text: "@************ #StopCGL #StopTMX or keep destroying the natural environment we all depend on,
including you yours to survive! This is on all politicians who fail to act decisively on the climate crisis we are in!
Get a grip! Prevention superior to reaction!"
Answer: ["destroying", "negative"], ["fail to act decisively", "negative"]

Text: "Tracking Ian: Carbon monoxide, medication mistakes, food poisoning, contaminated water, cleaning
supplies, snakes and spiders are just some of the hazards associated with hurricanes. Program the Poison Helpline
into your contacts now. Stay safe everyone! http*******************"
Answer: ["mistakes", "negative"], ["the hazards", "negative"], ["hurricanes", "negative"], ["Stay safe everyone !",
"positive"]

Text: "The alternative to privatisation is not ’populism’ but an energy strategy for national self-sufficiency and
green transition through the most adequate instrument: a non-financialised and competitive state-owned energy
company. 1/2 http*******************"
Answer: []

Table E: Few-shot prompt
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D Experiment Result Details 1131

Model Prompt Zero-Shot Few-Shot

Strict
F1 − Score

Soft
F1 − Score

Strict
F1 − Score

Soft
F1 − Score

Falcon-7B

h1 46.36% 46.36% 40.37% 40.37%
h2 46.67% 46.67% 42.79% 42.82%
l1 45.66% 45.72% 42.32% 42.32%
l2 45.45% 45.45% 42.22% 42.22%
v1 46.16% 46.16% 39.77% 39.77%
v2 46.36% 46.36% 39.70% 39.76%

Llama-2-13B

h1 37.49% 37.62% 27.81% 29.13%
h2 37.98% 37.98% 26.12% 28.03%
l1 37.17% 37.96% 36.44% 36.80%
l2 36.58% 37.51% 36.70% 36.76%
v1 39.80% 40.03% 36.31% 36.74%
v2 41.21% 41.21% 36.53% 36.63%

Llama-2-7B

h1 22.34% 22.80% 26.50% 30.39%
h2 35.54% 35.73% 19.35% 24.12%
l1 37.78% 37.95% 41.92% 41.92%
l2 39.49% 39.83% 45.96% 45.96%
v1 41.52% 41.57% 44.85% 44.85%
v2 38.38% 38.38% 45.05% 45.05%

Mistral-7B

h1 13.68% 16.12% 12.25% 21.93%
h2 23.06% 26.61% 16.15% 26.03%
l1 10.00% 12.36% 44.42% 44.56%
l2 14.53% 20.48% 45.74% 45.74%
v1 32.63% 34.34% 44.28% 44.38%
v2 35.86% 37.88% 44.75% 44.77%

Llamantino-13B

h1 12.63% 12.63% 39.93% 41.11%
h2 43.23% 43.23% 41.50% 41.86%
l1 26.97% 27.37% 38.59% 38.69%
l2 26.59% 26.66% 46.87% 46.87%
v1 41.21% 41.21% 46.46% 46.46%
v2 36.87% 36.87% 46.46% 46.46%

Llamantino-7B

h1 44.95% 44.95% 45.12% 45.15%
h2 42.53% 42.53% 46.26% 46.26%
l1 31.01% 31.25% 18.79% 19.36%
l2 37.88% 37.98% 21.28% 21.40%
v1 35.25% 35.25% 37.72% 37.77%
v2 37.37% 37.37% 36.67% 36.67%

Table F: Experiment result details for ENVIS-IT.
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Model Prompt Zero-Shot Few-Shot

Strict
F1 − Score

Soft
F1 − Score

Strict
F1 − Score

Soft
F1 − Score

Falcon-7B

h1 11.14% 11.34% 10.16% 14.07%
h2 11.95% 12.10% 10.31% 13.81%
l1 11.19% 11.53% 8.99% 9.44%
l2 11.35% 11.77% 9.26% 9.74%
v1 10.81% 10.90% 8.52% 8.92%
v2 12.75% 12.90% 8.39% 9.04%

Llama-2-13B

h1 7.76% 7.96% 8.88% 21.21%
h2 8.66% 8.92% 8.65% 19.77%
l1 2.92% 4.56% 9.76% 10.92%
l2 3.39% 6.33% 10.20% 11.61%
v1 6.93% 7.67% 10.81% 11.39%
v2 10.20% 10.46% 11.21% 11.60%

Llama-2-7B

h1 6.53% 9.13% 10.29% 30.14%
h2 6.95% 7.84% 9.60% 30.22%
l1 1.00% 5.64% 10.14% 10.88%
l2 1.35% 7.56% 11.63% 11.94%
v1 8.17% 9.72% 9.03% 9.88%
v2 7.41% 9.51% 9.77% 10.42%

Mistral-7B

h1 6.90% 25.58% 5.15% 36.93%
h2 8.44% 25.27% 4.32% 36.88%
l1 6.26% 25.00% 12.05% 13.88%
l2 6.02% 30.62% 11.88% 13.06%
v1 10.13% 33.09% 11.47% 14.71%
v2 7.89% 30.80% 11.45% 12.47%

Table G: Experiment result details for ENVIS-EN.
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Model Prompt Zero-Shot Few-Shot

Strict
F1 − Score

Soft
F1 − Score

Strict
F1 − Score

Soft
F1 − Score

Falcon-7B

h1 26.75% 26.75% 23.65% 24.28%
h2 26.83% 26.83% 22.11% 23.29%
l1 26.95% 26.99% 25.70% 25.73%
l2 26.75% 26.75% 25.78% 25.78%
v1 26.91% 26.91% 25.06% 25.06%
v2 26.79% 26.79% 25.70% 25.74%

Llama-2-13B

h1 17.23% 17.80% 21.08% 26.05%
h2 22.45% 22.62% 19.26% 26.12%
l1 17.55% 17.99% 20.51% 21.36%
l2 17.73% 18.01% 22.31% 22.91%
v1 23.61% 23.61% 22.98% 23.22%
v2 24.22% 24.24% 23.53% 23.74%

Llama-2-7B

h1 14.07% 15.55% 16.80% 29.77%
h2 17.25% 18.43% 14.88% 27.81%
l1 16.95% 19.78% 11.69% 13.57%
l2 13.49% 16.03% 13.52% 15.23%
v1 25.88% 26.01% 15.36% 17.11%
v2 25.38% 25.38% 18.77% 19.67%

Mistral-7B

h1 12.52% 29.04% 11.41% 34.75%
h2 16.99% 29.69% 12.79% 36.88%
l1 13.82% 21.36% 25.24% 25.52%
l2 16.85% 20.31% 26.06% 26.22%
v1 13.37% 30.70% 25.60% 26.12%
v2 19.48% 23.38% 26.07% 26.18%

DukunLM-13B

h1 21.33% 21.33% 14.38% 26.13%
h2 25.54% 25.54% 19.40% 26.99%
l1 21.93% 22.09% 23.17% 23.42%
l2 17.79% 17.92% 21.97% 22.16%
v1 24.78% 24.80% 23.88% 24.17%
v2 25.86% 25.86% 25.14% 25.22%

DukunLM-7B

h1 23.05% 23.30% 18.78% 27.57%
h2 25.14% 25.25% 17.41% 25.92%
l1 14.74% 14.76% 23.09% 23.25%
l2 11.42% 11.50% 20.86% 21.17%
v1 26.10% 26.16% 23.82% 24.14%
v2 25.38% 25.38% 22.93% 23.05%

Table H: Experiment result details for ENVIS-ID.
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