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Abstract

Split federated learning (SFL) is a recent distributed approach for collaborative
model training among multiple clients. In SFL, a global model is typically split into
two parts, where clients train one part in a parallel federated manner, and a main
server trains the other. Despite the recent research on SFL algorithm development,
the convergence analysis of SFL is missing in the literature, and this paper aims to
fill this gap. The analysis of SFL can be more challenging than that of federated
learning (FL), due to the potential dual-paced updates at the clients and the main
server. We provide convergence analysis of SFL for strongly convex and general
convex objectives on heterogeneous data. The convergence rates are O(1/T ) and
O(1/ 3

√
T ), respectively, where T denotes the total number of rounds for SFL

training. We further extend the analysis to non-convex objectives and the scenario
where some clients may be unavailable during training. Experimental experiments
validate our theoretical results and show that SFL outperforms FL and split learning
(SL) when data is highly heterogeneous across a large number of clients.

1 Introduction

1.1 Motivation

Federated learning (FL) [18, 9] allows distributed clients to train a global machine learning model
collaboratively without sharing raw data. FL leverages the parallel computing capabilities of clients
to enhance model training efficiency. However, FL is usually computationally intensive. Clients
need to train the entire global model multiple times, which can be infeasible for resource-constrained
edge devices. This challenge is further exacerbated as the trend towards increasingly larger model
architectures demands more substantial resources [1]. Moreover, FL suffers from the client drift
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Figure 1: An illustration of SFL framework, and there are two major algorithms, i.e., SFL-V1 (left)
and SFL-V2 (right) [27]. More discussions on SFL-V1 and SFL-V2 are given in Sec. 2.

problem when clients’ data distributions are heterogeneous, aka non-identically and independently
distributed (non-IID). A large number of studies have proposed algorithms to address the client drift
issue, e.g., [15, 10, 14, 25].

Split learning (SL) [28] is another distributed approach. By splitting the model across clients and a
main server, SL can substantially reduce the computational workload on edge devices. Moreover,
recent studies in [34, 17] show that SL can outperform FL when data is highly heterogeneous.
However, SL’s sequential training among clients can lead to high latency in each training round
and potential performance loss (e.g., caused by catastrophic forgetting), which impedes its practical
applicability in real-world distributed systems.

In light of above challenges, Thapa et. al in [27] proposed split federated learning (SFL) as a hybrid
approach that synergizes the strengths of both FL and SL. SFL combines parallel training of FL with
partial model training of SL. They proposed two major SFL algorithms: SFL-V1 and SFL-V2. An
illustration of these SFL algorithms are shown in Fig. 1. Specifically, the global model (to be trained)
is first split at a cut layer into two parts: a client-side model and a server-side model. Then, the clients
are responsible for training only the client-side model under the coordination of a fed server (similar
to FL). Another server, known as the main server, is tasked with training the server-side model by
collaborating with the clients (similar to SL). SFL aims to leverage parallel processing to reduce
latency, while benefiting from the reduced computational workloads and enhanced data heterogeneity
handling of SL.

Following [27], there has been an emerging volume of empirical studies on SFL. e.g., [22, 21, 3,
23, 8, 31, 5]. However, a convergence analysis of SFL is missing in the literature, and this paper
aims to provide a comprehensive convergence analysis under different conditions. Convergence
theory is crucial for understanding the learning performance of SFL, particularly in the context of
heterogeneous data and partial participation scenarios. In practical distributed systems, clients are
prone to have different data distributions. Moreover, not all clients may be active or available at all
times. These two issues can significantly affect the learning performance of SFL. We aim to provide
convergence guarantees for SFL on heterogeneous data (under both full and partial participation). We
further compare the results to FL and SL, which provides insights into the practical deployment of
various distributed approaches.

1.2 Related Work

Convergence theories of FL and SL. There are many convergence results on FL. Most studies
focus on data heterogeneity, e.g., [30, 16, 11, 10, 12]. Some studies look at partial participation, e.g.,
[35, 29, 26]. There are also convergence results on Mini-Batch SGD, e.g., [24, 33, 32], where [33]
argued that the key difference between FL and Mini-Batch SGD is the communication frequency.

To our best knowledge, there is only one recent study [17] discussing the convergence of SL. The
major difference to SL analysis lies in the sequential training manner across clients, while SFL clients
perform parallel training.
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1.3 Challenges and Contributions

Challenges of SFL convergence analysis. When data is homogeneous (IID) across clients, the
convergence theory in [12] (mainly developed for FL) can be applied to SFL. When data is het-
erogeneous, however, the theory cannot be directly applied due to the client drift problem. The
challenge is intensified with clients’ partial participation, which induces bias in the training process.
Despite that prior FL theories have handled data heterogeneity [16] and partial participation [29],
SFL convergence analysis imposes unique challenges due to the dual-paced model aggregation and
model updates at the client-side and server-side. More specifically,

Dual-paced model aggregation in SFL-V1: In SFL-V1, the main server maintains one server-side
model for each client, and it periodically aggregates the server-side models. When the main server
aggregates its models at the same frequency as the clients, the analysis is the same to that of FL.
However, FL analysis cannot be applied when aggregations occur at different frequencies, and it is
challenging to analyze the impact of such discrepancy on SFL convergence.

Dual-paced model updates in SFL-V2: In SFL-V2, the main server only maintains one version of
server-side model. The clients update the client-side models in a parallel manner while the main
server updates the server-side model in a sequential fashion. Hence, each client’s local update depends
on the randomness of the previous clients who have interacted with the main server. While [17]
handled sequential client training, their theory cannot be applied to SFL-V2 as they did not consider
the aggregation of client-side models. This makes our analysis more challenging than FL and SL.

Contributions. We summarize our contributions as follows:

• We provide the first comprehensive convergence analysis of SFL. The analysis is more
challenging than prior FL analysis due to the dual-paced model aggregation and model
updates. To this end, we derive a key decomposition result (Proposition 3.5) that enables us
to analyze the convergence from the server-side and client-side separately.

• Based on the decomposition result, we prove that the convergence guarantees of both SFL-
V1 and SFL-V2 are O(1/T ) for strongly convex objective and O(1/ 3

√
T ) for general convex

objective, where T denotes the total number of rounds for SFL training. We further extend
the analysis to non-convex objectives and more practical scenarios where some clients may
be unavailable during training.

• We conduct simulations on various datasets. We show that the results are consistent with
our theories. We further show two surprising results: (i) SFL achieves a better performance
when clients maintain a larger portion of the global model; (ii) SFL-V2 outperforms FL and
SL when clients have highly heterogeneous data and the number of client is large.

The rest of the paper is organized as follows. Sec. 2 formulates the SFL model. Sec. 3 presents the
convergence results for SFL. We conduct experiments in Sec. 4 and conclude in Sec. 5.

2 Problem Formulation

2.1 Model

We consider a set of clients N = {1, 2, · · · , N}, where each client n ∈ N has a local private dataset
Dn of size Dn = |Dn|. Suppose the global model parameterized by x has L layers. In SFL, the
global model is split at the Lc-th layer (i.e., the cut layer) into two segments: a client-side model
xc (from the first layer to layer Lc) and a server-side model xs (from layer Lc + 1 to layer L),
where x = [xc;xs]. Let xc,n denote the local client-side model of client n. The clients train models
with the help of two servers: (i) fed server, which periodically aggregates clients’ local models xc,n

(similar to FL), and (ii) main server, who trains the server-side model xs. In this work, we consider
two major SFL algorithms: SFL-V1 and SFL-V2 [27]. In SFL-V1, the main server maintains a
separate server-side model xs,n corresponding to each client n. In comparison, in SFL-V2, the main
server only maintains one model xs.

Let Fn(x; ζn) denote the loss of model x over client n’s mini-batch instance ζn, which is randomly
sampled from client n’s dataset Dn. Let Fn(x) ≜ Eζn∼Dn

[Fn(x; ζn)] denote the expected loss of
model x over client n’s dataset. The goal of SFL is to minimize the expected loss of the model x
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over the datasets of all clients:

min
x

f(x) =

N∑
n=1

anFn (x) , (1)

where an ∈ [0, 1] is the weight of client n satisfying
∑

n∈N an = 1. Typically, an =
Dn/

∑
n′∈N Dn′ , where a client with a larger data size is assigned a larger weight [34].

2.2 Algorithm Description

We provide a brief description of SFL. Refer to Appendix B for a more detailed discussion. SFL
takes a total number of T rounds to solve (1). At the beginning of each round t, clients download the
recent global client-side model from the fed server, where the model is an aggregated version of the
client-side models of the clients from the previous round t− 1. Each round t contains two stages:

Stage 1: model training. Clients and the main server train the full global model for τ iterations in
each round. In each iteration i < τ , there are three steps:

Step 1: client forward propagation. Each client n samples a mini-batch of data ζt,in from Dn,
computes the intermediate features (e.g., activation values at the cut layer) over its current model
xt,i
c,n, and sends the activation to the main server. The clients perform forward propagation in parallel.

Step 2: main server training. Upon receiving the activation of each client n,

• SFL-V1: the main server computes the loss using the current server-side model xt,i
s,n. It then

computes the gradients over xt,i
s,n to update the model. It also computes the gradient over

the activation at the cut layer, and sends it to client n.

• SFL-V2: the main server computes the loss Fn(
{
xt,i
c,n,x

t,i
s

}
), based on which it then

updates the server-side model xt,i
s . It also computes and sends the gradient over activation

at the cut layer to client n. Note that the main server sequentially interacts with the clients
in a randomized order.

Step 3: client backward propagation. Receiving gradient at the cut layer, each client n computes the
client-side gradient using the chain rule, and then updates its model xt,i

c,n.

Stage 2: model aggregation. Model aggregation can occur for both client-side and server-side
models. For the client side, after τ iterations of model training (i.e., at the end of round t), each client
sends its current client-side model to the fed server. The fed server aggregates the clients’ models
(e.g., weighted averaging), which will be downloaded in the next round t+ 1:

xt+1
c ←

∑
n∈N

anx
t,τ
c,n. (2)

For the server side, (i) in SFL-V1, after τ̃ iterations of training, the main server aggregates all server-
side models. Note that τ̃ does not necessarily need to equal τ , but when equality holds, SFL-V1 can
be regarded as FL (despite the model splitting). (ii) In SFL-V2, no aggregation occurs since the main
server only maintains one model.

2.3 Client Participation

We consider two cases: (i) full participation where all clients are available during training. This
can model the scenarios where clients are organizations or companies who likely have sufficient
computation and communication resources [7]; (ii) partial participation where some clients may be
unavailable during training. This can model the cases where clients are edge devices (e.g., mobile
phones) that are usually resource-constrained and may be disconnected from the SFL process.

To model partial participation, we consider independent participation probabilities for each client,
allowing for arbitrary and heterogeneous participation probabilities. Specifically, we use qn ∈ [0, 1]
to denote client n’s participation level (or probability), and q = (qn, n ∈ N ). If qn = 1, client
n participates in every round of SFL with probability one. If qn < 1, client n is unavailable in
some rounds. Denote Pt(q) as the set of participating clients in round t. In the presence of partial
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participation, we need to modify (2) (and the potential server-side aggregation) to offset the incurred
bias:

xt+1
c ←

∑
n∈Pt(q)

an
qn

xt,τ
c,n. (3)

3 Convergence Analysis

We first make technical assumptions in Sec. 3.1. Then, we present a key technical result in Sec. 3.2
to support the SFL convergence analysis. Finally, we provide the convergence results under full
participation and partial participation in Sec. 3.3 and Sec. 3.4, respectively.

3.1 Assumptions

We start with some conventional assumptions for convergence analysis in the FL literature.
Assumption 3.1. (S-Smoothness) Each client n’s loss function Fn is S-smooth. That is, for all
x,y ∈ Rd,

Fn(y) ≤ Fn(x) + ⟨∇Fn(x),y − x⟩+ S

2
∥y − x∥2. (4)

The smoothness assumption holds for many loss functions in, for example, logistic regression,
softmax classifier, and l2-norm regularized linear regression [16].
Assumption 3.2. (Unbiased and bounded stochastic gradients with bounded variance) The stochastic
gradients gn(·) of Fn (·) is unbiased with the variance bounded by σ2

n.

Eζn∼Dn
[gn (x, ζn)] = ∇Fn (x) , (5)

Eζn∼Dn

[
∥gn (x, ζn)−∇Fn (x)∥2

]
≤ σ2

n. (6)

Assumption 3.3. (Bounded gradients) The expected squared norm of stochastic gradients is bounded
by G2.

Eζn∼Dn
∥gn (x, ζn)∥

2 ≤ G2. (7)

The value of σn measures the level of stochasticity.
Assumption 3.4. (Heterogeneity) There exists an ϵ2 such that the divergence between local and
global gradients is bounded by ϵ2.

∥∇Fn (x)−∇f (x)∥2 ≤ ϵ2. (8)

A larger ϵ2 indicates a larger degree of data heterogeneity.

3.2 Decomposition

As discussed in Sec. 1.3, analyzing the performance bound of SFL can be more challenging than that
of conventional FL counterparts due to the dual-paced model aggregation and model updates. To
address this challenge, we decompose the convergence analysis into the server-side and client-side
updates, respectively. We give the decomposition below.

Proposition 3.5. (Convergence decomposition) Let x∗ ≜ [x∗
c ;x

∗
s] denote the optimal global model

that minimizes f(·), and xT ≜ [xT
c ;x

T
s ] is the global model obtained after T rounds of SFL training.

Under Assumption 3.1, we have

E
[
f(xT )

]
− f(x∗) ≤ S

2

(
E||xT

s − x∗
s||2 + E||xT

c − x∗
c ||2
)
. (9)

The proof is given in Appendix C.4. Proposition 3.5 is particularly useful. It shows that despite the
challenging dual-paced updates, to bound the SFL performance gap, it suffices to separately bound
the gap at the server-side and client-side models. Note that our decomposition can be easily applied
to other distributed approaches such as SL. In addition, such a decomposition is not necessarily loose,
as our derived bounds for SFL achieve the same order as in FL (see Appendix H.2 for details).
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3.3 Results under Full Participation

Built upon Proposition 3.5, we first present the convergence results under full participation. For
convenience, define

Ierr ≜
∥∥x0 − x∗∥∥2 , γ ≜ 8S/µ− 1, τmin ≜ min{τ, τ̃}, τmax ≜ max{τ, τ̃}, (10)

and let ηt represent the learning rate at round t. Let f∗ denotes the optimal global loss, i.e.,
f∗ ≜ f(x∗). All results are obtained based on Assumptions 3.1-3.4. The convergence results for
SFL-V1 and SFL-V2 are summarized in Theorems 3.6 and 3.7, respectively1.

Theorem 3.6. ( SFL-V1: full participation)

µ-strongly convex: Let Assumptions 3.1 - 3.3 hold, and ηt = 4
µτ̃(γ+t) for client-side model and

ηt = 4
µτ(γ+t) for server-side model,

E
[
f(xT )

]
−f∗≤

8SN
∑N

n=1a
2
n

(
2σ2

n+G2
)

µ2 (γ + T )
+
768S2

∑N
n=1an

(
2σ2

n+G2
)

µ3 (γ + T ) (γ + 1)
+
S(γ + 1)Ierr

2(γ + T )
. (11)

General convex: Let Assumptions 3.1 - 3.3 hold, and ηt ≤ 1
2Sτmax

,

E
[
f
(
xT
)]
− f∗ ≤ SIerr

2(T + 1)
+

1

2

(
(τ̃2 + τ2)IerrN

τ2min(T + 1)

N∑
n=1

a2n
(
2σ2

n +G2
)) 1

2

+
1

2

(
24(τ̃2 + τ2)SIerr

τ2min(T + 1)

N∑
n=1

an
(
2σ2

n +G2
)) 1

3

.

(12)

Non-convex: Let Assumptions 3.1, 3.2, and 3.4 hold, and ηt ≤ min
{

1
16Sτmax

, τmin

8SNτ2
max

∑N
n=1 a2

n

}
,

1

T

T−1∑
t=0

ηtE
[∥∥∇xf

(
xt
)∥∥2]≤ 4

Tτmin

(
f
(
x0
)
−f∗)+8NS(τ2+τ̃2)

Tτmin

N∑
n=1

a2n
(
σ2
n + ϵ2

)T−1∑
t=0

(
ηt
)2

. (13)

Theorem 3.7. ( SFL-V2: full participation)

µ-strongly convex: Let Assumptions 3.1 - 3.3 hold, and ηt = 4
µτ̃(γ+t) for client-side model and

ηt = 4
µτ(γ+t) for server-side model,

E
[
f(xT )

]
−f∗ ≤

8SN
∑N

n=1(a
2
n+1)

(
2σ2

n+G2
)

µ2 (γ+T )
+
768S2

∑N
n=1(an+1)

(
2σ2

n+G2
)

µ3 (γ+T ) (γ+1)
+
S(γ+1)Ierr

2(γ+T )
.

(14)

General convex: Let Assumptions 3.1 - 3.3 hold, and ηt ≤ 1
2Sτ ,

E
[
f
(
xT
)]
−f∗≤ SIerr

2(T+1)
+
1

2

(
NIerr

T+1

N∑
n=1

(a2n+1)
(
2σ2

n+G2
)) 1

2

+
1

2

(
24SIerr

T+1

N∑
n=1

(an+1)
(
2σ2

n+G2
)) 1

3

.

(15)

Non-convex: Let Assumptions 3.1, 3.2, and 3.4 hold, and ηt ≤ min
{

1
16Sτ ,

1
8SN2τ

}
,

1

T

T−1∑
t=0

ηtE
[∥∥∇xf

(
xt
)∥∥2]≤ 4

Tτ

(
f
(
x0
)
−f∗)+8NSτ

T

N∑
n=1

(a2n + 1)
(
σ2
n + ϵ2

)T−1∑
t=0

(
ηt
)2

. (16)

1Following many existing works in FL (e.g., [10]), we consider E
[
f(xT )

]
− f∗ and

1
T

∑T−1
t=0 ηtE[∥∇xf(x

t)∥2] as the performance metrics for (strongly) convex and non-convex objectives,
respectively.
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Proofs of Theorems 3.6-3.7 are given in Appendices D-E, respectively. We summarize the key
findings below.

Convergence rate. The convergence bounds of both SFL-V1 and SFL-V2 achieve an order of O(1/T )
on strongly convex (and non-convex) objectives. For general convex objectives, the convergence rate
becomes O(1/ 3

√
T ).2 Note that our bounds match the existing bounds for FL and SL (in terms of the

order of T ) on heterogeneous data for strongly convex objectives. For a more detailed comparison,
please refer to Appendix H.2.3

Impact of data heterogeneity. The convergence bounds increase as the level of data heterogeneity
increases. For example, in (13), the bound increases in ϵ2 (see Assumption 3.4). This means that SFL
tends to perform worse when clients’ data are more heterogeneous, which is a commonly observed
phenomenon in distributed learning, e.g., FL.

Choice of learning rate. One should use a smaller learning rate when the number of local iteration τ
increases. This bears a similar spirit to [16]. In addition, our results indicate that a proper choice of
constant learning rate suffices for SFL convergence. It would be an interesting direction to investigate
whether diminishing learning rates are able to achieve faster convergence.

Comparison between SFL-V1 and SFL-V2. The convergence results between the two SFL versions
are very similar, except that a2n (and an) in SFL-V1 are replaced by a2n + 1 (and an + 1) in SFL-V2.
See (11) and (14) for an inspection. We will show in Sec. 4 that SFL-V1 and SFL-V2 achieve similar
accuracy (except under highly heterogeneous data).

3.4 Results under Partial Participation

Now, we present the results under partial participation.
Theorem 3.8. ( SFL-V1: partial participation)

µ-strongly convex: Let Assumptions 3.1 - 3.3 hold, and ηt = 4
µτ̃(γ+t) for client-side model and

ηt = 4
µτ(γ+t) for server-side model,

E
[
f(xT )

]
−f∗≤

8SN
∑N

n=1a
2
n

(
2σ2

n+G2+G2

qn

)
µ2 (γ + T )

+
768S2

∑N
n=1an

(
2σ2

n+G2
)

µ3 (γ + T ) (γ + 1)
+
S(γ+1)Ierr

2(γ + T )
. (17)

General convex: Let Assumptions 3.1 - 3.3 hold, and ηt ≤ 1
2Sτmax

,

E
[
f
(
xT
)]
− f∗ ≤ SIerr

2(T + 1)
+

1

2

(
(τ̃2 + τ2)IerrN

τ2min(T + 1)

N∑
n=1

a2n

(
2σ2

n +G2 +
G2

qn

)) 1
2

+
1

2

(
24(τ̃2 + τ2)SIerr

τ2min(T + 1)

N∑
n=1

an
(
2σ2

n +G2
)) 1

3

.

(18)

Non-convex: Let Assumptions 3.1, 3.2, and 3.4 hold, and ηt ≤ min{ 1
16Sτmax

, τmin

8SNτ2
max

∑N
n=1

a2
n

qn

},

1

T

T−1∑
t=0

ηtE
[∥∥∇xf

(
xt
)∥∥2]≤ 4

Tτmin

(
f
(
x0
)
−f∗)+8NS(τ2+τ̃2)

Tτmin

N∑
n=1

a2n
qn

(
σ2
n+ϵ2

)T−1∑
t=0

(
ηt
)2

. (19)

Theorem 3.9. ( SFL-V2: partial participation)

µ-strongly convex: Let Assumptions 3.1 - 3.3 hold, and ηt = 4
µτ̃(γ+t) for client-side model and

ηt = 4
µτ(γ+t) for server-side model,

E
[
f
(
xT
)]
−f∗≤

8SN
∑N

n=1(a
2
n+1)

(
2σ2

n+G2 + G2

qn

)
µ2 (γ+T )

+
768S2

∑N
n=1(an+1)

(
2σ2

n+G2
)

µ3 (γ + T ) (γ + 1)
+
S(γ+1)Ierr

2(γ + T )
.

(20)
2Note that it might be counter-intuitive to observe looser bounds on general convex objectives than on

non-convex objectives. This is associated with different performance metrics used in the analysis, e.g., see the
left hand side of (12) and (13).

3We also compared SFL to FL and SL in terms of communication/computation overheads in Appendix H.3.
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(a) SFL-V1 on CIFAR-10.
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(b) SFL-V2 on CIFAR-10.
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(c) SFL-V1 on CIFAR-100.
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(d) SFL-V2 on CIFAR-100.

Figure 2: Impact of the choice of cut layer on SFL performance.

General convex: Let Assumptions 3.1 - 3.3 hold, and ηt ≤ 1
2Sτ ,

E
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+
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(21)

Non-convex: Let Assumptions 3.1, 3.2, and 3.4 hold, and ηt ≤ min

{
1

16Sτ ,
1

8SN2τ
∑N

n=1

a2
n

qn

}
,

1

T

T−1∑
t=0

ηtE
[∥∥∇xf

(
xt
)∥∥2]≤ 4

Tτ
(f (x0)− f∗)+

8NSτ

T

N∑
n=1

a2n + 1

qn

(
σ2
n+ϵ2

) T−1∑
t=0

(
ηt
)2

. (22)

The proofs are given in Appendices F-G.

Impact of partial participation. In practical cross-device settings, some clients may not participate
in all rounds of training, i.e., qn < 1 for some n. This brings an additional term G2/qn to the conver-
gence bound (e.g., see (12) and (18)), meaning that partial participation worsens SFL performance.
This is also observed in FL literature (e.g., [29]) and is consistent with our experimental results.

4 Experimental Results

4.1 Setup

We conduct experiments on CIFAR-10 and CIFAR-100 [13].4 To simulate data heterogeneity, we
adopt the widely used Dirichlet distribution [6] with a controlling parameter β. Here, a smaller
β corresponds to a higher level of data heterogeneity across clients. We use ResNet-18, which
contains four blocks, as the model structure and consider four types of model splitting represented
by Lc = {1, 2, 3, 4}, where Lc = n means the model is split after the n-th residual block. We
consider two major distributed approaches as the benchmark, i.e., FL (in particular FedAvg [18])
and SL [28]. The learning rates for SFL-V1, SFL-V2, FL, and SL are set as 0.01. The batch-
size bs is 128, and we run experiments for T = 200 rounds. Unless stated otherwise, we use
N = 10, β = 0.1, E = 5, where E is the number of local epochs for client-side model aggregation
(i.e., every E times of training performed over each client’s dataset, their client-side models are
aggregated at the fed server), and hence τ = ⌈Dn

bs
⌉ × E. We set τ = τ̃ for the fair comparison

to vanilla FL. The experiments are run on a CPU (Intel(R) Xeon(R) Gold 5320 at 2.20GHz) and
a GPU (A100-PCIE-80GB). Our codes are provided in https://github.com/TIANGeng708/
Convergence-Analysis-of-Split-Federated-Learning-on-Heterogeneous-Data.

4.2 Impact of system parameters on SFL performance

Impact of cut layer. We first investigate how the choice of the cut layer Lc affects the SFL
performance. The results are reported in Fig. 2. We observe that for both SFL-V1 and SFL-V2,

4More experiments on FEMNIST are given in Appendix I.5.
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(d) SFL-V2 on CIFAR-100.

Figure 3: Impact of data heterogeneity on SFL performance.
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Figure 4: Impact of client participation on SFL performance.

the performance increases in Lc (i.e., clients have a larger proportion of the global model). This is
associated with our empirical observation that the average client gradient variance gets smaller with
Lc. Intuitively, a smaller gradient variance implies a lower degree of the client drift issue, which
leads to a better algorithm performance.5 Based on this observation, we use Lc = 4 for SFL (and SL)
for the following experiments.

Impact of data heterogeneity. We study the impact of data heterogeneity on SFL performance,
where we use β ∈ {0.1, 0.5, 1,∞}, and β =∞ means clients have IID data. The results are reported
in Fig. 3. We observe that a higher level of data heterogeneity (i.e., a smaller β) leads to slower
algorithm convergence and a lower accuracy for both SFL-V1 and SFL-V2. The observation is
consistent with our convergence bound, e.g., in (16), the performance bound increases in ϵ2. Note
that the negative impact of heterogeneity is commonly observed in distributed learning literature
including FL [7] and SL [21].

Impact of partial participation. We study the impact of client participation and let qn = q ∈
{0.2, 0.5, 1},∀n. The results are reported in Fig. 4. We observe that a lower level of participation
leads to less stable convergence and also a smaller accuracy. This is consistent with our convergence
results, e.g., in (20), the bound decreases in clients’ participation level qn. Partial participation is
expected in practical cross-device scenarios where clients are resourced-constrained edge devices. It
is important to develop efficient algorithms as well as effective incentive mechanisms to encourage
clients’ participation in SFL.

4.3 Comparison among SFL, FL, and SL.

We now compare SFL to FL and SL. We consider different combinations of data heterogeneity
β ∈ {0.1, 0.5} and cohort sizes N ∈ {10, 50, 100}. The results are reported in Fig. 5. When data
is mildly heterogeneous (i.e., β = 0.5), SFL and FL have similar convergence rates and accuracy
performance. Note that SL seems to under-perform SFL and FL. We think this is mainly due to the
catastrophic forgetting issue, which has been observed in [21, 2].

SFL outperforms FL and SL under highly heterogeneous data and a large client number.
When data becomes more non-IID (i.e., β = 0.1), SFL-V2 tends to outperform FL and SL. The
improvement becomes more significant as the cohort size gets larger. The bottleneck of FL is the client
drift issue caused by data heterogeneity. The bottleneck of SL is associated with the catastrophic
forgetting. SFL-V2 is a hybrid combination of FL and SL, which can lead to a better tradeoff
between client drift and forgetting. By appropriately choosing the cut layer, SFL-V2 outperforms

5See Appendix I.4 for more detailed discussions on this point.
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Figure 5: Performance comparison on CIFAR-10.

FL and SL. This observation also indicates that SFL-V2 can be a more appealing solution than
FL for practical cross-device systems, as it achieves a better performance while requiring smaller
computation overheads from edge devices.

5 Conclusion

In this work, we provided the first comprehensive convergence analysis of SFL for strongly convex,
general-convex, and non-convex objectives on heterogeneous data. One key challenge is the dual-
paced model updates. We get around this issue by decomposing the performance gap of the global
model into the client-side and server-side gaps. We further extend our analysis to the more practical
scenario with partial client participation. Experimental experiments validate our theories and further
show that SFL can outperform FL and SL under highly heterogeneous data and a large client number.
One limitation of our work is that our bounds for SFL achieve the same order (in terms of training
rounds) as in FL, yet the experiments showed that SFL outperforms FL under high heterogeneity.
This is possibly due to that tighter bounds for SFL are to be derived, which is an important future
work. For future work, one can apply our derived bounds to optimize SFL system performance,
considering model accuracy, communication overhead, and computational workload of clients. It is
also interesting to theoretically analyze how the choice of the cut layer affects the SFL performance.
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A Appendix / supplemental material

We organize the entire appendix file as follows:

In Sec. B, we provide detailed algorithmic descriptions.

In Sec. C, we provide notations and some technical lemmas.

• In Sec. C.1, we provide some notations
• In Sec. C.2, we recall SFL-V1 and SFL-V2
• In Sec. C.3, we recall the assumptions
• In Sec. C.4, we provide some useful technical lemmas together with their proofs

In Sec. D, we prove Theorem 3.6, i.e., convergence of SFL-V1 under full participation.

• In Sec. D.1, we prove the strongly convex case
• In Sec. D.2, we prove the general convex case
• In Sec. D.3, we prove the non-convex case

In Sec. E, we prove Theorem 3.7, i.e., convergence of SFL-V2 under full participation.

• In Sec. E.1, we prove the strongly convex case
• In Sec. E.2, we prove the general convex case
• In Sec. E.3, we prove the non-convex case

In Sec. F, we prove Theorem 3.8, i.e., convergence of SFL-V1 under partial participation.

• In Sec. F.1, we prove the strongly convex case
• In Sec. F.2, we prove the general convex case
• In Sec. F.3, we prove the non-convex case

In Sec. G, we prove Theorem 3.9, i.e., convergence of SFL-V2 under partial participation.

• In Sec. G.1, we prove the strongly convex case
• In Sec. G.2, we prove the general convex case
• In Sec. G.3, we prove the non-convex case

In Sec. H, we SFL to other distributed approaches, i.e., FL, SL, and Mini-Batch SGD.

• In Sec. H.2, we compare their convergence bounds
• In Sec. H.3, we compare their overheads in terms of communication and computation

In Sec. I, we provide more experimental results.
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B Algorithm description

For version 1, the client-side model parameter and M-server-side model parameter are aggregated
every τ and τ̃ iterations, respectively. In iteration i of round t, each client n samples a mini-batch
of data ζt,in from Dn, computes the intermediate features h(xt,i

c,n; ζ
t,i
n ) (e.g., activation values at

the cut layer) over its current model xt,i
c,n, and sends h(xt,i

c,n; ζ
t,i
n ) to the M-server. For each client

n, the M-server computes the loss Fn(h(x
t,i
c,n; ζ

t,i
n ),xt,i

s,n) based on xt,i
s,n. Let ∇ denote a gradient

operator and ∇wF represents the gradient of F w.r.t. w. The M-server computes the M-server-side
gradient gt,i

s,n(x
t,i
s,n; ζ

t,i
n ) = ∇xs

Fn(h(x
t,i
c,n; ζ

t,i
n ),xt,i

s,n), the gradient over the intermediate features
(activations) at the cut layer rt,ic,n(x

t,i
s,n; ζ

t,i
n ) = ∇hFn(h(x

t,i
c,n; ζ

t,i
n ),xt,i

s,n), and sends rt,ic,n(x
t,i
s,n; ζ

t,i
n )

to client n. Each client n computes the client-side gradient gt,i
c,n(x

t,i
c,n; ζ

t,i
n ) based on rt,ic,n(x

t,i
s,n; ζ

t,i
n )

using the chain rule.

For version 2, the client-side model is aggregated every τ iterations, while the M-server trains only
one version of the M-server-side model.

Algorithm 1: SFL-V1 under clients’ partial participation
Input: τ, τ̃ , T , and learning rate ηt
Output: Global model xT = {xT

c ,x
T
s }

1 Initialize x0 = {x0
c ,x

0
s};

2 for i = 0, . . . , (T − 1)τmax do
3 Determine participating client set Pt ⊆ N according to qn;

Phase 1: model training.
4 each client n ∈ Pt:
5 Sample a mini-batch ζt,in ;
6 Send h(xt,i

c,n; ζ
t,i
n ) to the M-server;

7 the M-server:
8 Compute Fn(h(x

t,i
c,n; ζ

t,i
n ),xt,i

s ), gt,i
s,n(x

t,i
s,n; ζ

t,i
n ), and

rt,i
c,n(x

t,i
s,n; ζ

t,i
n );

9 Send rt,i
c,n(x

t,i
s,n; ζ

t,i
n ) to client n ∈ Pt;

10 xt,i+1
s,n ← xt,i

s,n − ηtg
t,i
s,n(x

t,i
s,n; ζ

t,i
n );

11 Compute gt,i
c,n(x

t,i
c,n; ζ

t,i
n );

12 xt,i+1
c,n ← xt,i

c,n − ηtg
t,i
c,n(x

t,i
c,n; ζ

t,i
n );

Phase 2: model aggregation.
13 if i%τ = 0 then
14 each client n ∈ Pt:
15 Send xt,τ

c,n to the F-server;

16 the F-server:
17 xt+1

c ←
∑

n∈Pt
an
qn

xt,τ
c,n;

18 each client n ∈ N :
19 xt,0

c,n ← xt
c;

20 if i%τ̃ = 0 then
21 the M-server:
22 xt+1

s ←
∑

n∈Pt
an
qn

xt,τ̃
s,n.

23 xt,0
s,n ← xt

s,∀n ∈ N ;
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Algorithm 2: SFL-V2 under clients’ partial participation
Input: τ, T , and learning rate ηt
Output: Global model xT = {xT

c ,x
T
s }

1 Initialize x0 = {x0
c ,x

0
s};

2 for t = 0, . . . , T − 1 do
3 Determine participating client set Pt ⊆ N according to qn;

Phase 1: model training.
4 each client n ∈ Pt:
5 xt,0

c,n ← xt
c;

6 for i = 0, . . . , τ − 1 do
7 Sample a mini-batch ζt,in ;
8 Send h(xt,i

c,n; ζ
t,i
n ) to the M-server;

9 the M-server:
10 Compute Fn(h(x

t,i
c,n; ζ

t,i
n ),xt,i

s ), gt,i
s,n(x

t,i
s ; ζt,in ), and

rt,i
c,n(x

t,i
s ; ζt,in );

11 Send rt,i
c,n(x

t,i
s ; ζt,in ) to client n ∈ Pt;

12 xt,i+1
s ← xt,i

s − ηt
qn

gt,i
s,n(x

t,i
s ; ζt,in );

13 Compute gt,i
c,n(x

t,i
c,n; ζ

t,i
n );

14 xt,i+1
c,n ← xt,i

c,n − ηtg
t,i
c,n(x

t,i
c,n; ζ

t,i
n );

15 the M-server:
16 xt+1,0

s ← xt,τ
s ;

Phase 2: model aggregation.
17 each client n ∈ Pt:
18 Send xt,τ

c,n to the F-server;

19 the F-server:
20 xt+1

c ←
∑

n∈Pt
an
qn

xt,τ
c,n.
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C Notations and technical lemmas

C.1 Notations

Recall that the objective of SFL is given by

min
x

f(x) :=

N∑
n=1

anFn(x) (23)

We define

• xc and xs: global model parameter on the clients and server sides, respectively.
• xc,n and xs,n: local forms of parameter on client n and on the main server corresponding

to client n (in SFL-V1).
• ∇Fc,n (·) and ∇Fs,n (·): the gradients of Fn (·) over xc and xs, respectively.
• gc,n (·) and gs,n (·): the stochastic gradients of Fn (·) over xc and xs, respectively.

For convenience, we omit the notation for mini-batch training data when referring to stochastic
gradients.

Further, we recall how SFL-V1 and SFL-V2 update models below.

C.2 SFL-V1 and SFL-V2 model updates

Let qn denote the participating probability of client n and define q := {q1, . . . , qN}. We denote Itn
as a binary variable, taking 1 if client n participates in model training in round t, and 0 otherwise. Itn
follows a Bernoulli distribution with an expectation of qn. Denote Pt (q) as the set of participating
clients in round t.

Parameter update for SFL-V1:

• Local training of client n: xt,0
c,n ← xt

c, xt,i+1
c,n ← xt,i

c,n − ηtgt,i
c,n

(
xt,i
c,n

)
, xt+1

c,n ← xt,τ
c,n;

• Client-side global aggregation:
– Full participation: xt+1

c ← xt
c − ηt

∑
n∈N an

∑τ
i=0 g

t,i
c,n

(
xt,i
c,n

)
;

– Partial participation: xt+1
c ← xt

c − ηt
∑

n∈Pt(q)
an

qn

∑τ
i=0 g

t,i
c,n

(
xt,i
c,n

)
;

• M-server-side model update:

– Full participation: xt+1
s ← xt

s − ηt
∑

n∈N an
∑τ̃−1

i=0 gt,i
s,n

(
xt,i
s,n

)
;

– Partial participation: xt+1
s ← xt

s − ηt
∑

n∈Pt(q)
an

qn

∑τ̃−1
i=0 gt,i

s,n

(
xt,i
s,n

)
.

Parameter update for SFL-V2:

• Local training of client n: xt,0
c,n ← xt

c, xt,i+1
c,n ← xt,i

c,n − ηtgt,i
c,n

(
xt,i
c,n

)
, xt+1

c,n ← xt,τ
c,n;

• Client-side global aggregation:
– Full participation: xt+1

c ← xt
c − ηt

∑
n∈N an

∑τ
i=0 g

t,i
c,n

(
xt,i
c,n

)
;

– Partial participation: xt+1
c ← xt

c − ηt
∑

n∈Pt(q)
an

qn

∑τ
i=0 g

t,i
c,n

(
xt,i
c,n

)
;

• M-server-side model update:

– Full participation: xt+1
s ← xt

s − ηt
∑

n∈N
∑τ−1

i=0 gt,i
s,n

(
xt,i
s,n

)
;

– Partial participation: xt+1
s ← xt

s − ηt
∑

n∈Pt(q)
1
qn

∑τ−1
i=0 gt,i

s,n

(
xt,i
s,n

)
.

C.3 Assumptions

We further recall the following assumptions for clients’ loss functions in the proof.
Assumption C.1. For each client n ∈ N :
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• The loss Fn (·) is S-smooth:

∥∇Fn (x)−∇Fn (y)∥ ≤ S ∥x− y∥ ,∀x,y, (24)

Fn(y) ≤ Fn(x) + ⟨∇Fn(x),y − x⟩+ S

2
∥y − x∥2,∀x,y ∈ Rd. (25)

• The stochastic gradients of Fn (·) are unbiased with the variance bounded by σ2
n:

E [gn (x)] = ∇Fn (x) , (26)

E
[
∥gn (x)−∇Fn (x)∥2

]
≤ σ2

n. (27)

• The expected squared norm of stochastic gradients is bounded by G2:

E ∥gn (x)∥
2 ≤ G2. (28)

• (Bounded gradient divergence) There exists a constant ϵ > 0, such that the divergence
between local and global gradients is bounded by ϵ2:

∥∇Fn (x)−∇f (x)∥2 ≤ ϵ2. (29)

Assumption C.2. For each client n ∈ N :

• The loss Fn (·) is µ-strongly convex for some µ ≥ 0:

Fn(y) ≥ Fn(x) + ⟨∇Fn(x),y − x⟩+ µ

2
∥y − x∥2,∀x,y ∈ Rd. (30)

Here, we allow that µ = 0, referring to this case of the general convex.

C.4 Technical Lemmas

Lemma C.3. [Lemma 5 in [10]] The following holds for any S-smooth and µ-strongly convex
function h, and any x, y, z in the domain of h:

⟨∇h(x), z − y⟩ ≥ h(z)− h(y) +
µ

4
∥y − z∥2 − S∥z − x∥2. (31)

Proof of Proposition 3.5

Proposition 3.5 (Convergence decomposition) Let x∗ ≜ [x∗
c ;x

∗
s] denote the optimal global model

that minimizes f(·), and xT ≜ [xT
c ;x

T
s ] is the global model obtained after T rounds of SFL training.

Under Assumption 3.1, we have

E
[
f(xT )

]
− f(x∗) ≤ S

2

(
E||xT

s − x∗
s||2 + E||xT

c − x∗
c ||2
)
. (32)

Proof. Since Fn’s are S-smooth, it is easy to show that the global loss function f(·) is also S-smooth.
Thus, we have

E
[
f(xT )

]
−f(x∗)≤E

[
⟨xT−x∗,∇f(x∗)⟩

]
+
S

2
E
[
||xT−x∗||2

]
=

S

2
E
[
||xT−x∗||2

]
. (33)

Since xT ≜ [xT
c ;x

T
s ], and x∗ ≜ [x∗

c ;x
∗
s], we have

E
[
||xT − x∗||2

]
= E

[
||[xT

c ;x
T
s ]− [x∗

c ;x
∗
s]||2

]
=E

[
||[xT

c − x∗
c ;x

T
s − x∗

s]||2
]
= E

[
||xT

c − x∗
c ||2
]
+ E

[
||xT

s − x∗
s||2
]
.

(34)

Substituting (34) into (33), we complete the proof.

Proposition C.4 (Decomposition in each round). Under Assumption C.1, we have

E
[
f
(
xt+1

)]
− f

(
xt
)

≤E
[〈
∇xcf

(
xt
)
,xt+1

c − xt
c

〉]
+
S

2
E
[∥∥xt+1

c − xt
c

∥∥2]+ (35)

E
[〈
∇xs

f
(
xt
)
,xt+1

s − xt
s

〉]
+
S

2
E
[∥∥xt+1

s −xt
s

∥∥2] . (36)
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Proof. The proposition can be easily proved by the S-smoothness of f (·).

Lemma C.5. [Multiple iterations of local training in each round] Under Assumption C.1, if we let
ηt ≤ 1√

6Sτ
and run client n’s local model for τ iteration continuously in any round t, we have

τ−1∑
i=0

E
[∥∥xt,i

n − xt
∥∥2] ≤ 12τ3

(
ηt
)2 (

2σ2
n +G2

)
. (37)

Proof. Similar to Lemma 3 in [20], we have

E
[∥∥xt,i

n − xt
∥∥2]

≤ E
[∥∥xt,i−1

n − ηtgt,i−1
n − xt

∥∥2]
≤ E

[∥∥xt,i−1
n −xt−ηt

(
gt,i−1
n −∇xFn

(
xt,i−1
n

)
+∇xFn

(
xt,i−1
n

)
−∇xFn

(
xt
)
+∇xFn

(
xt
))∥∥2]

≤
(
1 +

1

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 3 (1 + τ)E

[∥∥ηt (gt,i−1
n −∇xFn

(
xt,i−1
n

))∥∥2]
+ 3 (1 + τ)E

[∥∥ηt (∇xFn

(
xt,i−1
n

)
−∇xFn

(
xt
))∥∥2]+ 3 (1 + τ)E

[∥∥ηt (∇xFn

(
xt
))∥∥2]

≤
(
1 +

1

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 3 (1 + τ)

(
ηt
)2

σ2
n

+ 3 (1 + τ)
(
ηt
)2

S2E
[∥∥xt,i−1

n − xt
∥∥2]+ 3 (1 + τ)

(
ηt
)2 E [∥∥∇xFn

(
xt
)∥∥2]

≤
(
1 +

1

τ
+ 6τ

(
ηt
)2

S2

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 6τ

(
ηt
)2

σ2
n + 6τ

(
ηt
)2 E [∥∥∇xFn

(
xt
)∥∥2]

≤
(
1 +

2

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 6τ

(
ηt
)2

σ2
n + 6τ

(
ηt
)2 E [∥∥∇xFn

(
xt
)∥∥2] ,

≤
(
1+

2

τ

)
E
[∥∥xt,i−1

n −xt
∥∥2]+6τ

(
ηt
)2

σ2
n+6τ

(
ηt
)2 (E[∥∥∇xFn

(
xt
)
− gt

n

∥∥2]+E
[∥∥∇xg

t
n

∥∥2]) ,
≤
(
1 +

2

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 6τ

(
ηt
)2 (

2σ2
n +G2

)
, (38)

where we use Assumption C.1, (X + Y )
2 ≤ (1 + a)X2 +

(
1 + 1

a

)
Y 2 for some positive a, and

ηt ≤ 1√
6Sτ

.

Let

At,i := E
[∥∥xt,i

n − xt
∥∥2]

B := 6τ
(
ηt
)2 (

2σ2
n +G2

)
C := 1 +

2

τ

We have

At,i ≤ CAt,i−1 +B (39)

We can show that

At,1 ≤ CAt +B

At,2 ≤ CAt,1 +B ≤ C2At + CB +B

At,3 ≤ CAt,2 +B ≤ C3At + C2B + CB +B

. . .

At,i ≤ CiAt +B

i−1∑
j=0

Cj

18



Note that At := At,0 = E
[
∥xt − xt∥2

]
= 0. Accumulate the above for τ iterations, we have

τ−1∑
i=0

E
[∥∥xt,i

n − xt
∥∥2] = τ−1∑

i=0

B

i−1∑
j=0

Cj

= B

τ−1∑
i=0

Ci − 1

C − 1
=

B

C − 1

τ−1∑
i=0

(
Ci − 1

)
=

B

C − 1

(
Cτ − 1

C − 1
− τ

)

=
B
2
τ

((
1 + 2

τ

)τ − 1
2
τ

− τ

)
(40)

≤ τ2B

2

(
e2 − 1

2
− 1

)
≤ 2τ2B

≤ 2τ26τ
(
ηt
)2 (

2σ2
n +G2

)
≤ 12τ3

(
ηt
)2 (

2σ2
n +G2

)
. (41)

The first inequality is due to
∑N−1

i=0 xi = xN−1
X−1 and the third line results from (1 + n

x )
x ≤ en. Thus,

we finish the proof.

Lemma C.6. [Multiple iterations of local training in each round] Under Assumption C.1, if we let
ηt ≤ 1√

8Sτ
and run client n’s local model for τ iteration continuously in any round t, we have

τ−1∑
i=0

E
[∥∥xt,i

n − xt
∥∥2] ≤ 2τ2

(
8τ
(
ηt
)2

σ2
n + 8τ

(
ηt
)2

ϵ2 + 8τ
(
ηt
)2 ∥∥∇xf

(
xt
)∥∥2) . (42)

Proof.

E
[∥∥xt,i

n − xt
∥∥2]

≤ E
[∥∥xt,i−1

n − ηtgt,i−1
n − xt

∥∥2]
≤ E

[∥∥xt,i−1
n − xt − ηt

(
gt,i−1
n −∇xFn

(
xt,i−1
n

)
+∇xFn

(
xt,i−1
n

)
−∇xFn

(
xt
)
+∇xFn

(
xt
)
−∇xf

(
xt
)
+∇xf

(
xt
))∥∥2]

≤
(
1 +

1

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 8τE

[∥∥ηt (gt,i−1
n −∇xFn

(
xt,i−1
n

))∥∥2]
+ 8τE

[∥∥ηt (∇xFn

(
xt,i−1
n

)
−∇xFn

(
xt
))∥∥2]+ 8τE

[∥∥ηt (∇xFn

(
xt
)
−∇xf

(
xt
))∥∥2]

+ 8τ
∥∥ηt∇xf

(
xt
)∥∥2

≤
(
1 +

1

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 8τ

(
ηt
)2

σ2
n + 8τ

(
ηt
)2

S2E
[∥∥xt,i−1

n − xt
∥∥2]+ 8τ

(
ηt
)2

ϵ2

+ 8τ
(
ηt
)2 ∥∥∇xf

(
xt
)∥∥2

≤
(
1+

1

τ
+8τ

(
ηt
)2

S2

)
E
[∥∥xt,i−1

n −xt
∥∥2]+8τ

(
ηt
)2
σ2
n+8τ

(
ηt
)2

ϵ2+8τ
(
ηt
)2 ∥∥∇xf

(
xt
)∥∥2

≤
(
1 +

2

τ

)
E
[∥∥xt,i−1

n − xt
∥∥2]+ 8τ

(
ηt
)2

σ2
n + 8τ

(
ηt
)2

ϵ2 + 8τ
(
ηt
)2 ∥∥∇xf

(
xt
)∥∥2 (43)

where we have applied Assumption C.1, (X + Y )
2 ≤ (1 + a)X2 +

(
1 + 1

a

)
Y 2 for some positive

a, and ηt ≤ 1√
8Sτ

.

Let

At,i := E
[∥∥xt,i

n − xt
∥∥2]
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B := 8τ
(
ηt
)2

σ2
n + 8τ

(
ηt
)2

ϵ2 + 8τ
(
ηt
)2 ∥∥∇xf

(
xt
)∥∥2

C := 1 +
2

τ

We have

At,i ≤ CAt,i−1 +B (44)

We can show that

At,i ≤ CiAt +B

i−1∑
j=0

Cj

Note that At = E
[
∥xt − xt∥2

]
= 0. Accumulate the above for τ iterations, we have

τ−1∑
i=0

E
[∥∥xt,i

n − xt
∥∥2] = τ−1∑

i=0

B

i−1∑
j=0

Cj

≤ 2τ2B

≤ 2τ2
(
8τ
(
ηt
)2

σ2
n + 8τ

(
ηt
)2

ϵ2 + 8τ
(
ηt
)2 ∥∥∇xf

(
xt
)∥∥2) (45)

where we use
∑N−1

i=0 xi = xN−1
X−1 and (1 + n

x )
x ≤ en. Therefore, we complete the proof.

Lemma C.7. [Multiple iterations of local gradient accumulation in each round] Under Assumption
C.1, if we let ηt ≤ 1

2Sτ and run client n’s local model for τ iteration continuously in any round t, we
have

τ−1∑
i=0

E
[∥∥gt,i

n − gt
n

∥∥2] ≤ 8τ3
(
ηt
)2

S2
(∥∥∇xFn

(
xt
)∥∥2 + σ2

n

)
. (46)

Proof.

E
[∥∥gt,i

n − gt
n

∥∥2]
≤ E

[∥∥gt,i
n − gt,i−1

n + gt,i−1
n − gt

n

∥∥2]
≤ (1 + τ)E

[∥∥gt,i
n − gt,i−1

n

∥∥2]+ (1 + 1

τ

)
E
[∥∥gt,i−1

n − gt
n

∥∥2]
≤ (1 + τ)S2E

[∥∥xt,i
n − xt,i−1

n

∥∥2]+ (1 + 1

τ

)
E
[∥∥gt,i−1

n − gt
n

∥∥2]
≤ (1 + τ)

(
ηt
)2

S2E
[∥∥gt,i−1

n

∥∥2]+ (1 + 1

τ

)
E
[∥∥gt,i−1

n − gt
n

∥∥2]
≤ (1 + τ)

(
ηt
)2

S2E
[∥∥gt,i−1

n − gt
n + gt

n

∥∥2]+ (1 + 1

τ

)
E
[∥∥gt,i−1

n − gt
n

∥∥2]
≤ 2 (1 + τ)

(
ηt
)2

S2E
[∥∥gt,i−1

n − gt
n

∥∥2]+ 2 (1 + τ)
(
ηt
)2

S2E
[∥∥gt

n

∥∥2]
+

(
1 +

1

τ

)
E
[∥∥gt,i−1

n − gt
n

∥∥2]
≤
(
1 +

2

τ

)
E
[∥∥gt,i−1

n − gt
n

∥∥2]+ 2 (1 + τ)
(
ηt
)2

S2E
[∥∥gt

n

∥∥2] . (47)

We define the following notation for simplicity:

At,i := E
[∥∥gt,i

n − gt
n

∥∥2] (48)
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B := 2 (1 + τ)
(
ηt
)2

S2E
[∥∥gt

n

∥∥2] (49)

C :=

(
1 +

2

τ

)
(50)

We have

At,i ≤ CAt,i−1 +B (51)

We can show that

At,i ≤ CiAt +B

i−1∑
j=0

Cj

Note that At = E
[
∥gt

n − gt
n∥

2
]
= 0. For the second part, we have

τ−1∑
i=0

E
[∥∥gt,i

n − gt
n

∥∥2] = τ−1∑
i=0

B

i−1∑
j=0

Cj ≤ 2τ2B

≤ 4τ2 (1 + τ)
(
ηt
)2

S2E
[∥∥gt

n

∥∥2]
≤ 8τ3

(
ηt
)2

S2E
[∥∥gt

n

∥∥2]
≤ 8τ3

(
ηt
)2

S2
(∥∥∇xFn

(
xt
)∥∥2 + σ2

n

)
. (52)
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D Proof for Theorem 3.6

We organize the proof of Theorem 3.6 as follows:

• In Sec. D.1, we prove the strongly convex case.
• In Sec. D.2, we prove the general convex case.
• In Sec. D.3, we prove the non-convex case.

D.1 Strongly convex case for SFL-V1

D.1.1 One-round Parallel Update for M-Server-Side Model

Lemma D.1. Under Assumptions C.1 and C.2, if ηt ≤ 1
2Sτ̃ , in round t, the M-server-side model

evolves as

E
[∥∥xt+1

s − x∗
s

∥∥2]
≤
(
1− ηtτ̃µ

2

)
E
[∥∥xt

s − x∗
s

∥∥2]− 2ηtτ̃E
[
f
(
xt
)
− f (x∗)

]
+
(
ηt
)2

(τ̃)
2
N

N∑
n=1

a2n
(
2σ2

n +G2
)
+ 24S (τ̃)

3 (
ηt
)3 N∑

n=1

an
(
2σ2

n +G2
)
. (53)

We prove Lemma D.1 as follows.

Proof. We use xt,i
s,n as the M-server-side model when the M-server interacts with client n for

the i-th iteration of model training at round t. Using the (sequential) gradient update rule of
xt+1
s = xt

s − ηt
∑N

n=1

∑τ̃−1
i=0 ang

t,i
s,n

({
xt,i
c,n,x

t,i
s,n

})
, we have

E
[∥∥xt+1

s − x∗
s

∥∥2]
= E

∥∥∥∥∥xt
s − ηt

τ̃−1∑
i=0

gt,i
s − x∗

s − ηt
τ̃−1∑
i=0

∇xsf
({

xt,i
c ,xt,i

s

})
+ ηt

τ̃−1∑
i=0

∇xsf
({

xt,i
c ,xt,i

s

})∥∥∥∥∥
2


= E

∥∥∥∥∥xt
s − x∗

s − ηt
τ̃−1∑
i=0

∇xsf
({

xt,i
c ,xt,i

s

})∥∥∥∥∥
2


+ 2ηtE

[〈
xt
s − x∗

s − ηt
τ̃−1∑
i=0

∇xs
f
({

xt,i
c ,xt,i

s

})
,

τ̃−1∑
i=0

∇xs
f
({

xt,i
c ,xt,i

s

})
−

τ̃−1∑
i=0

gt,i
s

〉]

+ E

(ηt)2 ∥∥∥∥∥
τ̃−1∑
i=0

gt,i
s −

τ̃−1∑
i=0

∇xs
f
({

xt,i
c ,xt,i

s

})∥∥∥∥∥
2


≤ E

∥∥∥∥∥xt
s−x∗

s−ηt
τ̃−1∑
i=0

∇xs
f
({

xt,i
c ,xt,i

s

})∥∥∥∥∥
2


+
(
ηt
)2 E

∥∥∥∥∥
N∑

n=1

τ̃−1∑
i=0

ang
t,i
s,n−

τ̃−1∑
i=0

∇xsf
({

xt,i
c ,xt,i

s

})∥∥∥∥∥
2
 . (54)

where the second equality is from (a+ b)
2
= a2 + 2ab + b2 and the last inequality is due to

E
[
∇xsf

({
xt,i
c ,xt,i

s

})
− gt,i

s

]
= 0.

The first part in (54) is

E

∥∥∥∥∥xt
s−x∗

s−ηt
τ̃−1∑
i=0

∇xs
f
({

xt,i
c ,xt,i

s

})∥∥∥∥∥
2
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≤ E
[∥∥xt

s − x∗
s

∥∥2]+ (ηt)2 τ̃N N∑
n=1

τ̃−1∑
i=0

a2nE
[∥∥∇xs

Fn

({
xt,i
c,n,x

t,i
s,n

})∥∥2]
− 2ηtE

[
N∑

n=1

τ̃−1∑
i=0

an
〈
xt
s − x∗

s,∇xs
Fn

({
xt,i
c ,xt,i

s

})〉]
, (55)

where we use∇xsf ({xc,xs}) =
∑N

n=1 an∇xsFn ({xc,xs}).
For (55), we have

(
ηt
)2

τ̃N

N∑
n=1

τ̃−1∑
i=0

a2nE
[∥∥∇xs

Fn

({
xt,i
c,n,x

t,i
s,n

})∥∥2]
=
(
ηt
)2

τ̃N

N∑
n=1

τ̃−1∑
i=0

a2nE
[∥∥∇xs

Fn

({
xt,i
c,n,x

t,i
s,n

})
−gt,i

s,n

({
xt,i
c,n,x

t,i
s,n

})∥∥2]+ E
[∥∥gt,i

s,n

({
xt,i
c,n,x

t,i
s,n

})∥∥2]
≤
(
ηt
)2

(τ̃)
2
N

N∑
n=1

a2n
(
σ2
n +G2

)
, (56)

where the first inequality applies triangle inequality. In the last inequality, we apply the bound of
variance and expected squared norm for stochastic gradients in Assumption C.1.

Since Fn(x) is S-smooth and µ-strongly convex, using Lemma C.3 we have
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By Lemma C.5, we have
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From Assumption C.1, the second part in (54) is bounded by
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Thus, by
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n=1 an = 1, (54) becomes
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We now prove the convergence error. Let ∆t+1 ≜ E
[∥∥xt+1
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∥∥2]. We can rewrite (60) as:
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where B1 := 4N
∑N

n=1 a
2
n
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and B := 192S
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Consider a diminishing stepsize ηt = 2β
τ̃(γ+t) , i.e, ηtτ̃

2 = β
γ+t , where β = 2

µ , γ = 8S
µ − 1. It

is easy to show that ηt ≤ 1
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. We prove this by induction. First, the definition of v ensures
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≤ γ + t− 1

(γ + t)2
v (67)

≤ v
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. (68)
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Hence, we have proven that ∆t ≤ v
γ+t ,∀t. Therefore, we have
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(69)

D.1.2 One-round Parallel Update for Client-Side Models

Under Assumptions C.1 and C.2, if ηt ≤ 1
2Sτ , in round t, Lemma D.1 gives

E
[∥∥xt+1

c − x∗
c

∥∥2]
≤
(
1− ηtτµ

2

)
E
[∥∥xt

c − x∗
c

∥∥2]− 2ηtτE
[
f
(
xt
)
− f (x∗)

]
+
(
ηt
)2

(τ)
2
N

N∑
n=1

a2n
(
2σ2

n +G2
)
+ 24S (τ)

3 (
ηt
)3 N∑

n=1

an
(
2σ2

n +G2
)
. (70)

Let ∆t+1 ≜ E
[∥∥xt+1
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∥∥2]. We can rewrite (70) as:
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where B1 := 4N
∑N

n=1 a
2
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τ(γ+t) , i.e, ηtτ

2 = β
γ+t , where β = 2

µ , γ = 8S
µ − 1. It is easy

to show that ηt ≤ 1
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(72)

D.1.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (69) and (72) using Proposition 3.5 by setting
ηt ≤ 1

2Smax{τ,τ̃} . We have
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D.2 General convex case for SFL-V1

D.2.1 One-round Parallel Update for M-Server-Side Model

By Lemma D.1 with µ = 0 and ηt ≤ 1
2Sτ̃ , we have
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D.2.2 One-round Parallel Update for Client-Side Models

By Lemma D.1 with µ = 0 and ηt ≤ 1
2Sτ , we have
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D.2.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (74) and (75) as follows
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Then, we can obtain the relation between E
[∥∥xt+1−x∗

∥∥2] and E
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]
, which is related to

E [f (xt)− f (x∗)]. Applying Lemma 8 in [17] and let τmin := min {τ̃ , τ} and ηt ≤ 1
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D.3 Non-convex case for SFL-V1

D.3.1 One-round Parallel Update for M-Server-Side Model

For the server, we have
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where we apply Assumption C.1, ∇xs
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Thus, (78) becomes
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Furthermore, we have
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where the last line uses Assumption C.1 and E
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Thus, (81) becomes
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D.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is similar to the server. Thus, we have
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D.3.3 Superposition of M-Server and Clients

Applying (80), (83), (85) and (84) into (36) in Proposition C.4 and define τmin ≜ min {τ, τ̃},
τmax ≜ max {τ, τ̃}, we have
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where we first let ηt ≤ 1
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and then let ηt ≤ 1
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Taking expectation and averaging over all t, we have
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E Proof of Theorem 3.7

• In Sec. E.1, we prove the strongly convex case.

• In Sec. E.2, we prove the general convex case.

• In Sec. E.3, we prove the non-convex case.

E.1 Strongly convex case for SFL-V2

E.1.1 One-round Sequential Update for M-Server-Side Model

Lemma E.1. Under Assumptions C.1 and C.2, if ηt ≤ 1
2Sτ , in round t, the M-server-side model

evolves as
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We prove Lemma E.1 as follows.

Proof. We use xt,i
s,n as the M-server-side model when the M-server interacts with client n for
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where the first equality is from (a+ b)
2

= a2 + 2ab + b2 and the last inequality is due to
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where we use∇xs
f ({xc,xs}) =

∑N
n=1∇xs

Fn ({xc,xs}).
For (92), we have
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where the first inequality applies triangle inequality. In the last inequality, we apply the bound of
variance and expected squared norm for stochastic gradients in Assumption C.1.

Since Fn(x) is S-smooth and µ-strongly convex, using Lemma C.3 we have
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By Lemma C.5, we have
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From Assumption C.1, the second part in (91) is bounded by
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Thus, (91) becomes
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Using the above lemma, we can prove the convergence error. Let ∆t+1 ≜ E
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Consider a diminishing stepsize ηt = 2β
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Hence, we have proven that ∆t ≤ v
γs+t ,∀t. Therefore, we have
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E.1.2 One-round Parallel Update for Client-Side Models

Under Assumptions C.1 and C.2, if ηt ≤ 1
2Sτ , in round t, Lemma D.1 gives
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(109)

E.1.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (106) and (109) using Proposition 3.5. For
ηt ≤ 1

2Sτ and γ = 8S
µ − 1, we have

E
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E.2 General convex case for SFL-V2

E.2.1 One-round Sequential Update for M-Server-Side Model

By Lemma E.1 with µ = 0 and ηt ≤ 1
2Sτ , we have

E
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E.2.2 One-round Parallel Update for Client-Side Models

By Lemma D.1 with µ = 0 and ηt ≤ 1
2Sτ , we have
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E.2.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (111) and (112) as follows

E
[∥∥xt+1−x∗∥∥2]≤E

[∥∥xt+1
s −x∗

s

∥∥2]+E
[∥∥xt+1

c −x∗
c

∥∥2],
≤ E

[∥∥xt
s − x∗

s

∥∥2]− 2ηtτE
[
f
(
xt
)
− f (x∗)

]
+ E

[∥∥xt
c − x∗

c

∥∥2]− 2ηtτE
[
f
(
xt
)
− f (x∗)

]
+
(
ηt
)2

τ2N

N∑
n=1

(a2n + 1)
(
2σ2

n +G2
)
+ 24Sτ3

(
ηt
)3 N∑

n=1

(an + 1)
(
2σ2

n +G2
)

= E
[∥∥xt − x∗∥∥2]− 4ηtτE

[
f
(
xt
)
− f (x∗)

]
+
(
ηt
)2

τ2N

N∑
n=1

(a2n + 1)
(
2σ2

n +G2
)
+ 24Sτ3

(
ηt
)3 N∑

n=1

(an + 1)
(
2σ2

n +G2
)
. (113)

Then, we can obtain the relation between E
[∥∥xt+1−x∗

∥∥2] and E
[
∥xt−x∗∥2

]
, which is related to

E [f (xt)− f (x∗)]. Applying Lemma 8 in [17], we obtain the performance bound as
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E.3 Non-convex case for SFL-V2

E.3.1 One-round Sequential Update for M-Server-Side Model

For the server, we have
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where we apply Assumption C.1, ∇xsf (xt) =
∑N

n=1∇xsFn (x
t), and ⟨a, b⟩ ≤ a2+b2

2 .

By Lemma C.6 with ηt ≤ 1√
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, we have
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Thus, (115) becomes
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Furthermore, we have
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where the last line uses Assumption C.1 and E
[
∥z∥2

]
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]
for any random

variable z.

By Lemma C.7 with ηt ≤ 1
2Sτ , we have
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Thus, (118) becomes
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E.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is the same as the client’s model update in version 1.
Thus, we have
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For ηt ≤ 1
2Sτ ,
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E.3.3 Superposition of M-Server and Clients

Applying (117), (120), (122) and (121) into (36) in Proposition C.4, we have
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where we first let ηt ≤ 1
16Sτ and then let ηt ≤ 1

8SN2τ . We have applied
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Rearranging the above we have
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Taking expectation and averaging over all t, we have
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F Proof of Theorem 3.8

• In Sec. F.1, we prove the strongly convex case.

• In Sec. F.2, we prove the general convex case.

• In Sec. F.3, we prove the non-convex case.

F.1 Strongly convex case for SFL-V1

F.1.1 One-round Parallel Update for M-Server-Side Model

We first bound the M-server-side model update in one round for full participation (qn = 1 for all n),
and then compute the difference between full participation and partial participation (qn < 1 for some
n). We denote Itn as a binary variable, taking 1 if client n participates in model training in round t,
and 0 otherwise. Practically, Itn follows a Bernoulli distribution with an expectation of qn.

For full participation, Lemma D.1 gives
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Considering that each client n participates in model training with a probability qn, we have
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where we use E ∥X − EX∥2 ≤ E ∥X∥2, E [Itn] = qn, and xt+1
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Combining the above gives

E
[∥∥xt+1

s − x∗
s

∥∥2] = E
[∥∥xt+1

s − xt+1
s + xt+1

s − x∗
s

∥∥2]
≤
(
1− ηtτ̃µ

2

)
E
[∥∥xt

s − x∗
s

∥∥2]
+
(
ηt
)2

(τ̃)
2
N

N∑
n=1

a2n
(
2σ2

n +G2
)
+ 24S (τ̃)

3 (
ηt
)3 N∑

n=1

an
(
2σ2

n +G2
)

+N (τ̃)
2 (

ηt
)2

G2
N∑

n=1

a2n
qn

. (128)

40



Let ∆t+1 ≜ E
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∥∥2]. We can rewrite (128) as:

∆t+1 ≤
(
1− ηtτ̃µ

2

)
∆t +

(ηt)
2
(τ̃)

2

4
B1 +

(ηt)
3
(τ̃)

3

8
B2. (129)
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.

Consider a diminishing stepsize ηt = 2β
τ̃(γs+t) , i.e, ηtτ̃

2 = β
γs+t , where β = 2
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F.1.2 One-round Parallel Update for Client-Side Models

Define xc
t =

∑N
n=1 anx

t
c,n, which represents the aggregating weights in round t for full par-

ticipation. Using a similar derivation as the M-server side, we first bound the client-side
model update in one round for full participation E
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∥∥2] and then bound the dif-
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Under Assumptions C.1 and C.2, if ηt ≤ 1
2Sτ , in round t, Lemma D.1 gives
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Considering that each client n participates in model training with a probability qn, we have
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where we use E ∥X − EX∥2 ≤ E ∥X∥2, E [Itn] = qn, and xt+1
c = xt

c −
ηt
∑

n∈Pt(q)
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({
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c,n,x

t,i
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})
.

We obtain the client-side model parameter update in one round for partial participation by combining
the two terms and we have

E
[∥∥xt+1

c − x∗
c

∥∥2] = E
[∥∥xt+1

c − xt+1
c + xt+1

c − x∗
c

∥∥2]
≤
(
1− ηtτµ

2

)
E
[∥∥xt

c − x∗
c

∥∥2]
+
(
ηt
)2

(τ)
2
N

N∑
n=1

a2n
(
2σ2

n +G2
)
+ 24S (τ)

3 (
ηt
)3 N∑

n=1

an
(
2σ2

n +G2
)

+N (τ)
2 (

ηt
)2

G2
N∑

n=1

a2n
qn

, (133)

where we consider E [f (xt)− f (x∗)] ≥ 0.

Let ∆t+1 ≜ E
[∥∥xt+1

c − x∗
c

∥∥2]. We can rewrite (163) as:
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.

Consider a diminishing stepsize ηt = 2β
τ(γc+t) , i.e, ηtτ

2 = β
γc+t , where β = 2

µ , γc = 8S
µ − 1. It is

easy to show that ηt ≤ 1
2Sτ for all t. For v = max
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F.1.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (130) and (135) using Proposition 3.5. For
ηt ≤ 1

2Smax{τ,τ̃} and γ = 8S
µ − 1, we have
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42



F.2 General convex case for SFL-V1

F.2.1 One-round Parallel Update for M-Server-Side Model

By Lemma D.1 with µ = 0 and ηt ≤ 1
2Sτ̃ , we have
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Considering that each client n participates in model training with a probability qn, we have
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Thus, we have
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(139)

F.2.2 One-round Parallel Update for Client-Side Models

By Lemma D.1 with µ = 0 and ηt ≤ 1
2Sτ , we have
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Considering that each client n participates in model training with a probability qn, we have
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Thus, we have
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(142)

F.2.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (139) and (142) as follows
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Then, we can obtain the relation between E
[∥∥xt+1−x∗

∥∥2] and E
[
∥xt−x∗∥2

]
, which is related

to E [f (xt)− f (x∗)]. Applying Lemma 8 in [17] and let τmin := min {τ̃ , τ}, we obtain the
performance bound as

E
[
f
(
xT
)]
− f (x∗)

≤ 1

2

(
τ̃2 + τ2

τ2min

N

N∑
n=1

a2n

(
2σ2

n +G2 +
G2

n

qn

)) 1
2
(∥∥x0 − x∗

∥∥2
T + 1

) 1
2

+
1

2

(
τ̃2 + τ2

τ2min

24S

N∑
n=1

an
(
2σ2

n +G2
)) 1

3
(∥∥x0 − x∗

∥∥2
T + 1

) 1
3

+
S
∥∥x0 − x∗

∥∥2
2(T + 1)

. (144)

44



F.3 Non-convex case for SFL-V1

F.3.1 One-round Parallel Update for M-Server-Side Model

For the server, we have
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where we apply Assumption C.1,∇xs
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Thus, (145) becomes
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Furthermore, we have
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where the last line uses Assumption C.1 and E
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Thus, (148) becomes
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F.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is similar to the server. Thus, we have
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F.3.3 Superposition of M-Server and Clients

Applying (147), (150), (152) and (151) into (36) in Proposition C.4 and define τmin ≜ min {τ, τ̃},
τmax ≜ max {τ, τ̃} we have
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where we first let ηt ≤ 1
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Taking expectation and averaging over all t, we have
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G Proof of Theorem 3.9

• In Sec. G.1, we prove the strongly convex case.

• In Sec. G.2, we prove the general convex case.

• In Sec. G.3, we prove the non-convex case.

G.1 Strongly convex case for SFL-V2

G.1.1 One-round Sequential Update for M-Server-Side Model

We first bound the M-server-side model update in one round for full participation (qn = 1 for all n),
and then compute the difference between full participation and partial participation (qn < 1 for some
n). We denote Itn as a binary variable, taking 1 if client n participates in model training in round t,
and 0 otherwise.

For full participation, Lemma E.1 gives
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Considering that each client n participates in model training with a probability qn, we have
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where we use E ∥X − EX∥2 ≤ E ∥X∥2, E [Itn] = qn, and xt+1
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Combining the above gives
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Let ∆t+1 ≜ E
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G.1.2 One-round Parallel Update for Client-Side Models

Define xc
t =

∑N
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t
c,n, which represents the aggregating weights in round t for full par-

ticipation. Using a similar derivation as the M-server side, we first bound the client-side
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Under Assumptions C.1 and C.2, if ηt ≤ 1
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Considering that each client n participates in model training with a probability qn, we have
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where we use E ∥X − EX∥2 ≤ E ∥X∥2, E [Itn] = qn, and xt+1
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We obtain the client-side model parameter update in one round for partial participation by combining
the two terms and we have
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Let ∆t+1 ≜ E
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G.1.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (160) and (165) using Proposition 3.5. For
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G.2 General convex case for version 2

G.2.1 One-round Sequential Update for M-Server-Side Model

By Lemma E.1 with µ = 0 and ηt ≤ 1
2Sτ , we have
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Considering that each client n participates in model training with a probability qn, we have
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Thus, we have
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G.2.2 One-round Parallel Update for Client-Side Models

By Lemma D.1 with µ = 0 and ηt ≤ 1
2Sτ , we have
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Considering that each client n participates in model training with a probability qn, we have

E
[∥∥xt+1

c − xt+1
c

∥∥2] ≤ Nτ2
(
ηt
)2

G2
N∑

n=1

a2n
qn

. (171)

Thus, we have
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G.2.3 Superposition of M-Server and Clients

We merge the M-server-side and client-side models in (169) and (172) as follows
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Then, we can obtain the relation between E
[∥∥xt+1−x∗

∥∥2] and E
[
∥xt−x∗∥2

]
, which is related to

E [f (xt)− f (x∗)]. Applying Lemma 8 in [17], we obtain the performance bound as
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G.3 Non-convex case for version 2

G.3.1 One-round Sequential Update for M-Server-Side Model

For the server, we have
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where we apply Assumption C.1, ∇xs
f (xt) =
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Thus, (175) becomes
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Furthermore, we have
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where the last line uses Assumption C.1 and E
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variable z.
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Thus, (178) becomes
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G.3.2 One-round Parallel Update for Client-Side Models

The analysis of the client-side model update is the same as the client’s model update in version 1.
Thus, we have
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G.3.3 Superposition of M-Server and Clients

Applying (177), (180), (182) and (181) into (36) in Proposition C.4, we have
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where we first let ηt ≤ 1
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Taking expectation and averaging over all t, we have
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H Comparative Analysis

H.1 Main technical results

We conclude the convergence results in our paper in Table 1.

Table 1: Performance upper bounds for different objectives (let Q :=
∑N

n=1
1
qn

).
Scenario Case Method Convergence result

Full participation

Strongly convex SFL-V1 S
µ(S+µT ) (N(σ2 +G2) + µSIerr)

SFL-V2 S
µ(S+µT ) (N

2(σ2 +G2) + µSIerr)

General convex SFL-V1 (N(σ2+G2)
T )

1
2 + (N(σ2+G2)

T )
1
3 + S

T I
err

SFL-V2 (N
2(σ2+G2)

T )
1
2 + (N

2(σ2+G2)
T )

1
3 + S

T I
err

Non-convex SFL-V1 NS(σ2+ϵ2)
T + F err

T

SFL-V2 N2S(σ2+ϵ2)
T + F err

T

Partial participation

Strongly convex SFL-V1 S
µ(S+µT ) (N(σ2 +G2(1 +Q)) + µSIerr)

SFL-V2 S
µ(S+µT ) (N

2(σ2 +G2(1 +Q)) + µSIerr)

General convex SFL-V1 (N(σ2+G2(1+Q))
T )

1
2 + (N(σ2+G2)

T )
1
3 + S

T I
err

SFL-V2 (N
2(σ2+G2(1+Q))

T )
1
2 + (N

2(σ2+G2)
T )

1
3 + S

T I
err

Non-convex SFL-V1 NS(σ2+ϵ2)Q
T + F err

T

SFL-V2 N2S(σ2+ϵ2)Q
T + F err

T

H.2 Comparison of Bounds

We compare our derived bounds for SFL to other distributed approaches. For simplicity, we let
an = 1/N in (1) and σn = σ for all n in (6). The result are summarized in Table 2. Since different
convergence theories make slightly different assumptions, we clarify them below.

In [33], σ2
∗ is the variance of the stochastic gradient at the optimum:

Eζn∼Dn

[
∥gn (x

∗, ζn)−∇Fn (x
∗)∥2

]
≤ σ2

∗. In [16], Γ = f∗ −
∑N

n=1 F
∗
n/N characterizes

the client heterogeneity. In [17], ϵ2∗ characterizes the client heterogeneity at the optimum, similar to
[12], i.e., 1

N

∑N
n=1 ||∇Fn(x

∗)||2 = ϵ2∗.

Table 2: Performance upper bounds for strongly convex objectives with full client participation. Here,
absolute constants and polylogarithmic factors are omitted. We further relax the upper bounds of
SFL-V2 for an easier comparison.

Method Performance upper bound

Mini-Batch SGD [33] σ2
∗

µNτT + S(f(x0)−f∗)
µ exp

(
−µT
S

)
FL

[16] S
µτ+T

(
σ2+SΓN+Nτ2G2

µN + SIerr
)

[10] σ2

µNτT + Sσ2

µ2τT 2 + Sϵ2

µ2T 2 + µIerr exp
(

−µT
S

)
SL [17] σ2

µNτT + Sσ2

µ2NτT 2 +
Sϵ2∗

µ2NT 2 + µIerr exp
(

−µT
S

)
SFL

SFL-V1 (Theorem 3.6) S
µ(S+µT )

(
N(σ2 +G2) + µSIerr

)
SFL-V2 (Theorem 3.7) S

µ(S+µT )

(
N2(σ2 +G2) + µSIerr

)
The key observation is that our derived bounds match the other distributed approaches in the order of
T and they all achieve O(1/T ).
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Furthermore, we will compare the convergence upper bounds of SFL to those of distributed SGD in
[12] (with parameters p = 1 and ζ̄2 = 0) as follows:

Table 3: Performance upper bounds for different objectives with full client participation.
Case Method Convergence results

Strongly convex
Distributed SGD σ2

µNT + SIerr exp
(
−µT

S

)
SFL-V1 S

µ(S+µT ) (N(σ2 +G2) + µSIerr)

SFL-V2 S
µ(S+µT ) (N

2(σ2 +G2) + µSIerr)

General convex
Distributed SGD ( σ2

NT 2 + S
T )I

err

SFL-V1 (N(σ2+G2)
T )

1
2 + (N(σ2+G2)

T )
1
3 + S

T I
err

SFL-V2 (N
2(σ2+G2)

T )
1
2 + (N

2(σ2+G2)
T )

1
3 + S

T I
err

Non-convex
Distributed SGD ( σ2

NT 2 + 1
T )SF

err

SFL-V1 NS(σ2+ϵ2)
T + F err

T

SFL-V2 N2S(σ2+ϵ2)
T + F err

T

In the aforementioned table, we denote σn = σ, define Ierr ≜ ||x0 − x∗||2, and represent F err ≜
f(x0)− f∗. The absolute constants and polylogarithmic factors are omitted for brevity. Our SFL
algorithms show the same convergence rate as the distributed SGD.

H.3 Comparison of Communication and Computation Overheads

There have been are some papers discussing the overhead of SFL, e.g., [27, 4]. We mainly use the
analysis from [27].

We start with the definitions. Let K represent the total number of clients involved, D denote the
aggregate size of the data, and v indicate the size of the smashed layer. The rate of communication is
given by R, while Tfb signifies the duration required for a complete forward and backward propagation
cycle on the entire model for a dataset of size D, applicable across various architectures. The time
needed to aggregate the full model is expressed as Tfedavg. The full model’s size is denoted by |W |,
and r reflects the proportion of the full model’s size that is accessible to a client in SFL, specifically,
|WC | = r|W |. The factor 2r|W | in the communication per client arises from the necessity for clients
to download and upload their model updates before and after the training process. These findings are
encapsulated in Table 4. It is observed that as K escalates, the cumulative cost of training time tends
to rise following the sequence: SFL-V2 being less than SFL-V1.

Table 4: Communication and computation comparison between FL, SL, and SFL.
Method Communication per client Total communication Total model training time

FL 2|W | 2K|W | Tfb + 2|W |
R + Tfedavg

SL ( 2DK )v + 2r|W | 2Dv + 2rK|W | Tfb + 2Dv
R + 2r|W |K

R

SFL-V1 ( 2DK )v + 2r|W | 2Dv + 2rK|W | Tfb + 2Dv
RK + 2r|W |

R + Tfedavg

SFL-V2 ( 2DK )v + 2r|W | 2Dv + 2rK|W | Tfb + 2Dv
RK + 2r|W |

R +
Tfedavg

2
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(b) β = 0.1, N = 100.

Figure 6: Performance comparison on CIFAR-10.
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(a) SFL-V1 on CIFAR-10.
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(b) SFL-V2 on CIFAR-10.
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(c) SFL-V1 on CIFAR-100.
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(d) SFL-V2 on CIFAR-100.

Figure 7: Impact of local iteration on SFL performance.

I Additional Experiments

I.1 More comparing methods

We compare the SFL methods with the benchmarks, i.e., FedProx [15] and FedOpt [19]. We have
used the same hyperparameters, and trained the models on CIFAR-10. The results are provided in
Figure 6. From the figures, we observe that SFL-V2 continues to be the best-performing algorithm.
This is consistent with our observations in the main paper.

I.2 Impact of local iteration

We further study the impact of local epoch number E on the SFL performance. The results are
reported in Fig. 7. We observe that SFL generally converges faster with a larger τ , demonstrating the
benefit of SFL in practical distributed systems.

I.3 Results using loss metric

We further report the results using the loss metric. More specifically:

• Impact of cut layer: The results are reported in Figs. 8 and 9.

• Impact of data heterogeneity: The results are reported in Fig. 10.

• Impact of partial participation: The results are reported in Fig. 11.

In general, we see similar (but opposite) trends with the observations in the main paper. That is, a
higher accuracy is associated with a smaller loss. These results are again consistent with our theories.

I.4 Results on the impact of the position of cut layer.

We can observe from the results that the performance of SFL-V1 and SFL-V2 increases in Lc. We
look at the impact of the position of cut layer from the gradient perspective. We plot the gradient
divergence in Fig. 12:
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(b) SFL-V2 on CIFAR-10.
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(c) SFL-V1 on CIFAR-100.
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(d) SFL-V2 on CIFAR-100.

Figure 8: Impact of the choice of cut layer on SFL training loss.
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(b) SFL-V2 on CIFAR-10.
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(c) SFL-V1 on CIFAR-100.
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(d) SFL-V2 on CIFAR-100.

Figure 9: Impact of the choice of cut layer on SFL test loss.

We see for SFL-V1 and SFL-V2, the gradient divergence decreases as we choose a latter cut layer (a
larger Lc). This means that the client drift issue is less severe and hence the performance increases.
In addition, from a theoretical perspective, if we write ϵ2 (i.e., upper bound of gradient divergence
defined in Assumption 3.3) as a function of Lc, we can see that the upper bounds of performance
loss decrease in Lc. This provides a theoretical angle that the performance of SFL-V1 and SFL-V2
increases in Lc.

I.5 Results on FEMNIST dataset

We have conducted more simulations on a larger dataset FEMNIST. In particular, we consider
N = 100 and train FL, SFL-V1, SFL-V2. Note that the data come from different sources and are
heterogeneous across clients. The results are reported in Fig. 13.

We note that our key observation continues to hold. That is, SFL-V2 outperforms FL and SFL-V1
under-performs FL under heterogeneous data and a large number of clients.
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(b) SFL-V2 on CIFAR-10.
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(c) SFL-V1 on CIFAR-100.

0 50 100 150 200
Training Round

0.0

0.2

0.4

0.6

0.8

1.0

Lo
ss

= 0.1
= 0.5

= 1
=

(d) SFL-V2 on CIFAR-100.

Figure 10: Impact of data heterogeneity on SFL training loss.
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(b) SFL-V2 on CIFAR-10.
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(c) SFL-V1 on CIFAR-100.
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(d) SFL-V2 on CIFAR-100.

Figure 11: Impact of client participation on SFL training loss.

Figure 12: Results on the impact of the position
of cut layer.
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Figure 13: Results on FEMNIST.
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Answer: [Yes]
Justification: We claim that we provide convergence analysis of split-federated learning
(SFL) for strongly convex, general convex, and non-convex objectives on heterogeneous
data in the abstract and introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Section 5, we claim that it is also important to theoretically analyze how the
choice of the cut layer affects the SFL performance.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Section 3 presents the theoretical results with full set of assumptions. The
proof of Proposition 3.5 is given in Appendix C.4. The complete proofs of Theorems
3.6-3.7 are given in Appendices D-E, respectively. Proofs of Theorems 3.6-3.7 are given in
Appendices D-E, respectively.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 4.1 presents the setup of our experiments to reproduce the experimental
results. We further provide our codes in the supplementary material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide our codes in the supplementary material. We will provide open
access to the data and code if the paper is accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
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• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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versions (if applicable).
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6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We present the setup of our experiments, including the datasets and hyperpa-
rameters, in Section 4.1 and provide our codes in the supplementary material.
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• The answer NA means that the paper does not include experiments.
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that is necessary to appreciate the results and make sense of them.
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material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: This is a theory paper. Due to limit of computation resources and time, we
were not able to run more experiments.
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
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• The method for calculating the error bars should be explained (closed form formula,
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error
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• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We have used one CPU and one GPU. Specifically, the CPU is Intel(R)
Xeon(R) Gold 5320 CPU with 2.20GHz, and the GPU is A100-PCIE-80GB. Memory:
256GB Storage: 10TB. Each experiment curve takes about 10 hours to train.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have conformed to all aspects of code of ethics with this submission.
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The goal of this work is to provide a comprehensive analysis on the convergence
of SFL. Our theoretical results have two potential impacts. First, we provide a thorough
understanding on the performance of SFL, which potentially guides the implementation of
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Second, the convergence results can be used for modeling the training performance of SFL.
Together with an effective modeling of communication and computation overheads of clients,
researchers will be able to perform SFL system optimization. Due to the reduced clients’
training loads in SFL, such a system optimization can potentially minimize the burden
at clients (e.g., human mobile devices) while maintaining client privacy and satisfactory
training performance.
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks. We use open-access datasets and models.
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Our codes are based on the codes provided in [27], which was cited in the
main paper.
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asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
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well as details about compensation (if any)?
Answer: [NA]
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• The answer NA means that the paper does not involve crowdsourcing nor research with
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
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or other labor should be paid at least the minimum wage in the country of the data
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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Justification: The paper does not involve crowdsourcing nor research with human subjects
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• The answer NA means that the paper does not involve crowdsourcing nor research with
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
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and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
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