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Abstract

Building large-scale audio-language datasets is crucial yet challenging for training
audio-language models, primarily due to its time-consuming and labour-intensive
nature. Although large language models (LLMs) have greatly enhanced the effi-
ciency of this process, current LLM-based pipelines for generating audio-text data
still lack the capability to incorporate detailed audio information. In this paper, we
propose a novel pipeline leveraging large audio-language models to automatically
generate large-scale, fine-grained audio captions. Based on this approach, we
create AudioSetCaps, a dataset comprising 1.9 million audio-caption pairs derived
from recordings in AudioSet. We evaluate AudioSetCaps on two downstream
tasks: audio-text retrieval and automated audio captioning. Models trained with
AudioSetCaps achieve state-of-the-art performance on both tasks, demonstrating
the high quality of the generated captions. Notably, our proposed data-labelling
pipeline employs open-source APIs and can run on a consumer-grade GPU. To
facilitate further advancements in this field, we have made our code, audio-caption
paired data, and pre-trained models on downstream tasks publicly available at
https://github.com/JishengBai/AudioSetCaps.

1 Introduction

Audio-language modeling has gained significant attention in recent years, substantially advancing the
field of audio perception [23, 24, 28, 3, 22]. This progress primarily relies on the development of
comprehensive audio-language datasets [37, 27]. However, current audio-language models (ALMs)
face challenges in achieving robust universal audio-language representations and approximating
human-like audio understanding. These limitations stem largely from constraints in both the quantity
and quality of audio-text data available for training. Creating large-scale, high-quality audio-language
datasets is hindered by substantial time and labour costs, impeding progress in this field.

Recent efforts leverage LLMs to automate the construction of large-scale audio-language datasets, as
summarized in Table 1. LAION-Audio-630K [38] collects raw data from online sources and uses
sentence templates or keyword-to-caption methods to transform tags into captions. WavCaps [29]
employs ChatGPT to refine unprocessed manual audio descriptions into more structured captions.
Auto-ACD [33] and Sound-VECaps [40] incorporate visual cues with audio information as input
for LLMs in caption generation. While these approaches make significant progress, they each face
specific challenges. LAION-Audio-630K [38] contains noisy web-harvested descriptions and suffers
from imbalanced data distribution, potentially affecting caption quality. WavCaps [29] generates
captions that primarily rephrase basic audio labels, lacking comprehensive acoustic information [33].
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Dataset Quantity Length Vocabulary Source

AudioCaps [17] 57K 9 5K H
Clotho [10] 30k 11 4K H

LAION-Audio-630K [38] 630K 7 311K L
WavCaps [29] 400K 8 24K L

Auto-ACD [33] 1.5M 18 20K A+V+L
Sound-VECaps [40] 1.6M 40 50K A+V+L

AudioSetCaps 1.9M 28 21K A+L
Table 1: The statistics comparison with popular audio-language datasets. Length: average caption
length; Vocabulary: vocabulary size of caption. Caption source: H (human), A (audio models), V
(visual models), L (language models).

Auto-ACD [33] and Sound-VECaps [40] require additional visual data for audio caption generation,
potentially complicating, and introducing noise to the caption-generating process.

The emergence of large ALMs [39, 8, 13] has significantly enhanced the ability to comprehend
acoustic content, demonstrating strong performance on various downstream tasks. Nevertheless,
the scarcity of large-scale, unified audio-text pairs across different tasks presents an opportunity
for further improvement in the audio context understanding capabilities of ALMs. To address
this limitation, we propose an automated pipeline for generating enriched audio-language datasets
leveraging both ALMs and LLMs. Specifically, our approach uses the Qwen-Audio [7] ALM to
extract fine-grained audio content and implements Mistral-7B LLM [16] to merge various audio
elements and generate natural, detailed captions. We introduce filtering and refining procedures to
improve the quality of generated captions. With the proposed pipeline, we generate over 1.9 million
in captions for recordings in AudioSet [12], which we refer to as AudioSetCaps. Models trained on
AudioSetCaps demonstrate superior performance in audio-text retrieval (ATR) and automated audio
captioning (AAC) tasks compared to models trained on datasets generated by previous LLM-based
approaches. These results validate the higher quality of our dataset and the effectiveness of our data
labelling pipeline. Furthermore, we have extended our pipeline to caption over 4.0 million audio
samples from YouTube-8M [1]. To facilitate advancements in audio-language learning, we have
made the pipeline and the audio caption datasets publicly available.

2 Large Audio and Language Models

2.1 Large Audio-language Models

Qwen-Audio [7] is a fundamental multi-task audio-language model that supports a wide range of
tasks, serving as a universal audio understanding model. Building upon Qwen-Audio, Qwen-Audio-
Chat [7] can follow instructions, enable multi-turn dialogues, and support diverse downstream audio
tasks. Qwen-Audio achieves state-of-the-art performance across tasks in various audio tasks [7],
including speech recognition (with a word error rate of 1.3% on AISHELL-1 [5]), vocal sound
classification (with an accuracy of 93% on VocalSound [14]), and acoustic scene classification (with
an accuracy of 79.5% on Cochlscene [15]).

Contrastive Language-Audio Pretraining (CLAP) models [38, 11] have shown significant per-
formance in enhancing audio understanding and retrieval tasks by integrating audio and language
modalities. The LAION CLAP [38] model employs feature fusion and keyword-to-caption augmen-
tation to handle variable-length audio inputs. LAION CLAP uses HTSAT [6] as the audio encoder
and RoBERTa [26] as the text model to project features into a shared latent space. This approach
[38] achieved state-of-the-art performance in text-to-audio retrieval with retrieval at rank 1 of 46.8 on
AudioCaps [17], and zero-shot audio classification with accuracies of 91% and 77% on ESC-50 [30]
and UrbanSound8K [32], respectively.

2.2 Large Language Model

Mistral-7B [16] is a 7.3 billion parameter language model that demonstrates good performance
across various benchmarks, outperforming larger models like Llama 2 13B [35] and Llama 1 34B
[34] in many areas. Mistral-7B employs grouped-query and sliding window attention methods to
improve the inference efficiency of long sequences, facilitating its deployment across various tasks.
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3 Data Collection

This section introduces our caption collection pipeline, shown in Figure 1. The pipeline comprises
three parts: audio content extraction, LLMs-assisted caption generation, and caption refinement.

Overall Audio Content Extract

Speech Features Extract

Music Features Extract

A man speaks, followed by music, and then a 

cat meows.

The music genre is classical and the instrument 

is piano.

A man speaks English, and his emotion is 

neutral.

Audio Content Extraction

I want you to act as a professional worker to write the final caption 

for the audio. 

Description: A man speaks, followed by music, and then a cat 

meows.

Speech: A man speaks English, and his emotion is neutral.

Music: The music genre is classical and the instruments include the 

piano.

The ground truth labels: Male speech, Piano, Meowing

Instruction: 

Output your caption:

Certainly! I'm ready to assist you. Please provide me with the details 

and instructions.

In this audio, a male speaker neutrally communicates in English, 

following the speech, instrumental music takes the stage, featuring 

the soothing tones of a piano. A cat contributes a playful touch with 

a meow, adding an unexpected but delightful element to the auditory 

composition.

LLMs-assisted Caption Generation

Caption Refinement

Audio

Audio

Label Caption

0.5

0.3

0.5

0.3

Figure 1: Overview of the proposed automated pipeline for audio caption generation.

3.1 Audio Content Extraction

Audio Content Extraction aims to extract detailed, fine-grained, and diverse audio content from
audio recordings. We leverage Qwen-Audio ALM to facilitate this process because Qwen-Audio
achieves state-of-the-art performance on speech, music, and audio tasks [7]. Specifically, we utilize
Qwen-Audio-Chat, which accepts both audio and language inputs and produces language outputs as
answers, thus offering audio understanding and reasoning capabilities [7]. However, Qwen-Audio
struggles to process complex prompts. For example, when we ask Qwen-Audio to describe the
speech, music, and sound content by using a long and complex prompt, it tends to overlook the
requirements shown in the prompt, similar to the instruction following issue observed in the textual
large language model [31].

To address this constraint and maximize the effectiveness of Qwen-Audio, we design a structured
prompt chain, utilizing a pre-defined set of prompts to perform both general and detailed audio
reasoning and understanding, including sound, speech, and music content. Initially, we prompt
Qwen-Audio to analyze the overall audio content, imposing a 50-word limit to ensure focus on
essential audio elements while avoiding extraneous details. Subsequently, we prompt Qwen-Audio
to provide a focused analysis of specific speech features, including emotion, gender, and language,
contingent on the presence of speech in the audio. Finally, we adopt a similar prompt used for speech
content extraction to instruct Qwen-Audio in identifying music genres and instruments.

3.2 LLMs-assisted Caption Generation

To generate accurate and concise audio captions, we employ the Mistral-7B LLM with a specifically
structured prompt. We begin by prompting the LLM to play as a professional audio caption annotator,
emphasizing the critical importance of following the provided instructions. We then provide Mistral-
7B with detailed contextual information extracted from the audio content with Qwen-Audio, including
general content, speech characteristics, and musical analysis results. Additionally, we provide ground
truth labels as references for the Mistral-7B.

To improve caption quality, we instruct Mistral-7B to exclude specific speech content and ground
truth labels while generating the captions. We also guide Mistral-7B to consolidate the detailed audio
content with a 50-word limitation. These approaches aim to generate concise and relevant captions.

3.3 Caption Refinement

While ALMs and LLMs demonstrate strong capabilities in extracting audio content and formulating
descriptions into captions, they occasionally fail to generate captions that fully meet all specified
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requirements. To address this limitation, we have implemented a caption refinement module designed
to enhance the quality of the generated captions. We use LAION CLAP to assess caption quality
by comparing the audio-language similarity between the audio and generated captions or ground
truth labels. Captions with a similarity score lower than their corresponding labels are discarded and
regenerated. This iterative process continues until we obtain captions accurately representing the
audio content.

4 Experiments

4.1 Dataset Statistics

As Table 1 shows, we compare AudioSetCaps with other popular audio-language datasets based on
quantity, average caption length, caption vocabulary size, and caption source. AudioSetCaps contains
about 1.9 million audio-caption pairs, based on AudioSet [12] recordings, which is more than the
other datasets in Table 1. The average caption in AudioSetCaps is 28 words long, which is less
than Sound-VECaps (40 words) but longer than most others. While its vocabulary of 21K words is
smaller than LAION-Audio-630K (311K), it still offers good variety. Notably, AudioSetCaps stands
as the only audio-language dataset that leverages audio and textual language models in its creation
process. In comparison to LAION-Audio-630K [38] and WavCaps [29], AudioSetCaps offers more
informative captions with speech and music content. Unlike Auto-ACD [33] and Sound-VECaps [40],
which incorporate visual models, AudioSetCaps focuses on solely incorporating audio information,
thereby avoiding the potential introduction of complex visual models and associated noisy content.

4.2 Audio-text Retrieval

Method Training Set Model T2A A2T

R@1 R@10 R@1 R@10

LAION [38] LA+AC+Clotho HTSAT+RoBERTa-FT 36.1 83.9 46.8 90.7

WavCaps [29]
AC+Clotho HTSAT+BERT 39.2 86.5 49.5 91.5

WC+AC+Clotho HTSAT+BERT-PT 39.7 86.1 51.7 90.6
WC+AC+Clotho HTSAT+BERT-FT 42.2 87.1 54.6 92.4

Auto-ACD [33] ACD+AC+Clotho HTSAT+RoBERTa-PT 39.5 85.4 53.7 91.7
ACD+AC+Clotho HTSAT+RoBERTa-FT 42.7 88.5 56.3 93.9

Sound-VECaps [40] Sound-VECapsF HTSAT+RoBERTa 39.2 85.0 54.0 93.2
Sound-VECapsA HTSAT+RoBERTa 41.2 85.3 53.3 93.0

AudioSetCaps ASC+AC+Clotho HTSAT+BERT-PT 39.8 85.7 54.2 92.4
ASC+AC+Clotho HTSAT+BERT-FT 43.4 88.2 57.3 93.2

Table 2: Performance comparison of audio-text retrieval on the AudioCaps test set. “LA”, “AC”,
“WC”, “ACD”, and “ASC” denote LAION-Audio-630K, AudioCaps, WavCaps, Auto-ACD, and
AudioSetCaps, respectively. “PT” represents pre-training on the training set and “FT” represents
fine-tuning on the AudioCaps training set. “T2A” and “A2T” refer to text-to-audio and audio-to-text
retrieval, respectively. “R@1” and “R@10” denote recall at ranks 1 and 10.

We adopt the models used in WavCaps [29] to build our model for audio-text retrieval (ATR) task.
This model combines a pre-trained HTSAT [6], a pre-trained BERT-base network[9], and a 2-layer
multilayer perceptron. We first pre-train the model on a merged dataset comprising AudioSetCaps
and the training sets of AudioCaps and Clotho. The ATR model is trained for 40 epochs with a batch
size of 196 and a learning rate of 5 × 10−5, and fine-tuned on AudioCaps with a learning rate of
1× 10−5 for 20 epochs. During training, the validation and test sets of AudioCaps are excluded. The
evaluation metric for ATR is recall at rank k (R@k), averaged across the dataset.

Table 2 presents the ATR results on the AudioCaps test dataset. Our HTSAT and BERT-based ATR
model, pre-trained on a combination of AudioCaps, Clotho, and AudioSetCaps, outperforms models
pre-trained using WavCaps [29] or Auto-ACD [33] combined with AudioCaps and Clotho. We
further fine-tuned our ATR model on the AudioCaps training dataset. This fine-tuned model achieves
a text-to-audio R@1 of 43.4 and an audio-to-text R@1 of 57.3, surpassing the performance of ATR
models trained on other datasets.

4



Method Training Set Model METEOR CIDEr SPICE SPIDEr

AL-MixGen [25] AC ACT [28] 24.2 76.9 18.1 47.5
CoNeTTE [20] AudioSet CNext-Trans - - - 49.5

EnCLAP [19] AC EnCLAP-Base 24.7 78.0 18.6 48.3
AC EnCLAP-Large 25.5 80.3 18.8 49.5

Wavcaps [29] AC+Clotho HTSAT+BART 23.7 71.1 17.7 44.4
WC+AC+Clotho HTSAT+BART 25.0 78.7 18.2 48.5

AudioSetCaps ASC+AC+Clotho HTSAT+BART 25.7 84.8 18.4 51.6

Table 3: The performance of different methods for automated audio captioning on AudioCaps test set,
where “ACT” and “CNext-Trans” refer to Audio Captioning Transformer and ConvNeXt-Transformer.

4.3 Automated Audio Captioning

We also adopt the automated audio captioning (AAC) models used in [29], which are based on the
pre-trained HTSAT and BART [21] models. We first pre-trained the AAC model on AudioSetCaps
combined with the training sets of Clotho and AudioCaps, using a learning rate of 5× 10−5 and a
batch size of 24 for 15 epochs. The pre-trained AAC model is further fine-tuned on AudioCaps for
20 epochs with a learning rate of 5× 10−6. The performance is evaluated using conventional AAC
metrics, including METEOR [4], CIDEr [36], SPICE [2] and SPIDEr [25].

Table 3 presents the AAC results on the AudioCaps test dataset. Our AAC model achieves state-
of-the-art performance with a METEOR of 25.7, CIDEr of 84.8, SPICE of 18.4, and SPIDEr of
51.6. Compared to training using only AudioCaps and Clotho, the AAC model trained with the
additional combination of AudioSetCaps achieves better performance than when trained with the
additional combination of WavCaps. Moreover, our method outperforms other SOTA approaches such
as AL-MixGen [18], CoNeTTE [20], and EnCLAP [19], which use different model architectures.

4.4 Subjective Evaluation

Caption Data Label AudioCaps WavCaps AudioSetCaps Auto-ACD

Mean Score 3.81 3.79 3.70 3.70 3.60

Table 4: Mean Scores of human evaluation across datasets. The scores indicate how well the text
annotation reflects the audio content based on the following scale: 1-Bad, 2-Poor, 3-Fair, 4-Good,
5-Excellent.

To further assess the quality of AudioSetCaps, we perform subjective evaluation to evaluate captions
corresponding to 79 randomly selected overlapping audio samples across AudioCaps [17], WavCaps
[29], AudioSetCaps, and Auto-ACD [33], as well as the ground truth labels in AudioSet [12]. The
question we ask for the rater is Please listen to the provided audio samples and rate the quality of
the text annotation based on its accuracy, completeness, and presence of false information. Each
caption or label is scored by at least 5 evaluators on how well the text annotation reflects the audio
content. The score is on a scale from 1 to 5, where 1 represents “Bad” and 5 represents “Excellent”.
The mean scores for each dataset and the ground truth labels are presented in Table 4. AudioSetCaps
achieves a mean score of 3.70, which closely approaches the quality of both the ground truth labels
and human-labelled captions from AudioCaps.

5 Conclusion

In this paper, we have presented an automated pipeline for generating enriched audio-text data with
fine-grained audio content, leveraging audio-language models and large language models. Using
this pipeline, we presented AudioSetCaps, a dataset consisting of over 1.9 million audio captioning
data, aiming to advance the field of audio-language learning. We conducted experiments on audio-
text retrieval and automated audio captioning tasks using AudioSetCaps. The experimental results
demonstrate that the quality of our data surpasses that of previous pipelines. To further encourage the
development of audio-language learning, we will release the pipeline codes, audio-caption datasets,
and pre-trained downstream models to the research community.
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