
Published as a conference paper at ICLR 2025

AN ADVERSARIAL COLLABORATIVE FRAMEWORK
FOR COMPREHENSIVE IMAGE CAPTIONING

Dinesh Chowdary Attota, Ying Xie & Linh Le∗
College of Computing and Software Engineering
Kennesaw State University
Marietta, GA 30060, USA
dattota@students.kennesaw.edu, {yxie2,lle13}@kennesaw.edu

ABSTRACT

Comprehensive image captioning is a critical task with applications spanning a
multitude of domains such as assistive technologies, automated content develop-
ment, e-commerce, surveillance and security, etc. Research for image captioning
has had a long history with numerous successes, however, a challenge remains
in obtaining high quality labeled images for model training. While recent large
visual language models such as GPT-4 are very capable of both generating de-
tailed captions for images and generating labeled images for smaller models, they
have certain issues. First, such models are expensive, either computationally or
financially. Second, they require extensive prompt engineering to achieve the
desirable outputs. Third, it is difficult to quantitatively evaluate the quality of
captions that they generate without a ground truth. Accordingly, we present an
automated framework that allows multiple small models to collaborate on the task
of comprehensive image captioning without the needs of labeled images. In brief,
the system operates by having a captioner generate and continuously improve de-
scriptions of input images so that a generator can synthesize images that are more
and more similar to the original ones. The similarity among images is calculated
by an evaluator. Through experiment, we show that our framework provides con-
siderable improvements in the comprehensiveness of captions over a standalone
visual language model, bridging the gap between small models and larger ones
such as GPT-4o.

1 INTRODUCTION

Image captioning occurs at the convergence of computer vision and natural language processing
(NLP). This task is applicable across numerous fields, including assistive technology for the visually
impaired (Rane et al., 2021; Ahsan et al., 2021; Makav & Kılıç, 2019), automated content develop-
ment for social media (Wibowo et al., 2024; Kruk et al., 2019), video captioning (Chen et al., 2023;
Sarto et al., 2022). In the past a decade, major improvements in image captioning have occurred,
motivated by developments in deep learning and the availability of extensive datasets like COCO
(Lin et al., 2015), Flickr30k (Plummer et al., 2016), and Visual Genome. Initial methodologies for
image captioning utilized template-based techniques (Reale-Nosei et al., 2024) that tend to yield
inflexible and generic captions deficient in fluency and detail. The emergence of deep learning has
transformed the field of image captioning by introducing encoder-decoder architectures (O’Shea &
Nash, 2015; Vinyals et al., 2015) that significantly improved the fluency and contextual relevance of
generated captions. While these methods enhanced the fluency and relevancy of captions, they were
constrained by their dependence on fixed-length feature representations and their failure to capture
intricate visual features. Recent attention-based methods (Monteiro et al., 2017; Zhao et al., 2020;
Xu et al., 2015) have enhanced caption quality by facilitating the dynamic alignment of visual and
textual information. However, they continue to struggle in creating captions that are both compre-
hensive and contextually nuanced (Zhao et al., 2024; Tyagi et al., 2024), often yielding descriptions
that are either overly general or inadequate in conveying subtle aspects of the context.
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Another challenge of developing captioner models is the need of quality paired image-text data.
However, image labeling tasks that involve human resources are expensive. On the other hand,
while pretrained large models such as GPT4 (Achiam et al., 2023) are capable of generate such data,
they are not without issues. First, good models tend to be large in sizes which demand expensive
computational resources to host or financial resources to service them externally. Second, it could
become complicated to design prompts for them to yield the desired outputs. Specifically, they tend
to yield generic descriptions, omit details, and introduce irrelevant information, unless getting more
specific instructions from users (Zhu et al., 2023; Betker et al., 2023; Ruiz et al., 2023; Bai et al.,
2023). Lastly, labels’ quality from pretrained models is difficult to quantify and evaluate.

With such motivations, in this paper, we presents an automated collaborative framework based on
adversarial exchanges among multiple pretrained models for the task of comprehensive image cap-
tioning. In brief, the framework includes a captioner component which attempts to describe an
input image, a generator component which synthesizes images from a given description, and an
evaluator that computes image similarities. In operation, The captioner iteratively updates its cap-
tions so that the synthesized images from the generator become more and more similar to the
input. Intuitively, if a description helps the generator create images more similar to the original one,
it entails more correct information. This captioning mechanism allows our collaborative to improve
itself without the needs of finetuning labeled data while still having a concrete evaluation metric. In
terms of architectures, the captioner contains a visual comprehension model that can provide initial
descriptions and answer questions for an input image, and a language model to probe extending
questions based on the current descriptions. The generator is an image generative model (IGM)
that is conditioned by prompt texts or by both texts and images. A metric model is utilized as the
evaluator to compute similarities for pair of images. All models in the framework are pretrained.
Through experiment study, we show that our framework provides improvement over a standalone
visual language model, bridging the gap between small models and larger one such as GPT-4o .

2 RELATED WORK

Image captioning has been extensively studied in computer vision and natural language processing,
with significant progress spurred by deep learning and enormous data sets. Initial methodologies
depended on template-based techniques, wherein established sentence frameworks were filled with
identified objects and characteristics. Although these systems were comprehensible and efficient
in certain contexts, they generated inflexible and generic descriptions that were low in fluency and
detail. For instance, Farhadi et al. (2010) (Farhadi et al., 2010) aligned identified objects with prede-
termined phrase structures, producing captions had difficulties in representing intricate relationships
or contextual details.

Over the past decade, image captioning has evolved from simple template-based methods to ad-
vanced deep learning methodologies. Early template-based techniques, produced descriptions that
were frequently inflexible and generic. The transition to encoder-decoder architectures marked a
significant milestone for the field. In these systems, a Convolutional Neural Network (LeCun et al.,
1995) encodes the visual content of an image into a fixed-length feature vector, and sequential model,
such as Long Short-Term Memory (Aneja et al., 2018) or Gated Recurrent Unit (Chung et al., 2014),
generates a descriptive sentence based on that representation. These models, detailed in studies like
(O’Shea & Nash, 2015) and (Vinyals et al., 2015), enhanced the state-of-the-art by producing more
fluent and contextually aware captions. However, the inherent limitation of fixed-length represen-
tations means that many models struggle to capture the fine-grained details of complex images. To
mitigate this, some research works has introduced attention mechanisms that allow the model to dy-
namically focus on relevant image regions during the caption generation process (Geetha et al., 2020;
Alzubi et al., 2021; Sairam et al., 2021; Subramanian et al., 2023; Ahmad et al., 2022). Despite these
improvements, balancing computational efficiency with the need for detailed visual understanding
remains an open challenge.

Recent advancements in extensive pre-training has resulted in the creation of vision-language mod-
els, including CLIP (Radford et al., 2021) (Agarwal et al., 2021) and BLIP (Li et al., 2022), which
utilize vast datasets to acquire joint representations of visual and textual information, attaining su-
perior performance by correlating visual attributes with natural language descriptions. However,
these models lack iterative improvement processes, leading to captions that may overlook complex
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aspects or inadequately represent the scene’s complexity. To address this, Multiple approaches have
employed iterative refining to address this. Cornia et al. (Cornia et al., 2020) suggested a reinforce-
ment learning-based framework that optimizes a reward function to enhance captions, while Xian et
al. (Xian et al., 2022) proposed an adaptive captioning model that generates intermediate descrip-
tions and refines them over numerous iterations. Building on these ideas, recent work has explored
the use of prompt-based methods to guide the refinement process (Hu et al., 2022). Some stud-
ies have employed prompts to generate targeted questions or instructions (Özdemir & Akagündüz,
2024) (Luu et al., 2024) that guide the model to focus on specific aspects of the image, such as object
attributes, spatial relationships, or contextual details. An issue with prompt-based methods is that
they are limited by the capability of the incorporated language models. Furthermore, evaluations of
the captions remain questionable.

With such motivation, in this paper, we present a unique framework that synergistically blends
vision and language models to accelerate these advances. Our iterative refinement framework uses
a language model to create specific image questions and a vision comprehension model to answer
them to improve the caption. Furthermore, the new details are only augmented to a current caption
if they help a generator create images more similar to the original one. This iterative feedback loop
makes sure the final caption has both high-level and fine-grained features, overcoming the limits
of prior approaches and producing high-quality, contextually appropriate captions. Our framework
also utilize a metric that directly measures the association between an image and a description to
guide the captioning process.

3 THEORETICAL FRAMEWORK

In short, our adversarial collaborative framework comprises three components, 1) a captioner which
includes a Language Model (LM) and a Visual Comprehension Model (VCM), 2) a generator which
is an Image Generative Model (IGM), and 3) an evaluator which is an Image Metric Model (IMM).
For a given image, the operation starts with an initial caption, which can come from the VCM.
Next, the LM is provided with the initial caption and prompted to ask the VCM questions to extend
it. The VCM answers the questions which form a set of candidate captions, and send those to the
IGM. The IGM then generates images for each candidate captions as well as the initial caption.
Finally, the IMM compares the synthesized images to the original image. Candidate captions of
which reconstructed images are more similar to the original image than that from the initial caption
are selected and aggregated to form the new caption. Intuitively, our framework aims to generate
a caption such that a generator can reconstruct an image as similar to the original one as possible.
Formally, one iteration of operation of the framework is as follows.

1. A given image X is input into the VCM to obtain an initial description C

2. The LM takes the current description C to form candidate questions Q1 . . . Qk asking
about more details on the contents of the image X

3. The questions Q1 . . . Qk are returned to the VCM to obtain answers A1 . . . Ak, re-
spectively. Each answer is then concatenated to C separately to form a set of candidate
descriptions: Ĉ1 = C +A1, Ĉ2 = C +A2, . . . Ĉk = C +Ak

4. Provide C and all candidate descriptions Ĉ1 ... Ĉk to the IGM to synthesize images Z and
Z1 . . . Zk.

5. The IMM computes the similarities S(·) for the pairs: S(X,Z), S(X,Z1) . . . S(X,Zk).
Candidates i that yield improvements in similarity over the original description, i.e.,
S(X,Zi) > S(X,Z), are selected - their answers are aggregated with the current de-
scription to form the new one Cnew = C +

∑
{Ai | ∀S(X,Zi) > S(X,Z)}.

6. Repeat steps 2-5 until no significant improvements in similarities can be obtained.
An illustration of the framework’s operation is in Figure 1. Overall, this mechanism allows the
framework to generate a very detailed description for any input images. Furthermore, the fine details
in the caption are added sequentially and only if they help an image generator understand more
about the original scene. While, at the moment, we are only focusing on the captioning task, the
framework can be used to generate comprehensive captions for images for training or finetuning of
other models. Different from arbitrarily using a large model such as GPT-4o to generate captions,
in this framework, we have a concrete metric – the reconstructed image similarity – to evaluate the
quality of the resulted caption.
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Figure 1: Adversarial framework for visual comprehension

4 IMPLEMENTATION

There are multiple approaches in both model selection and execution to realize the proposed adver-
sarial collaborative framework. In this section, we describe our current implementation that is used
for experiments in this paper in terms of model selection for components, and framework operations.

4.1 COMPONENTS

Our selection for each component as illustrated in Figure 1 is as follows.

• The Visual Comprehension Model (VCM) in used is MiniCPM-Llama3-V-2 5 (Yao
et al., 2024), a pre-trained vision-language model designed to generate detailed textual
descriptions of visual inputs by leveraging a robust multi-modal architecture.

• The Language Model at the moment is the pretrained Llama-8.1-3-b-Instruct
(AI@Meta, 2024).

• The Image Generative Model (IGM) component is utilizing a pretrained
Stable-Diffusion-3-Medium model. (Esser et al., 2024)

• The Image Metric Model (IMM) is implemented with an embedding-based met-
ric approach. More specifically, to compute the similarity of two images,
first they are transformed into embeddings by a pretrained vision transformer,
vit-base-patch16-224-in21k (Dosovitskiy et al., 2021). The similarity of the
two images are then calculated as the cosine similarity of the two embeddings.

4.2 OPERATION

The overall operational flow of the implemented framework is mostly similar to that of the theoret-
ical framework that we discuss in Section 3. To start the framework (i.e., step 1 in Section 3), we
feed the given image X and the prompt “What is in the image? Explain in details.” to the VCM to
obtain a caption C. While this prompt can be further enhanced for a better starting point, we are
not focusing on prompt engineering in this paper. Next, we perform the iterative process of ques-
tion generation and caption augmentation (i.e., steps 2 to 5 in Section 3). This process includes the
steps of 1) question generation and answering, 2) image reconstruction, and 3) answer retrieval and
caption augmentation. An illustration of the operational flow of the framework is showed in Figure
2 with detailed discussions in the following subsections.
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Figure 2: Operational Sequence of the Framework

4.2.1 QUESTION GENERATION AND ANSWERING

The question generation and answering phase is key to our methodology, aimed at improving the first
caption by integrating more details via a feedback loop between the language and visual language
models. The caption C (that can either be the initial caption or a caption from a previous iteration) is
provided to the LM along with a prompt to formulate a series of questions Q1, . . . Qk. The purpose
of these questions is to explore the broadness and variety of the original caption, identifying any
absent or incompletely defined elements. To guarantee that the produced questions are thorough and
precise, we direct the language model’s attention to particular aspects of the image that include:

• Key Objects and Subjects: Identify all the primary and secondary objects in the scene.

• Relationships: Explore the spatial relationships between different objects (e.g., proximity,
above, below, in front).

• Interactions: Highlight any visible interactions between objects, animals, or people.

• Visual Details: Ask questions about colors, patterns, and textures of objects, including
distinctive features.

• Poses and Actions: Understand the posture or movement of any animals or people.

• Background Elements: Capture information about the setting, such as environmental fea-
tures (e.g., trees, buildings, sky).

• Scale and Proportions: Ask about relative sizes and the spatial alignment of objects.

• Lighting and Shadows: Investigate lighting direction, shadows, and any effects that con-
tribute to the realism of the scene.

Furthermore, questions that are generated in the previous iterations are included in the prompt of the
current iteration. This inclusion is for the model to know what has been asked and avoid repeats of
poor questions in the set that is being generated. The generated questions Q1, . . . Qk are returned to
the VCM along with the original image to obtain their answers, i.e., A1 . . . Ak. Finally, each answer
Ai is added to a prompt along with the original caption C for the LM to recompose and improve
coherency and fluency, yielding a candidate caption Ĉi.
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4.2.2 IMAGE RECONSTRUCTION

The original caption C and the candidate captions Ĉ1, . . . Ĉk are prompted to the IGM to obtain
”reconstructred” versions of the image X , Z and 1 . . . Zk, respectively. Furthermore, as the image
generation process is highly subjected to randomness, for each caption C∗ ∈ {C, Ĉ1, . . . Ĉk}, we
generate n image versions Z1

∗ . . . Z
n
∗ . Then, the version among the n ones that is the most similar

to the input image X (the highest embedding similarity to X), Z∗, will be selected for the next step.
The output of the image reconstruction phase is a generated image for C, Z, and k generated images
Z1, . . . Zk. In the current implementation, we use n = 15.

4.2.3 ANSWER RETRIEVAL AND CAPTION AUGMENTATION

The answer retrieval step aims to select answers Ai that help extending the original caption C.
Specifically, if an image Zi generated by using the candidate caption Ĉi (resulted from Ai) yields a
higher similarity value to the original image X than that between Z and X , Ai is selected. Finally,
the set of selected answers along with the caption C are input to the LM for recomposing into
a coherent caption. The overall architecture and flow of our proposed adversarial collaborative
framework is shown in Figure 2 .

5 EXPERIMENTS

All experiments are conducted in workstations using NVIDIA-A100 Graphical Processing Units. As
benchmark data, we randomly sample 500 images from the ImageNet dataset (Deng et al., 2009).
A challenge for our method is how to derive evaluation metrics. While datasets with long cap-
tions exist, we cannot ensure the comprehensive levels of their captions. Accordingly, a supervised
matching metric between our generated captions and the labels in such data is not suitable for our
use case. Therefore, we derive two unsupervised evaluation metrics for the comprehensiveness of a
caption with respect to an image as follows.

Image Similarity Score. Given an image-caption pair (X,C), the comprehensiveness of the cap-
tioned C is evaluated by the similarity between X and an image Z generated using C by an image
generation model (IGM). This score follows the intuition of our collaborative framework: If a cap-
tion helps a generative model create an image that is more similar to the original one, the caption
is more comprehensive. Given a datasets of multiple image-caption pair, we calculate the similarity
score for all pairs then average to obtain the overall score for the caption sets. In our experiment, the
IGM is Stable-Diffusion-3-Medium .

GPT-Based Score The second metric is based on using a large language model (LLM) such
as GPT-4o as an evaluator. Specifically, given an image-caption pair (X,C), we perform a
segmentation-verification pipeline. First, we segment both caption C into contextually coherent,
self-sufficient segments using the LLM. This is done by prompting the LLM with “Split the caption
into independent single units of information. Make sure the information is objective.”, follows by C.
Next, each segment along with the image X is provided to a visual language model to verify whether
its content is correctly presented in the corresponding image or not. We also calculate the cosine
similarity among the correct segments of to filter out overlapping contents. A segment pair with
cosine similarity over 0.8 is considered duplicated and one of the segment is removed. Finally, the
count of correct segments remaining is used as the GPT-Based comprehensive score for the caption
C. In our experiments, we use two GPT-Based Score, one utilizing GPT-4o for both segmentation
and verification, and one with GPT-4o for segmentation and GPT-4o-mini for verification. We
want to note that this metric could degrade in quality when using smaller models in either tasks.

To compare our framework against existing method, we utilize two benchmark models, a standalone
MiniCPM-Llama3-V-2 5 (the VCM component of the framework) and GPT-4o . Along with
the input images, both models are prompted with “What is in the image? Explain in details”, which
is the same prompt we use to generate the initial captions in our framework. For our method, we
report the caption quality after one pass and two passes of augmentation. Figure 3(a) displays the
average image similarity scores of the four models, MiniCPM-Llama3-V-2 5 (Baseline), ours
after one pass (ACF-1), and ours after two passes (ACF-2), and GPT-4o . Figures 3(b)(c) illustrate
the average of the two GPT-Based scores for the captions from the four models. Figure 3(b) shows
the score from the GPT-4o -GPT-4o pipeline, and 3(b), the GPT-4o - GPT-4o-mini pipeline.
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(a) Similarity Score (b) GPT-4o Score (c) GPT-4o-mini Score

Figure 3: Framework Evaluation Results

The baseline similarity score for images produced from the original captions is 62.63. After the
initial iteration of our augmentation procedure, the similarity score increases to 68.95, showing that
the augmented captions offer a more comprehensive and precise depiction of the images. Following
with the second iteration, the similarity score increases to 73.21, so demonstrating the efficacy of
our iterative caption enhancement methodology. Interestingly, the captions generated by GPT-4o
reach an average similarity score of 70.66, which is close to that of our framework after one pass.

The score patterns vary considerably in the two GPT-Based scores. In the first GPT-Based score
(Figure 3(b)), the baseline model’s captions yield an average of 7.53 correct segments. After one
pass of augmentation, our framework reaches an average of 8.69 correct segments, suggesting that
the first round of iterative augmentation effectively incorporates additional information that corre-
spond with the image content. After two passes, the count further improves to 9.03, suggesting
that subsequent refinement continues to enhance the caption’s descriptive accuracy and complete-
ness. Without surprises, captions from the much larger GPT-4o reach a score of 13.48. In the
second GPT-based score (Figure 3(b)), we observe a fairly similar result. Our framework adds good
improvement to the baseline, while all are surpassed by GPT-4o . Overall, while our framework
certainly do not outperform GPT-4o , it does help close the gap of performance between very large
models and small ones.

6 CONCLUSION

Automated image captioning, especially with comprehensive description, is an important task with
numerous applications, from assistive technologies, automated content development, e-commerce,
to surveillance and security, and so on. Research in image captioning has kept involving with suc-
cesses and breakthroughs. Regardless, a challenge remains in obtaining high quality labeled images
for model training. Labeling is expensive if involve human. Large visual language models, why
very capable, also come with issues such as demanding in resources, require extensive prompt engi-
neering to achieve the desirable outputs, and difficulty in evaluation without a ground truth.

In this paper, we proposed an innovative collaborative framework for iterative image captioning,
incorporating visual understanding, linguistic modeling, and generative methods. Our methodology
enhances captions by iterative question formulation, answer acquisition, and evaluation via recon-
structed image similarity, delivering a more precise depiction of visual content. Experiments on 500
ImageNet images has demonstrated considerable improvements in captions’ comprehensiveness,
which are validated through similarity assessments and GPT-Based verification. Results show the
increased similarity scores and more detailed information in captions across iterations, justifies the
framework’s effectiveness. In contrast to conventional methods, our methodology integrates explicit
assessment through image reconstruction similarity, offering a definitive metric for caption quality.
In future research, we would investigate on expanding the framework on large scale with fine-tuning
approaches and also possible enhancements in image and question-generation methodologies.
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