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Abstract

We study stochastic linear bandits with heavy-tailed rewards, where the rewards
have a finite (1 + ϵ)-absolute central moment bounded by υ for some ϵ ∈ (0, 1].
We improve both upper and lower bounds on the minimax regret compared to prior
work. When υ = O(1), the best prior known regret upper bound is Õ(dT

1
1+ϵ ).

While a lower with the same scaling has been given, it relies on a construction
using υ = O(d), and adapting the construction to the bounded-moment regime
with υ = O(1) yields only a Ω(d

ϵ
1+ϵT

1
1+ϵ ) lower bound. This matches the known

rate for multi-armed bandits and is generally loose for linear bandits, in particular
being

√
d below the optimal rate in the finite-variance case (ϵ = 1). We propose a

new elimination-based algorithm guided by experimental design, which achieves
regret Õ(d

1+3ϵ
2(1+ϵ)T

1
1+ϵ ), thus improving the dependence on d for all ϵ ∈ (0, 1) and

recovering a known optimal result for ϵ = 1. We also establish a lower bound
of Ω(d

2ϵ
1+ϵT

1
1+ϵ ), which strictly improves upon the multi-armed bandit rate and

highlights the hardness of heavy-tailed linear bandit problems. For finite action
sets of size n, we derive upper and lower bounds of Õ(

√
d(log n)

ϵ
1+ϵT

1
1+ϵ ) and

Ω̃(d
ϵ

1+ϵ (log n)
ϵ

1+ϵT
1

1+ϵ ), respectively. Finally, we provide action-set-dependent
regret upper bounds, showing that (i) for some geometries, such as lp-norm balls
for p ≤ 1 + ϵ, we can further reduce the dependence on d, and (ii) for RKHS
functions with the Matérn kernel we can attain sublinear regret for all ϵ ∈ (0, 1],
thus substantially improving over the existing state-of-the-art.

1 Introduction

The stochastic linear bandit problem is a foundational setting of sequential decision-making under
uncertainty, where the expected reward of each action is modeled as a linear function of known
features. While most existing work assumes sub-Gaussian reward noise—enabling the use of con-
centration inequalities like Chernoff bounds—real-world noise often exhibits heavy tails, potentially
with unbounded variance, violating these assumptions. Heavy-tailed noise naturally arises in diverse
domains such as high-volatility asset returns in finance [CB00, Con01], conversion values in online
advertising [CvdLG20, JSP21], cortical neural oscillations [RVHH15], and packet delays in com-
munication networks [BTA02]. In such settings, reward distributions may be well-approximated by
distributions such as Pareto, Student’s t, or Weibull, all of which exhibit only polynomial tail decay.
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The statistical literature has developed several robust estimation techniques for random variables
with only bounded (1 + ϵ)-moments (for some ϵ ∈ (0, 1]), such as median-of-means estimators
[DLLO16, LM19b] and Catoni M -estimators [Cat12, BJL15] in the univariate case, as well as robust
least squares [AC11, HS14, HW19] and adaptive Huber regression [SZF20] for multivariate settings.

Robustness to heavy tails was first introduced into sequential decision-making by [BCBL13] in the
context of multi-armed bandits. Subsequent work including [MY16, SYKL18, XWWZ20] extended
these ideas to linear bandits, where each action is represented by a feature vector and the reward
includes heavy-tailed noise. Generalizing robust estimators from the univariate to the multivariate
setting is nontrivial, and many works have focused on designing such estimators and integrating them
into familiar algorithmic frameworks like UCB. However, the relative unfamiliarity of heavy-tailed
noise can make it difficult to judge the tightness of the regret bounds. As we discuss later, this has
led to some degree of misinterpretation of existing lower bounds, with key problems prematurely
considered “solved” despite persistent, unrecognized gaps.

1.1 Problem Statement

We consider the problem of stochastic linear bandits with an action set A ⊆ Rd and an unknown
parameter θ⋆∈Rd. At each round t = 1, 2, . . . , T , the learner chooses an action xt ∈ A and observes
the reward

yt = ⟨xt, θ⋆⟩ + ηt,

where ηt are independent noise terms that satisfy E[ηt] = 0 and E
[
|ηt|1+ϵ

]
≤ υ for some ϵ ∈ (0, 1]

and finite υ > 0. We adopt the standard assumption that the expected rewards and parameters are
bounded, namely, supx∈A |⟨x, θ⋆⟩| ≤ 1 and ∥θ⋆∥2 ≤ 1. Letting x⋆ ∈ argmaxx∈A⟨x, θ⋆⟩ be an
optimal action, the cumulative expected regret after T rounds is

RT =

T∑
t=1

(
⟨x⋆, θ⋆⟩ − ⟨xt, θ⋆⟩

)
.

Given (A, ϵ, υ), the objective is to design a policy for sequentially selecting the points (i.e., xt for
t = 1, . . . , T ) in order to minimize RT .

1.2 Contributions

We study the minimax regret of stochastic linear bandits under heavy-tailed noise and make several
contributions that clarify and advance the current state of the art. Although valid lower bounds exist,
we show that they have been misinterpreted as matching known upper bounds. After correcting this
misconception, we provide improved upper and lower bounds in the following ways:

• Novel estimator and analysis: We introduce a new estimator inspired by [CJKS21] (who
studied the finite-variance setting, ϵ = 1), adapted to the heavy-tailed setting (ϵ ∈ (0, 1]). Its
analysis leads to an experimental design problem that accounts for the geometry induced by the
heavy-tailed noise, which is potentially of independent interest beyond linear bandits.

• Improved upper bounds: We use this estimator within a phased elimination algorithm to
obtain state-of-the-art regret bounds for both finite- and infinite-arm settings. Additionally,
we derive a geometry-dependent regret bound that emerges naturally from the estimator’s
experimental design.

• Improved lower bounds: We establish novel minimax lower bounds under heavy-tailed noise
that are the first to reveal a dimension-dependent gap between multi-armed and linear bandit
settings (e.g., when the arms lie on the unit sphere). We provide such results for both the
finite-arm and infinite-arm settings.

Table 1 summarizes our quantitative improvements over prior work, while Figure 1 illustrates the
degree of improvement obtained and what gaps still remain.

In addition to these results for heavy-tailed linear bandits, we show that our algorithm permits the
kernel trick, and that this leads to regret bounds for the Matérn kernel (with heavy-tailed noise) that
significantly improve on the best existing bounds, in particular being sublinear for all ϵ ∈ (0, 1]. See
Section 3.1 for a summary, and Appendix C for the details.
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Table 1: Comparison of regret bounds (in the Õ(·) or Ω̃(·) sense) with heavy-tailed rewards for the
model yt = ⟨xt, θ∗⟩+ ηt where E[ηt] = 0, E[|ηt|1+ϵ] ≤ 1, ∥θ∥2 ≤ 1, |⟨x, θ⟩| ≤ 1. The complexity
measure M(A) is defined in Theorem 3.

Paper Setting Regret Upper Bound Regret Lower Bound

[SYKL18] general dT
1

1+ϵ

d
ϵ

1+ϵ T
1

1+ϵ 1

[HZWY23] E[|ηt|1+ϵ] ≤ υ1+ϵ
t d

√∑T
t=1 υ

2
t T

1−ϵ
2+2ϵ

[XWWZ20] |A| = n
√
d lognT

1
1+ϵ d

ϵ
1+ϵ T

1
1+ϵ

[CG19] Matérn(ν, d) T
2+ϵ

2(1+ϵ)
+ d

2ν+d T
ν+dϵ

ν(1+ϵ)+dϵ

[BCBL13] MAB(A = ∆d) d
ϵ

1+ϵ T
1

1+ϵ d
ϵ

1+ϵ T
1

1+ϵ

Our Work

A-dependent M(A)
1

1+ϵ min(d, log |A|)
ϵ

1+ϵ T
1

1+ϵ (Theorem 3)

general d
1+3ϵ

2(1+ϵ) T
1

1+ϵ (Corollary 1) d
2ϵ

1+ϵ T
1

1+ϵ (Theorem 1)

|A| = n
√
d(logn)

ϵ
1+ϵ T

1
1+ϵ (Corollary 1) d

ϵ
1+ϵ (logn)

ϵ
1+ϵ T

1
1+ϵ (Theorem 2)

Matérn(ν, d) T 1− ϵ
1+ϵ

2ν
2ν+d (Corollary 4)

MAB(A = ∆d) d
ϵ

1+ϵ T
1

1+ϵ (Corollary 2)

(a) Regret bounds comparison (b) Dimension-dependence comparison

Figure 1: (a) Comparison of regret bounds across ϵ for T = d4. (b) Scaling of the bounds in d.

1.3 Related Work

The first systematic study of heavy-tailed noise in bandits is due to [BCBL13], who replaced
the empirical mean in UCB with robust mean estimators, and obtained a regret bound of
Õ
(
n

ϵ
1+ϵT 1/(1+ϵ)

)
with n arms, along with a matching lower bound. A sequence of follow-up

works [YNKL18, LWHZ19, LYLO20, WS21, HDH22, CHDH25] refined these ideas and extended
them to best-arm identification, adversarial, parameter-free, and Lipschitz settings. The first ex-
tension of heavy-tailed analysis from MAB to linear bandits is due to [MY16], who proposed
truncation- and MoM-based algorithms and proved an Õ

(
d T

2+ϵ
2(1+ϵ)

)
regret bound. Subsequently,

[SYKL18, XWWZ20] improved the regret bounds for infinite and finite action sets, respectively (see
Table 1). Huber-loss based estimators have emerged as another robustification strategy, for which
[LS24, KK23, HZWY23, WZZZ25] provided moment-aware regret bounds. [ZHYW21] suggested
median based estimators for symmetric error distributions without any bounded moments (e.g.,
Cauchy). Beyond linear bandits, [XWW+23] proved a similar dT

1
1+ϵ bound for generalized linear

bandits, and [CG19] studied heavy-tailed kernel-based bandits, which we will cover in more detail in
Appendix C. A summary of the best regret bounds of previous work and ours can be found in Table 1.

1We refer to this as the multi-armed bandit (MAB) rate because it matches that of a MAB problem with d arms.
Note that that the dT

1
1+ϵ lower bound from [SYKL18] was only proved for an instance with E[|ηt|1+ϵ] = O(d)

rather than O(1); see Section 2 for further discussion.
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2 Lower Bounds

Before describing our own lower bounds, we take a moment to clarify the state of lower bounds that
exist in the literature, as there has been some apparent misinterpretation within the community. The
regret lower bound construction presented in [SYKL18] leverages the reward distribution

y(x) =

{
( 1
∆ )

1
ϵ w.p. ∆

1
ϵ θ⊤x

0 w.p. 1−∆
1
ϵ θ⊤x

under the choice ∆ = 1
12T

− ϵ
1+ϵ , and with choices of θ and A that ensure d∆ ≤ θ⊤x ≤ 2d∆.

A straightforward calculation shows that the reward distributions of this construction possesses a
(1 + ϵ)-absolute moment of ∆−1(θ⊤x) ≥ d for all actions. Recall that in our problem statement we
consider the (1 + ϵ)-absolute moment to be a constant (that does not depend on the the dimension
d or time horizon T ). We can compare this with the canonical case of sub-Gaussian noise (ϵ = 1)
where it is assumed that the second moment is bounded by σ2 = Ω(1), in which it is well-known
that the optimal regret rate is on the order of σd

√
T [LS20]. If we were to set σ2 = Θ(d), this would

suggest a rate of d3/2
√
T , but this only exceeds the usual d

√
T because σ is artificially large. We

stress that we are not claiming that the lower bound of [SYKL18] is in any way incorrect, and the
authors even acknowledge that the bound on the moment scales with the dimension in the appendix
of their work. We are simply pointing out that there has been some misinterpretation of the lower
bound within the community.2

If we adjust the expected reward distributions such that ∆ ≤ θ⊤x ≤ 2∆, so that the reward
distribution maintains a constant 1 + ϵ absolute moment, the resulting regret lower bound turns out to
scale as d

ϵ
1+ϵT

1
1+ϵ ,3 matching the known optimal lower bound for the Multi-Armed Bandit (MAB)

setting with d arms. However, with a more precise analysis, we can prove a stronger lower bound on
a similar instance (with modified parameters) having a constant (1 + ϵ)-central moment of rewards,
as we will see below.

2.1 Infinite Arm Set

Given the context above, we are ready to present our own lower bound that builds on the construction
introduced by [SYKL18] but is specifically tailored to improving the d dependence.
Theorem 1. Fix the action set A = {x ∈ [0, 1]2d : x2i−1 + x2i = 1 ∀i ∈ [d]}. There exists a
reward distribution with a (1+ ϵ)-central moment bounded by 1 and a θ∗ ∈ R2d with ∥θ∗∥2 ≤ 1 and
supx∈A |x⊤θ∗| ≤ 1, such that for T ≥ 4

1+ϵ
ϵ d2, the regret incurred is Ω(d

2ϵ
1+ϵT

1
1+ϵ ).

Proof. For a parameter ∆ ≤ 1
4d to be specified later, we let the reward distribution be a Bernoulli

random variable defined as follows:

y(x) =

{
( 1γ )

1
ϵ w.p. γ

1
ϵ θ⊤x

0 w.p. 1− γ 1
ϵ θ⊤x

with γ := 2d∆. We consider parameter vectors θ lying in the set Θ :={
θ ∈ {∆, 2∆}2d : θ2i−1 + θ2i = 3∆

}
, from which the assumption ∆ ≤ 1

4d readily implies ∥θ∥2 ≤
1 and supx∈A |x⊤θ∗| ≤ 1. For any θ ∈ Θ, the (1 + ϵ)-raw moment of the reward distribution (and
therefore the central moment, since the rewards are nonnegative) for each action is bounded by
E[|y(x)|1+ϵ|x] = γ−(1+ϵ)/ϵγ1/ϵθ⊤x = γ−1θ⊤x ≤ 1, since γ = 2d∆ and θ⊤x ≤ 2d∆.

Let RT (A, θ) be the cumulative regret for arm set A and parameter θ, and let indi(θ) :=
argmaxb∈{0,1}(θ2i−1+b) for θ ∈ Θ, and write xt = (xt,1, . . . , xt,d). We have

RT (A, θ) =
T∑

t=1

d∑
i=1

(
∆−∆xt,2i−1+indi(θ)

)
= ∆

T∑
t=1

d∑
i=1

(1
2
− 1

2
(−1)indi(θ)(xt,2i−1 − xt,2i)

)
2Previous works that indicate the minimax optimality of this bound (with respect to T and d) include

[XWWZ20, XWW+23, HZWY23, WZZZ25].
3This is obtained by optimizing ∆ for the adjusted regret ∆T ( 1

4
− 3

2

√
d−1∆

1+ϵ
ϵ T )
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≥ ∆

2

d∑
i=1

Eθ

[ T∑
t=1

I{(−1)indi(θ)(xt,2i−1 − xt,2i) ≤ 0}
]

≥ ∆T

4

d∑
i=1

Pθ

[
T∑

t=1

I{(−1)indi(θ)(xt,2i−1 − xt,2i) ≤ 0} ≥ T

2

]
,

where the second equality follows by using xt,2i−1 + xt,2i = 1 and checking the cases indi(θ) = 0
and indi(θ) = 1 separately.

For any θ ∈ Θ, i ∈ [d], we define θ′ ∈ Θ with entries θ′j =

{
3∆− θj 2i− 1 ≤ j ≤ 2i

θj otherwise
, and let

pθ,i := Pθ

[∑T
t=1 I{(−1)indi(θ)(xt,2i−1 − xt,2i) ≤ 0} ≥ T

2

]
. We then have the following:

pθ,i + pθ′,i ≥
1

2
exp(−KL(Pθ∥Pθ′)) (Bretagnolle–Huber inequality)

=
1

2
exp

(
−Eθ

[
T∑

t=1

KL
(

Ber(γ
1
ϵ θ⊤xt)∥Ber(γ

1
ϵ θ′⊤xt)

)])
. (Chain rule)

Now we set ∆ := 1
2d

ϵ−1
1+ϵ T

−ϵ
1+ϵ . Note that since T ≥ 4

1+ϵ
ϵ d2, the above-mentioned condition ∆ ≤ 1

4d
holds, ensuring the Bernoulli parameter is in [0, 1]. Under this choice of ∆, we have

KL
(

Ber(γ
1
ϵ θ⊤xt)∥Ber(γ

1
ϵ θ′⊤xt)

)
≤ 2

2
ϵ 4∆

2
ϵ d

2
ϵ∆2

2
1
ϵ∆

1+ϵ
ϵ d

1+ϵ
ϵ · 12

= 2
1
ϵ 8∆

1+ϵ
ϵ d

1−ϵ
ϵ = 4T−1,

where in the first inequality we used KL(Ber(p)∥Ber(q)) ≤ (p−q)2

q(1−q) ; we get |p − q| ≤ 2γ
1
ϵ∆ =

2(2d∆)
1
ϵ∆ because θ and θ′ differ only via a single swap of (∆, 2∆) by (2∆,∆), q ≥ γ

1
ϵ∆d =

(2d∆)
1
ϵ∆d by construction, and 1− q ≥ 1− γ 1

ϵ 2d∆ ≥ 1
2 via ∆ ≤ 1

4d .

Combining the preceding display equations gives pθ,i + pθ′,i ≥ 1
2 exp(−4), and averaging over all

(θ, θ′) (with θ′ ̸= θ) and summing over i, we obtain 1
|Θ|
∑

θ∈Θ

∑d
i=1 pθ,i ≥

1
4d exp(−4). Hence,

there exists θ∗ ∈ Θ such that
∑d

i=1 pθ∗,i ≥ 1
4d exp(−4), and substituting into our earlier lower

bound on RT gives RT (A, θ∗) ≥ 1
16 exp(−4)∆dT = 1

32 exp(−4)d
2ϵ

1+ϵT
1

1+ϵ .

The setting in Theorem 1 is not the only one that gives regret Ω(d
2ϵ

1+ϵT
1

1+ϵ ). In fact, the same lower
bound turns out to hold for the unit ball action set with a slight change in reward distribution to avoid
large KL divergences when θ⊤x is small. The details are given in Appendix B.

2.2 Finite Arm Set

The best known lower bound for finite arm sets matches the MAB lower bound of d
ϵ

1+ϵT
1

1+ϵ with d
arms (see [XWWZ20] and the summary in Table 1). We provide the first n-dependent lower bound
(where n := |A|) by combining ideas from the MAB lower bound construction for m arms with the
construction used in Theorem 1 for dimension d

m , where m
d
m ≈ n. When n = 2O(d) or n = TO(d),

which arises naturally when finely quantizing in each dimension, our lower bound matches the infinite
arm case (in the Ω̃(·) sense) as one might expect.

Theorem 2. For each n ∈ [d, 2⌊
d
4 ⌋], there exists an action set A with |A| ≤ n, a reward distribution

with a (1+ϵ)-central moment bounded by 1, and a θ∗ ∈ Rd with ∥θ∗∥2 ≤ 1 and supx∈A |x⊤θ∗| ≤ 1,
such that for T ≥ 4

1+ϵ
ϵ d

1+ϵ
ϵ , the regret incurred is Ω

(
T

1
1+ϵ d

ϵ
1+ϵ
(
logn
log d

) ϵ
1+ϵ
)
.

Proof Sketch. We outline the main proof steps here, and defer the full details to Appendix E.

Consider log(·) with base 2, and define m to be the smallest integer such that m
logm ≥

d
logn . From

the assumption n ∈ [d, 2⌊
d
4 ⌋] we can readily verify that d > 4 and m ∈ [4, d]. For convenience, we

assume that d is a multiple of m, since otherwise we can form the construction of the lower bound
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with d′ = d− (d mod m) and pad the action vectors with zeros. Letting di := (i− 1)m, we define
the action set and the parameter set as follows for some ∆ ≤ 1

4d to be specified later:

A :=

{
a ∈ {0, 1}d :

di+1∑
j=di+1

aj = 1, ∀i ∈ [d/m]

}

θ∗ ∈ Θ :=

θ ∈ {∆, 2∆}d :

di+1∑
j=di+1

θj = (m+ 1)∆, ∀i ∈ [d/m]

 .

In simple terms, the d-dimensional vectors are arranged in d/m groups of size m; each block in
a ∈ A has a single entry of 1 (with 0 elsewhere), and each block in θ∗ has a single entry of 2∆
(with ∆ elsewhere). The condition ∆ ≤ 1

4d readily implies ∥θ∗∥2 ≤ 1 and x⊤θ∗ ≤ 1 as required.
Moreover, we have |A| = m

d
m , and thus log |A| = d

m logm ≤ log n by the definition of m.

Similar to Theorem 1, we let the rewards distribution be y(x) =

{
( 1γ )

1
ϵ w.p. γ

1
ϵ θ⊤x

0 w.p. 1− γ 1
ϵ θ⊤x

with

γ := 2 d
m∆. The choices of A and Θ give θ⊤x ≤ 2∆ d

m , so by the same reasoning as in Theorem 1,
the (1 + ϵ)-moment of the reward distribution is bounded by 1.

Let indi(x) := argmaxb∈[m](xdi+b) for any x ∈ A ∪ Θ, and define Ti,b := |{t : xt,di+b = 1}|.
Moreover, define tU to be a random integer drawn uniformly from [T ], which immediately implies
that Pθ[xtU,di+b = 1] =

Eθ[Ti,b]
T . Then we can rewrite regret as RT (A, θ) = ∆T

∑d/m
i=1

(
1 −

Pθ[xtU,di+indi(θ) = 1]
)
. For any θ ∈ Θ and i ∈ [ dm ], and any b ∈ [m], we define θ(b) ∈ Θ to have

entries given by θ(b)j =

{
∆+∆I{j = di + b} j ∈ [di + 1, di+1]

θj otherwise
; and define the base parameter

θ(0) with entries θ(0)j =

{
∆ j ∈ [di + 1, di+1]

θj otherwise
. Note that θ(indi(θ)) = θ. Moreover, similar to

Theorem 1, the KL divergence of reward distribution of θ(0) and θ(b) problem instances at action

xt can be bounded by 2
1+ϵ
ϵ ∆

1+ϵ
ϵ

(
d
m

) 1−ϵ
ϵ I{xt,di+b = 1}. We set ∆ := 1

8

(
d
m

) ϵ−1
1+ϵ
(
T
m

) −ϵ
1+ϵ , from

which the condition T ≥ 4
1+ϵ
ϵ d

1+ϵ
ϵ readily yields γ

1
ϵ ( 2dm∆) ≤ 1

2 .

Next, using Pinsker’s inequality along with averaging over b ∈ m, we can show that
1
m

∑
b Pθ(b) [xt,di+b = 1] ≤ 1

m + 1
2 . Averaging over all θ ∈ Θ, summing over i ∈ [d/m], and

recalling that m ≥ 4, we obtain

1

|Θ|
∑
θ∈Θ

d/m∑
i=1

(
1− Pθ[xt,di+indi(θ) = 1]

)
≥ d

m

(
1− 1

m
− 1

2

)
≥ d

4m
.

Hence, there exists θ∗ ∈ Θ such that
∑d/m

i=1

(
1 − Pθ∗ [xt,di+indi(θ∗) = 1]

)
≥ d

4m , substituting into
our earlier lower bound on RT along with our choice of ∆, we obtain

RT (A, θ∗) ≥
d

4m
∆T =

1

32
d

ϵ
1+ϵ

(
d

m

) ϵ
1+ϵ

T
1

1+ϵ .

Since f(x) = x
log x is increasing for x ≥ e, and m ∈ [4, d], the definition of m gives the d

logn >
m−1

log(m−1) >
m−1
logm ≥

m−1
log d . Rearranging the terms and bounding m, we obtain d

m ≥
logn
2 log d , which

gives the desired result.

3 Proposed Algorithm and Upper Bounds

In this section, we propose a phased elimination–style algorithm called MED-PE that achieves the
best known minimax regret upper bound for linear bandits with noise that has bounded (1 + ϵ)-
moments. In each phase ℓ, the algorithm operates as follows:
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Algorithm 1 Moment-based Experimental Design Phased Elimination (MED-PE)
Input: A, γ > 0 ,β ≥ 0, ϵ ∈ (0, 1], υ, T , robust mean estimator µ̂(S, δ)
Initialization ℓ← 1, t← 0, A1 ← A
while t < T and |Aℓ| > 1 do

M1+ϵ(λ;Aℓ, γ, β)← max
a∈Aℓ

Ex∼λ

[∣∣a⊤A(γ)(λ)−1x
∣∣1+ϵ

]
+ β1+ϵ∥a∥1+ϵ

A(γ)(λ)−1

(A(γ)(λ) := γI + Ex∼λ[xx
⊤])

λ∗ℓ ← argmin
λ∈∆Aℓ

M1+ϵ(λ;Aℓ, γ, β)

εℓ ← 2−ℓ, τℓ ← 32
1+ϵ
ϵ (1 + υ)

1
ϵ ε

− 1+ϵ
ϵ

ℓ M1+ϵ(λ
∗
ℓ ;Aℓ, γ, β)

1
ϵ log(2ℓ2|Aℓ|T )

for s← 1 to τℓ do
Draw xs ∼ λ∗ℓ , observe reward ys

W (a) ← µ̂

(
{a⊤A(γ)(λ∗ℓ )

−1xs ys}τℓs=1,
1

2ℓ2T |Aℓ|

)
θ̂ℓ ← argmin

θ
max
a∈Aℓ

|θ⊤a−W (a)|

Aℓ+1 ←
{
a ∈ Aℓ : θ̂

⊤
ℓ a ≥ max

a′∈Aℓ

θ̂⊤ℓ a
′ − 4εℓ

}
, ℓ← ℓ+ 1, t← t+ τℓ

1. Design a sampling distribution over the currently active arms that minimizes the (1 + ϵ)-
absolute moment of a certain estimator of θ∗ in the worst-case direction among all active
arms (see Lemma 1), along with a suitable regularization term.

2. Pull a budgeted number of samples (scaled by 2ℓ·
1+ϵ
ϵ ) from that distribution, and estimate

the reward for each active arm separately using a robust mean estimator.

3. Fit a parameter θ̂ that minimizes the maximum distance of θ̂⊤a to the estimated reward of a
over all active arms.

4. Eliminate suboptimal arms from the active set.

This process is repeated with progressively tighter accuracy until the time horizon is reached or a
single arm remains. In the latter case, the remaining arm is pulled for all remaining rounds.

MED-PE is a generalization of Robust Inverse Propensity Score estimator in [CJKS21] which
assumes a bounded variance for the rewards. We first find an experimental design that minimizes
the (1 + ϵ)-absolute moment of a⊤A(γ)(λ)−1x, with suitable regularization, for all a that are
active (and therefore the confidence interval of the robust estimator). Note that A(γ)(λ)−1xsys (with
A(γ)(λ) := γI+Ex∼λ[xx

⊤]) can be interpreted as a single-sample regularized least squares estimator,
which is then robustified through a robust mean estimation subroutine µ̂ for each arm. The overall
accuracy guarantee of this estimator turns out to depend directly on M1+ϵ(λ;A, γ, β) (see Lemma 1
below), which is why we seek to minimize this quantity in our design λ∗ℓ . Moreover, we include
a regularization term for design optimization to mitigate the estimator’s bias, as A(γ)(λ)−1xsys is
biased for γ ̸= 0.

Any robust mean estimator such as truncated (trimmed) mean, median-of-means, or Catoni’s M
estimator [LM19a, Cat12], can be used as the subroutine µ̂ of MED-PE . We adopt the truncated
mean for concreteness and simplicity. The following lemma provides our main confidence interval
for our regression estimator.

Lemma 1. Consider (xi, yi)
n
i=1, where xi ∼ λ(A) are i.i.d. vectors from distribution λ over A,

and suppose that yi = ⟨θ∗, xi⟩ + ηi, where ηi are independent zero-mean noise terms such that
E[|ηi|1+ϵ] ≤ υ, and maxa∈A |⟨θ∗, a⟩| ≤ 1. The estimator θ̂(γ) with a robust mean estimator µ̂ as a
subroutine is defined as follows:

θ̂(γ) := argmin
θ

max
a∈A

∣∣∣∣θ⊤a− µ̂({a⊤A(γ)(λ)−1xi yi}ni=1,
δ

|A|

)∣∣∣∣ ,
7



where A(γ)(λ) := γI + Ex∼λ[xx
⊤]. For any β ≥ 0, θ̂(γ) with the truncated empirical mean

µ̂({Xi}ni=1, δ) := 1
n

∑
XiI
{
|Xi| ≤

(
υt

log(δ−1)

) 1
1+ϵ
}

as a subroutine, satisfies the following with
probability at least 1− δ:

max
a∈A
|⟨θ̂ − θ∗, a⟩| ≤

(
2γ1/2∥θ∗∥2β

−1 + 32(1 + υ)
1

1+ϵ

(
log(|A|/δ)

n

) ϵ
1+ϵ

)
M1+ϵ(λ;A, γ, β)

1
1+ϵ ,

where M1+ϵ(λ;A, γ, β) := maxa∈A Ex∼λ

[∣∣a⊤A(γ)(λ)−1x
∣∣1+ϵ]

+ β1+ϵ∥a∥1+ϵ
A(γ)(λ)−1 .

Proof Sketch. In order to use the robust mean estimator guaranties, we bound the (1 + ϵ)-absolute
moment of our samples a⊤A(γ)(λ)−1x y for x ∼ λ. Using the boundedness of the expected
rewards and the (1 + ϵ)-absolute moment of the noise η, we show that the moment is bounded by
4(1 + υ)M1+ϵ(λ;A, γ, β). Moreover, the expected reward estimator for arm a (denoted by W (a)) is
biased if γ > 0, and we can bound the bias as follows:∣∣⟨θ∗, a⟩ − E[W (a)]

∣∣ ≤ √γβ−1∥θ∗∥2M1+ϵ(λ;A, γ, β)
1

1+ϵ .

Using the triangle inequality and the union bound then gives the desired result. The detailed proof is
given in Appendix A.

The following theorem states our general action set dependent regret bound for MED-PE.

Theorem 3. For any linear bandit problem with finite action set A ⊆ Rd, define

M∗
1+ϵ(A, γ, β) := max

V⊆A
min
λ∈∆V

M1+ϵ(λ;V, γ, β).

If E[|ηt|1+ϵ] ≤ υ, ∥θ∗∥2 ≤ b, and supx∈A |a⊤θ∗| ≤ 1, then MED-PE with the truncated empirical
mean estimator (Lemma 1) and γ = T− 2ϵ

1+ϵ achieves regret bounded by

RT ≤
(
C0β

−1b+ C1(1 + υ)
1

1+ϵ log(|A|T log2 T )
ϵ

1+ϵ

)
M∗

1+ϵ(A, T
−2ϵ
1+ϵ , β)

1
1+ϵT

1
1+ϵ

for some constants C0 and C1.

Proof Sketch. Using Lemma 1, with probability at least 1− (2ℓ2T )−1, we have

max
a∈Aℓ

|a⊤θ∗ − a⊤θ̂ℓ| ≤ ϵℓ + 2γ1/2bβ−1M∗
1+ϵ(A, γ, β)

1
1+ϵ .

Therefore, in the phases where ϵℓ is large compared to γ1/2β−1M∗
1+ϵ(A, γ, β)

1
1+ϵ , suboptimal arms

are eliminated, and no optimal arm is eliminated with high probability. In the phases where ϵℓ is
smaller, each arm pull incurs regret Õ(γ1/2β−1M∗

1+ϵ(A, γ, β)
1

1+ϵ ). Setting γ = T
−2ϵ
1+ϵ , balances the

two regret terms, and leads to the final regret bound. The detailed proof is given in Appendix A.

Remark 1. If A is not finite, we can cover the domain with TO(d) elements in A, such that the
expected reward of each arm can be approximated by one of the covered elements with T−1 error,
and therefore the bound of Theorem 3 can be written as

RT ≤
(
C0β

−1b+ C ′
1(1 + υ)

1
1+ϵ d

ϵ
1+ϵ log(T 2 log2 T )

ϵ
1+ϵ

)
M∗

1+ϵ(A, T
−2ϵ
1+ϵ , β)

1
1+ϵT

1
1+ϵ .

The quantity M∗
1+ϵ in Theorem 3 may be difficult to characterize precisely in general, but the

following lemma gives a universal upper bound.

Lemma 2. For any action set A and ϵ ∈ (0, 1], setting γ = T
−2ϵ
1+ϵ and β = 1, we have

M∗
1+ϵ(A, T− 2ϵ

1+ϵ , 1) ≤ d
1+ϵ
2 .

Moreover, a design λ with M1+ϵ(λ;A, T
−2ϵ
1+ϵ , 1) = O(d

1+ϵ
2 ) can be found with O(d log log d) time.
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Proof. We upper bound the first term in the objective function as follows:

E
[∣∣a⊤A(γ)(λ)−1x

∣∣1+ϵ
]
≤ E

[∣∣a⊤A(γ)(λ)−1x
∣∣2] 1+ϵ

2

(Jensen’s inequality)

= E
[
a⊤A(γ)(λ)−1xx⊤A(γ)(λ)−1a

] 1+ϵ
2

≤ ∥a∥1+ϵ
A(γ)(λ)−1 . (E[xx⊤] =

∑
x λ(x)xx

⊤ ⪯ A(γ)(λ))

Hence, the minimization of M1+ϵ is upper bounded in terms of a minimization of maxa ∥a∥A(λ)−1 .
This is equivalent to G-optimal design which is well-studied and the following is known (e.g., see
[LS20, Chapter 21]): (i) The problem is convex and its optimal value is at most

√
d; (ii) There are

efficient algorithms such as Frank–Wolfe that can find a design having maxa ∥a∥A(λ)−1 = O(
√
d)

with O(d log log d) iterations.

Combining Theorem 3 and Lemma 2, we obtain the following.

Corollary 1. For any action set A, MED-PE achieves regret Õ(d
1+3ϵ

2(1+ϵ)T
1

1+ϵ ). Moreover, for a finite
action set with |A| = n, the regret bound is lowered to Õ(

√
dT

1
1+ϵ (log n)

ϵ
1+ϵ ).

Computational complexity. By Lemma 2, a design over general action sets can be computed
efficiently. The truncated sample-mean estimator can also be computed in linear time. Moreover,
the minimum-distance estimator for θ̂ is obtained by solving a linear optimization problem and is
therefore computable in polynomial time; in the infinite-dimensional case this is handled via a dual
formulation (see Appendix C). The dominant per-round cost is the linear pass over the active arms to
update estimates and apply elimination tests, which is standard for finite-arm algorithms.

The bound in Corollary 1 is the worst-case regret over all possible action sets A. However, based on
geometry of the action set, we can achieve tighter regret bounds, as we see below.

3.1 Special Cases of the Action Set

Simplex. When A is the simplex, the problem is essentially one of multi-armed bandits with d
arms. Consider λ being uniform over canonical basis; then A(λ) = 1

dI , and for each a ∈ A, we have

Ex∼λ[|a⊤A−1x|1+ϵ] = Ex∼λ[|da⊤x|1+ϵ] = d1+ϵ
d∑

i=1

d−1|a⊤ei|1+ϵ = dϵ
d∑

i=1

|ai|1+ϵ ≤ dϵ.

Since one of the canonical basis vectors (or its negation) must be optimal when A is the simplex, we
can simply restrict to this subset of 2d actions, giving the following corollary, which recovers the
well-known scaling for heavy-tailed MAB [BCBL13].
Corollary 2. For the simplex action set A = ∆d, if the assumptions of Theorem 3 hold, then
MED-PE, with parameters γ = T

−2ϵ
1+ϵ , β = d

ϵ−1
2 achieves regret Õ(d

ϵ
1+ϵT

1
1+ϵ ).

lp-norm ball with radius r for p ≤ 1 + ϵ. Similarly to the simplex, if we define λ to be uniform
over {rei}di=1, then A(λ) = r2

d I for any v ∈ B(∥ · ∥p, r), and we have

Ex∼λ[|a⊤A−1x|1+ϵ] = Ex∼λ

[∣∣∣ d
r2
a⊤x

∣∣∣1+ϵ]
= dϵ

d∑
i=1

∣∣∣ai
r

∣∣∣1+ϵ

≤ dϵ
d∑

i=1

∣∣∣ai
r

∣∣∣p ≤ dϵ,
where the last inequality is by the definition of the lp-norm ball.
Corollary 3. For the action setA = {x : ∥x∥p ≤ r} with p ≤ 1+ ϵ, if the assumptions of Theorem 3
hold, then MED-PE, with parameters γ = T

−2ϵ
1+ϵ , β = d

ϵ−1
2 , has regret of Õ(d

2ϵ
1+ϵT

1
1+ϵ ).

Matérn Kernels. Our algorithm does not require the action features to lie in a finite-dimensional
space, as long as the design and the estimator a⊤A(γ)(λ)−1x can be computed efficiently. In
particular, following the approach of [CJKS21], our method extends naturally to kernel bandits,
where the reward function belongs to a reproducing kernel Hilbert space (RKHS) associated with a
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kernel K satisfying K(x, y) = ϕ(x)⊤ϕ(y) for some (possibly infinite-dimensional) feature map ϕ.
Since our focus is on linear bandits, we defer a full description of the kernel setting to Appendix C,
where we also establish the following corollary (stated informally here, with the formal version
deferred to Appendix C).
Corollary 4. (Informal) For the kernel bandit problem with domain [0, 1]d for a constant value of d,
under the Matérn kernel with smoothness parameter ν > 0, the kernelized version of MED-PE (with
suitably-chosen parameters) achieves regret Õ(T 1− ϵ

1+ϵ ·
2ν

2ν+d ).

While this does not match the known lower bound (except when ϵ = 1 or in the limit as ϵ→ 0), it
significantly improves over the best existing upper bound [CG19], which is only sublinear in T for a
relatively narrow range of (ϵ, d, ν). In contrast, our bound is sublinear in T for all such choices.

4 Conclusion

In this paper, we revisited stochastic linear bandits with heavy-tailed rewards and substantially
narrowed the gap between known minimax lower and upper regret bounds in both the infinite- and
finite-action settings. Our new regression estimator, guided by geometry-aware experimental design,
yields improved instance-dependent guarantees that leverage the structure of the action set. Since
our geometry-dependent bounds recover the d

2ϵ
1+ϵ dimension dependence that also appears in our

minimax lower bound, it is plausible that this gives the correct minimax rate for general action sets.
Closing the remaining gap to establish true minimax-optimal rates for all moment parameters, and
precisely characterizing the action-set-dependent complexity term under different geometries, remain
promising directions for future work.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope. The claims are validated by detailed proofs.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discuss the limitations of the results.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The paper provides detailed assumptions and proofs.
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Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification: This is a theoretical paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [NA]
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Justification: This paper does not include experiments.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
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Answer: [NA]
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
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• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
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A Upper Bound Proofs

A.1 Proof of Lemma 1 (Confidence Interval)

We first state a well known guarantee of the truncated mean estimator.

Lemma 3. (Lemma 1 of [BCBL13]) Let X1, . . . , Xn be i.i.d. random variables such that
E[|Xi|1+ϵ] ≤ u for some ϵ ∈ (0, 1]. Then the truncated empirical mean estimator µ̂({Xi}ni=1, δ) :=
1
n

∑n
i=1XiI

{
|Xi| ≤

(
ut

log(δ−1)

) 1
1+ϵ
}

satisfies with probability at least 1− δ that

|µ̂({Xi}ni=1, δ)− µ| ≤ 4u
1

1+ϵ

(
log(δ−1)

n

) ϵ
1+ϵ

.

Let W (a) := µ̂
(
{a⊤A(γ)(λ)−1xi yi}ni=1,

δ
|A|

)
. We first observe that

max
a∈A
|a⊤θ̂(γ)− a⊤θ∗| = max

a∈A
|a⊤θ̂(γ)−W (a) +W (a) − a⊤θ∗|

≤ max
a∈A
|a⊤θ̂(γ)−W (a)|+max

a∈A
|W (a) − a⊤θ∗|

= min
θ

max
a∈A
|aT θ −W (a)|+max

a∈A
|W (a) − a⊤θ∗| (def. θ̂(γ))

≤ 2max
a∈A
|W (a) − a⊤θ∗|.

For fixed a, we bound the (1 + ϵ)-moment of a⊤A(γ)(λ)−1xy, where x ∼ λ and y = x⊤θ∗ + η, as
follows:

E
[∣∣a⊤A(γ)(λ)−1xy

∣∣1+ϵ
]
= E

[∣∣a⊤A(γ)(λ)−1x(x⊤θ∗ + η)
∣∣1+ϵ

]
≤ 21+ϵE

[∣∣a⊤A(γ)(λ)−1x(x⊤θ∗)
∣∣1+ϵ

]
+ 21+ϵE

[∣∣a⊤A(γ)(λ)−1x
∣∣1+ϵ|η|1+ϵ

]
(|a+ b| ≤ 2max{|a|, |b|})

≤ 4E
[∣∣a⊤A(γ)(λ)−1x

∣∣1+ϵ
]
+ 4υE

[∣∣a⊤A(γ)(λ)−1x
∣∣1+ϵ

]
( |x⊤θ∗| ≤ 1 and E[|η|1+ϵ] ≤ υ)

≤ 4(1 + υ)M1+ϵ(λ;A, γ, β). (def. M1+ϵ)

Using this moment bound and Lemma 3, for any a, we have with probability at least 1− δ
|A| that

|W (a) − E[W (a)]| ≤ 16(1 + υ)
1

1+ϵM1+ϵ(A, γ, β)
1

1+ϵ

(
log(δ−1|A|)

n

) ϵ
1+ϵ

.

Moreover, we have

|a⊤θ∗ − E[W (a)]| = |⟨θ∗, a⟩ − E[a⊤A(γ)(λ)−1xx⊤θ∗]| (def. W (a))

= |⟨θ∗, a⟩ − a⊤A(γ)(λ)−1A(λ)θ∗| (where A(λ) = E[xxT ])
= |⟨θ∗, a⟩ − a⊤A(γ)(λ)−1

(
A(γ)(λ)− γI

)
θ∗| (A(λ) = A(γ)(λ)− γI)

= γ|a⊤A(γ)(λ)−1θ∗|
= γ|a⊤(A(λ) + γI)−1/2(A(λ) + γI)−1/2θ∗|
≤ γ∥a∥A(γ)(λ)−1γ−1/2∥θ∗∥(I+γ−1A(λ))−1 (Cauchy–Schwarz)

≤ γ1/2∥a∥A(γ)(λ)−1∥θ∗∥2 (I + γ−1A(λ) ⪰ I)

≤ γ1/2β−1∥θ∗∥2M1+ϵ(λ;A, γ, β)
1

1+ϵ . (def. M1+ϵ)

Putting the two inequalities together, and using the union bound completes the proof.
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A.2 Proof of Theorem 3 (Regret Bound for MED-PE)

Using Lemma 1 for action set Aℓ, we have with probability of at least 1− 1
2ℓ2T ,

max
a∈Aℓ

|a⊤θ∗ − a⊤θ̂ℓ| ≤

(
2γ1/2∥θ∗∥2β

−1 + 32(1 + υ)
1

1+ϵ

(
log(2l2T |Aℓ|)

τℓ

) ϵ
1+ϵ

)
M1+ϵ(λ

∗
ℓ ;Aℓ, γ, β)

1
1+ϵ

≤ 2γ1/2bβ−1M1+ϵ(λ
∗
ℓ ;Aℓ, γ, β)

1
1+ϵ + ϵℓ (choice of τℓ in Algorithm 1)

≤ 2γ1/2bβ−1M∗
1+ϵ(A, γ, β)

1
1+ϵ + ϵℓ (def. M∗

1+ϵ)

Now we define the event E :=
⋂∞

ℓ=1

⋂
x∈Aℓ

Ex,l(Aℓ), where

Ex,l(V) :=
{
|x⊤θ̂ℓ(V)− x⊤θ∗| ≤ ϵℓ + 2bγ1/2β−1M∗

1+ϵ(A, γ, β)
1

1+ϵ

}
,

with θ̂ℓ(·) corresponding to θ̂ℓ in Algorithm 1 with an explicit dependence on the action subset. Then,
we have

P

( ∞⋃
ℓ=1

⋃
x∈Aℓ

{Ecx,ℓ(Aℓ)}

)
≤

∞∑
ℓ=1

P

( ⋃
x∈Aℓ

{Ecx,ℓ(Aℓ)}

)

=

∞∑
ℓ=1

∑
V⊆A

P

(⋃
x∈V
{Ecx,ℓ(V)}

∣∣∣Aℓ = V

)
P(Aℓ = V)

≤
∞∑
ℓ=1

∑
V⊆A

1
2ℓ2T P(Aℓ = V) ≤

1

T
, (union bound and

∑∞
ℓ=1

1
ℓ2 < 2)

As E[RT1Ec ] = E[RT |Ec]P[Ec] ≤ (supx,x′ x′⊤θ∗ − x⊤θ∗)T 1
T ≤ 2, for the rest of the proof we

assume event E .

Let x∗ = argmaxx∈A x
⊤θ∗; then, for every ℓ such that 2ϵℓ ≥ 4bγ1/2β−1M1+ϵ(A, γ, β)

1
1+ϵ and

any x ∈ Aℓ, we have

x⊤θ̂ℓ − x∗⊤θ̂ℓ = (x⊤θ̂ℓ − x⊤θ∗) + (x⊤θ∗ − x∗⊤θ∗) + (x∗⊤θ∗ − x∗⊤θ̂ℓ)

≤ 2ϵℓ + 4bγ1/2β−1M∗
1+ϵ(A, γ, β)

1
1+ϵ (def. E and def. x∗)

≤ 4ϵℓ. (assumption on ϵℓ)

Therefore, recalling the elimination rule in Algorithm 1, we have by induction that x∗ ∈ Aℓ+1. We
also claim that all suboptimal actions of gap more than 8ϵℓ = 16ϵℓ+1 are eliminated at the end of
epoch ℓ. To see this, let x′ ∈ Aℓ be such an action, and observe that

max
x∈Aℓ

(
x′⊤θ̂ℓ − x⊤θ̂ℓ

)
≥ x∗⊤θ̂ℓ − x⊤θ̂ℓ (x∗ ∈ Aℓ)

≥ x∗⊤θ∗ − x⊤θ∗ − 2ϵℓ − 4bγ1/2β−1M∗
1+ϵ(A, γ, β)

1
1+ϵ (shown above)

≥ x∗⊤θ∗ − x⊤θ∗ − 4ϵℓ (assumption on ϵℓ)
> 4ϵℓ. (gap exceeds 8ϵℓ)

In summary, the above arguments show that when 2ϵℓ ≥ 4bγ1/2β−1M∗
1+ϵ(A, γ, β)

1
1+ϵ , the regret

incurred in epoch ℓ + 1 is at most 16ϵℓ+1. Since Aℓ+1 ⊆ Aℓ, this also implies that even when ℓ
increases beyond such a point, we still incur regret at most 32bγ1/2β−1M∗

1+ϵ(A, γ, β)
1

1+ϵ .

Finally, we can upper bound the regret as follows:

E[RT ] ≤
∑
ℓ

τℓ

(
sup
x∈Aℓ

x∗T θ∗ − xT θ∗
)

≤
∑
ℓ

τℓ max{16ϵℓ, 32bγ1/2β−1M∗
1+ϵ(A, γ, β)

1
1+ϵ } (shown above)

≤
∑
ℓ

16τℓϵℓ + Tζ (ζ := 32bγ1/2β−1M1+ϵ(A, γ, β)
1

1+ϵ )
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≤
∑

ℓ : 16ϵℓ≥ω

16ϵℓτℓ + Tω + Tζ (for any ω ≥ 0)

≤
∑

ℓ : 16ϵℓ≥ω

16ϵℓ32
1+ϵ
ϵ (1 + υ)

1
ϵ ε

− 1+ϵ
ϵ

ℓ M∗
1+ϵ(A, γ, β)

1
ϵ log(2l2|A|T ) + T (ω + ζ)

(def. τℓ in Alg. 1)

≤
∑

ℓ : 16ϵℓ≥ω

C ′
1(1 + υ)

1
ϵ ε

− 1
ϵ

ℓ M∗
1+ϵ(A, γ, β)

1
ϵ log(2l2|A|T ) + T (ω + ζ)

(for some constant C ′
1)

≤ C1(1 + υ)
1

1+ϵM∗
1+ϵ(A, γ, β)

1
1+ϵ log(2|A|T log22 T )

ϵ
1+ϵT

1
1+ϵ + Tζ

(ω :=M∗
1+ϵ(·)

1
1+ϵ log(2|A|T log22 T )

ϵ
1+ϵT

−ϵ
1+ϵ and ℓ ≤ log2 T ; see below)

≤
(
C0β

−1b+ C1(1 + υ)
1

1+ϵ log(|A|T log22 T )
ϵ

1+ϵ

)
M∗

1+ϵ(A, T
−2ϵ
1+ϵ , β)

1
1+ϵT

1
1+ϵ .

(def. ζ and γ = T
−2ϵ
1+ϵ )

In more detail, the second-last step upper bounds
∑

ℓ : 16ϵℓ≥ω ϵ
− 1

ϵ

ℓ by a constant times its largest possi-

ble term ω− 1
ϵ , since {ϵℓ}ℓ≥1 is exponentially decreasing. Since the choice of ω contains (M∗

1+ϵ)
1

1+ϵ ,

the overall M∗
1+ϵ dependence simplifies as

( M∗
1+ϵ

(M∗
1+ϵ)

1
1+ϵ

) 1
ϵ =

(
(M∗

1+ϵ)
ϵ

1+ϵ
) 1

ϵ = (M∗
1+ϵ)

1
1+ϵ .

B Unit Ball Lower Bound

In this appendix, we prove the following lower bound for the case that the action set is the unit ball.
Theorem 4. Let the action set be A = {x ∈ Rd : ∥x∥2 ≤ 1}, and the (1 + ϵ)-absolute moment
of the error distribution be bounded by 1. Then, for any algorithm, there exists θ∗ ∈ Rd such that
supx∈A |x⊤θ∗| ≤ 1, and such that for T ≥ d2, the regret incurred is Ω(d

2ϵ
1+ϵT

1
1+ϵ ).

Since the KL divergence between Bernoulli random variables Ber(p) and Ber(q) goes to infinity
as p→ 0, and θ⊤x can be zero for unit ball, we cannot use the same reward distribution as before.
However, we can overcome this by shifting all probabilities and adding −1 to the support of the
reward random variable. Specifically, we set the error distribution to be:

y(x) =


( 1γ )

1
ϵ w.p. γ

1
ϵ (θ⊤x+ 2

√
d∆)

0 w.p. 1− γ 1
ϵ (θ⊤x+ 2

√
d∆)− 2

√
d∆

−1 w.p. 2
√
d∆

with γ := 24
√
d∆ and ∆ to be specified later. For any θ ∈ {±∆}d, the absolute value of rewards

are bounded by
∑d

i=1
1√
d
∆ =

√
d∆. Then, assuming ∆ ≤ 1

24
√
d

, we have |θ⊤x| ≤
√
d∆ ≤ 1

8 and
∥θ∥2 ≤ 1 as well as γ ≤ 1, and the (1 + ϵ)-central absolute moment is bounded by:

E[|y(x)− θ⊤x|1+ϵ |x]

≤ |γ− 1
ϵ − θ⊤x|1+ϵ(θ⊤x+ 2

√
d∆) + |θ⊤x|1+ϵ + | − 1− θ⊤x|1+ϵ2

√
d∆ (γ ≤ 1)

≤ 21+ϵγ−13
√
d∆+ (

√
d∆)1+ϵ + 2

√
d∆(
√
d∆+ 1)1+ϵ ( |θ⊤x| ≤

√
d∆ ≤ 1 and γ−

1
ϵ ≥ 1)

≤ 21+ϵ

8
+

(
1

24

)1+ϵ

+
1

12

(
9

24

)1+ϵ

< 1. (def. γ, ∆ ≤ 1
24

√
d

, and ϵ ∈ (0, 1])

Defining Ti := T ∧min(s :
∑s

t=1 x
2
t,i ≥ T

d ), we have

RT (A, θ) = ∆Eθ

[
T∑

t=1

d∑
i=1

(
1√
d
− xt,isign(θi)

)]

≥ ∆
√
d

2
Eθ

[
T∑

t=1

d∑
i=1

(
1√
d
− xt,isign(θi)

)2
]

(by expanding the square and applying ∥xt∥22 ≤ 1)
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≥ ∆
√
d

2

d∑
i=1

Eθ

[
Ti∑
t=1

(
1√
d
− xt,isign(θi)

)2
]
.

Now we define Ui(b) :=
∑Ti

t=1

(
1√
d
− xt,ib

)2
, which gives

Ui(1) ≤ 2

Ti∑
t=1

1

d
+ 2

Ti∑
t=1

x2t,i ≤
4T

d
+ 2.

Then, for any θ, θ′ ∈ {±∆}d that only differ in i-th element, we have

Eθ[Ui(1)] ≥ Eθ′ [Ui(1)]−
(
4T

d
+ 2

)√
1

2
KL(Pθ∥Pθ′) (Pinsker’s inequality)

≥ Eθ′ [Ui(1)]−
(
4T

d
+ 2

)√√√√1

2
Eθ

[
Ti∑
t=1

KL(yθ(xt)∥yθ′(xt))

]
(Chain rule)

≥ Eθ′ [Ui(1)]−
(
4T

d
+ 2

)√√√√1

2
Eθ

[
Ti∑
t=1

24
1
ϵ 8
√
d

1−ϵ
ϵ ∆

1+ϵ
ϵ x2t,i

]
(Inverse Pinsker’s inequality; see below)

≥ Eθ′ [Ui(1)]− 24
1
2ϵ 2∆

1+ϵ
2ϵ

√
d

1−ϵ
2ϵ

(
4T

d
+ 2

)√√√√Eθ

[
Ti∑
t=1

x2t,i

]

≥ Eθ′ [Ui(1)]− 24
1
2ϵ 12
√
2∆

1+ϵ
2ϵ

√
d

1−ϵ
2ϵ T

d

√
T

d
. (d ≤ T ,

∑Ti

t=1 x
2
t,i ≤ T

d + 1)

Note that the version of the chain rule with a random stopping time can be found in [LS20, Exercise
15.7]. We detail the step using inverse Pinsker’s inequality ([Sas15]) as follows:

KL(yθ(xt)∥yθ′(xt)) ≤
2

min
a∈{γ− 1

ϵ ,0,−1}
P[yθ′(xt) = a]

sup
a
|P[yθ(xt) = a]− P[yθ′(xt) = a]|2

≤ 2

γ
1
ϵ

√
d∆

(γ
1
ϵ 2∆xt,i)

2

≤ 24
1
ϵ 8
√
d

1
ϵ−1

∆
1
ϵ+1x2t,i. (γ = 24

√
d∆)

Using the above lower bound on Eθ[Ui(1)], and setting ∆ := 24
−1
1+ϵ d

3ϵ−1
2(1+ϵ) (288T )

−ϵ
1+ϵ (noting

288 = (12
√
2)2), we have the following:

Eθ[Ui(1)] + Eθ′ [Ui(−1)] ≥ Eθ′ [Ui(1) + Ui(−1)]− 24
1
2ϵ 12
√
2∆

1+ϵ
2ϵ

√
d

1−ϵ
2ϵ T

d

√
T

d

= 2Eθ′

[
Ti
d

+

Ti∑
t=1

x2t,i

]
− 24

1
2ϵ 12
√
2∆

1+ϵ
2ϵ

√
d

1−ϵ
2ϵ T

d

√
T

d

≥ 2T

d
− T

d
=
T

d
. (Ti ≥ 0, def. Ti, choice of ∆)

Note also that ∆ ≤ 1
24

√
d

(as required earlier) since T ≥ d2. We now combine the preceding equation
with our earlier lower bound on RT . By averaging overall θ ∈ {±∆}d, we conclude that there exists
some θ∗ such that

RT (A, θ∗) ≥
∆
√
d

2

1

2d

∑
θ∈{−∆,∆}d

RT (A, θ)

≥ ∆
√
d

4

d∑
i=1

∑
θi∈{−∆,∆}

Eθ[Ui(sign(θi))]. (RT bound and
∑

{θj}j ̸=i
1 = 2d−1)
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≥ 1

4
T
√
d∆ (Eθ[Ui(1)] + Eθ′ [Ui(−1)] ≥ T

d )

≥ 1

4 · 24 · 12
√
2
d

2ϵ
1+ϵT

1
1+ϵ . (choice of ∆, ϵ ∈ [0, 1])

C Extension to Kernel Bandits

C.1 Problem Setup

We consider an unknown reward function f : A → R lying in the reproducing kernel Hilbert space
(RKHS)H associated with a given kernel K, i.e., f(x) = ⟨f,K(x, ·)⟩K . Similar to the linear bandit
setting, we assume that maxx∈A |f(x)| ≤ 1 and ∥f∥K ≤ b for some b > 0.

At each round t = 1, 2, . . . , T , the learner chooses an action xt ∈ A ⊆ [0, 1]d and observes the
reward

yt = f(xt) + ηt,

where ηt are independent noise terms that satisfy E[ηt] = 0 and E
[
|ηt|1+ϵ

]
≤ υ for some ϵ ∈ (0, 1]

and finite υ > 0. Letting x⋆ ∈ argmaxx∈[0,1]d f(x) be an optimal action, the cumulative expected
regret after T rounds is

RT =

T∑
t=1

(
f(x∗)− f(xt)

)
.

Given (A, ϵ, υ), the objective is to design a policy for sequentially selecting the points (i.e., xt for
t = 1, . . . , T ) in order to minimize RT . We focus on the Matérn kernel, defined as follows:

Kν,l(x, x
′) :=

21−ν

Γ(ν)

(
∥x− x′∥2

√
2ν

l

)ν

Bν

(
∥x− x′∥2

√
2ν

l

)
,

where Γ is the Gamma function, Bν is the modified Bessel function, and (ν, l) are parameters
corresponding to smoothness and lengthscale.

We focus on the case that A is a finite subset of [0, 1]d, but it is well known (e.g., see [VBJ+21,
Assumption 4]) that the resulting regret bounds extend to the continuous domain [0, 1]d via a
discretization argument with with log |A| = O(log T ).

C.2 Proof of Corollary 4

We state a more precise version of Corollary 4 as follows.
Theorem 5. For any unknown reward function f : A → R lying in the RKHS of the Matérn kernel
with parameters (ν, l), for some finite set A ⊆ [0, 1]d, assuming that maxx∈A |f(x)| ≤ 1 and
∥f∥K ≤ b for some b > 0, we have

M∗(A, T
−2ϵ
1+ϵ , 1) ≤ CT ϵ· d

2ν+d ,

for some constant C, and Algorithm 1 achieves regret of

RT (f,A) ≤
(
C ′

0b+ C ′
1(1 + υ)

1
1+ϵ log(|A|T log2 T )

ϵ
1+ϵ

)
T 1− ϵ

1+ϵ
2ν

2ν+d ,

for some constants C ′
0, C

′
1. Note that the constants may depend on the kernel parameters (ν, l) and

the dimension d.

We now proceed with the proof. We first argue that Algorithm 1 and Theorem 3 can still be applied
(with x replacing a and f(x) replacing a⊤θ∗) in the kernel setting. The reasoning is the same as the
case ϵ = 1 handled in [CJKS21], so we keep the details brief.

Recall that for any kernel K, there exists a (possibly infinite dimensional) feature map ϕ : A → H
such that K(x, x′) = ϕ(x)⊤ϕ(x′). For any λ ∈ ∆A, we define kλ(·) ∈ R|A| such that for ψ ∈ H,
kλ(ψ)i :=

√
λiϕ(xi)

⊤ψ, and Kλ ∈ R|A|×|A| such that (Kλ)i,j :=
√
λi
√
λjK(xi, xj). Then

similar to [CJKS21, Lemma 2], we have for any ψ, ρ ∈ H that

ψ⊤A(γ)(λ)−1ρ = γ−1ψ⊤ρ− γ−1kλ(ψ)(Kλ + I|A|)
−1kλ(ρ).
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Then the gradient for the experimental design problem infλ∈∆V maxv∈V ∥ϕ(v)∥A(γ)(λ)−1 (which is
an upper bound for our experimental design objective M1+ϵ(λ;V, γ, 1) by the proof of Lemma 2)
can be computed efficiently. Moreover, Theorem 3 still holds because the the kernel setup can be
viewed as a linear setup in an infinite-dimensional feature space (after applying the feature map ϕ to
the action set), and our analysis does not use the finiteness of the dimension.

Given Theorem 3, the main remaining step is to upper bound M∗
1+ϵ. To do so, we use the well-known

polynomial eigenvalue decay of the Matérn kernel. Specifically, the j-th eigenvalue φj satisfies
φj ≤ O(j−κ) with κ = 2ν+d

d (e.g., see [VBJ+21]). We let λ∗D ∈ argmaxλ∈∆A log det
(
A(γ)(λ)

)
,

and proceed as follows:

M∗
1+ϵ(A, γ, 1)

2
1+ϵ ≤ max

V∈A
inf

λ∈∆V
2

2
1+ϵ max

v∈V
∥ϕ(v)∥2A(γ)(λ)−1 (shown in the proof of Lemma 2)

≤ 4Tr
(
A(λ∗D)(A(λ∗D) + γI)−1

)
[CJKS21, Lemma 3]

= 4Tr
(
Kλ∗

D
(Kλ∗

D
+ γI)−1

)
= 4

|A|∑
j=1

φj

φj + γ

≤ 4

|A|∑
j=1

cj−κ

cj−κ + γ
(for some constant c ≥ 1 dependent on l, ν, d)

≤ 4c
∑

j≤γ− 1
κ

j−κ

j−κ + γ
+ 4c

∑
j>γ− 1

κ

j−κ

j−κ + γ
(c ≥ 1)

≤ 4cγ−1/κ + 4c
∑

j>γ− 1
κ

j−κ

γ
(dropping terms in denominators)

≤ 4cγ−
1
κ + 4c(γ−

1
κ )1−κ 1

(κ− 1)γ
(bounding sum by integral; κ > 1)

= 4cγ−
1
κ

(
1 +

1

κ− 1

)
= 4c

2ν + d

2ν
T

2ϵ
1+ϵ

d
2ν+d . (γ = T

−2ϵ
1+ϵ and κ = 2ν+d

d )

Taking the square root on both sides gives M∗
1+ϵ(A, γ, 1)

1
1+ϵ = Õ

(
T

ϵ
1+ϵ

d
2ν+d

)
, and multiplying

by Õ(T
1

1+ϵ ) = Õ(T 1− ϵ
1+ϵ ) from the regret bound in Theorem 3 gives Õ(T 1− ϵ

1+ϵ ·
2ν

2ν+d ) regret as
claimed in Corollary 4. By the same reasoning but keeping track of the logarithmic terms, we obtain
the regret bound stated in Theorem 5.

C.3 Comparisons of Bounds

Comparison to existing lower bound. In Figure 2, we compare our regret upper bound to the lower
bound of Ω

(
T

ν+dϵ
ν(1+ϵ)+dϵ

)
proved in [CG19]. We see that the upper and lower bounds coincide in

certain limits and extreme cases:

• As ν/d→∞, the regret approaches T
1

1+ϵ scaling, which matches the regret of linear heavy-
tailed bandits in constant dimension.

• As ν/d→ 0 and/or ϵ→ 0, the regret approaches trivial linear scaling in T .

• When ϵ = 1, the regret scales as Θ̃
(
T

ν+d
2ν+d

)
, which matches the optimal scaling for the sub-

Gaussian noise setting [SBC17]. As we discussed earlier, this finite-variance setting was already
handled in [CJKS21].

For finite ν/d and fixed ϵ ∈ (0, 1), we observe from Figure 2 that gaps still remain between the upper
and lower bounds, but they are typically small, especially when ν/d is not too small.
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Figure 2: Comparison of our regret upper bound (solid) and the lower bound of [CG19] (dashed).
We plot the exponent c such that the regret bound has dependence T c, with the 4 pairs of curves
corresponding to ν/d ∈ {0.25, 1, 4} and ν/d→∞.

Comparison to existing upper bound. In [CG19], a regret upper bound of Õ(γTT
2+ϵ

2(1+ϵ) ) was
established, where γT is an information gain term that satisfies γT = Õ(T

d
2ν+d ) for the Matérn kernel

[VKP21]. We did not plot this upper bound in Figure 2, because its high degree of suboptimality is
easier to describe textually:

• For ν/d = 1/4 and ν/d = 1, their bound exceeds the trivial O(T ) bound for all ϵ ∈ (0, 1].

• For ν/d = 4, their bound still exceeds O(T ) for ϵ ≲ 0.28, and is highly suboptimal for larger ϵ.

• As ν/d → ∞, the γT term becomes insignificant and their bound simplifies to Õ(T
2+ϵ

2(1+ϵ) ),
which is never better than Õ(T 3/4) (achieved when ϵ = 1).

• A further weakness when ϵ = 1 is that the optimal γT dependence should be
√
γT rather than

linear in γT [SBC17, CJKS21].

For the squared exponential kernel, which has exponentially decaying eigenvalues rather than
polynomial, these weaknesses were overcome in [CG19] using kernel approximation techniques, to
obtain an optimal Õ(T

1
1+ϵ ) regret bound. Our main contribution above is to establish a new state of

the art for the Matérn kernel, which is significantly more versatile in being able to model both highly
smooth (high ν) and less smooth (small ν) functions.

D Numerical Experiments

In this section, we perform a simple proof-of-concept experiment to demonstrate that our algorithm
can outperform existing methods as the ambient dimension increases. However, we emphasize that
our main contributions are theoretical, and we leave detailed experimental studies for future work.

We conduct experiments with horizon T = 100,000 and action set size N = 2d. The true parameter
is θ⋆ = 1√

d
1 (so ∥θ⋆∥2 = 1), and the action set is the subset of the normalized hypercube given by

the signed coordinate directions A = {±ei}di=1. Rewards follow rt = x⊤t θ
⋆ + ηt with heavy-tailed

noise ηt ∼ ParetoII(α = 2, σ = 1) − E[ParetoII(α = 2, σ = 1)] (centered to zero mean). The
proposed algorithm is instantiated with input ϵ = 0.5 and evaluated against the Confidence Region
with Truncated Mean (CRTM) Algorithm in [XWW+23]. Performance is measured via cumulative
pseudo-regret

∑T
t=1

(
x⋆⊤t θ⋆ − x⊤t θ⋆

)
, aggregated over 10 independent repetitions (with identical

arm sets and independent noise).

Results. As shown in Figure 3, for all d ≥ 40 Algorithm 1 achieves comparable or lower mean
regret than CRTM, and notably, the gap widens as d increases. Both procedures remain sublinear in
T in this controlled setting; however, the regret of Algorithm 1 grows more slowly with d, consistent
with the guarantees in Theorem 3.
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Figure 3: Regret vs dimension d with time horizon T = 100, 000, and N = 2d arms

E Proof of Theorem 2 (Finite-Arm Lower Bound)

Consider log(·) with base 2, and define m to be the smallest integer such that m
logm ≥

d
logn . From

the assumption n ∈ [d, 2⌊
d
4 ⌋] we can readily verify that d > 4 and m ∈ [4, d]. For convenience, we

assume that d is a multiple of m, since otherwise we can form the construction of the lower bound
with d′ = d− (d mod m) and pad the action vectors with zeros. Letting di := (i− 1)m, we define
the action set and the parameter set as follows for some ∆ to be specified later:

A :=

{
a ∈ {0, 1}d :

di+1∑
j=di+1

aj = 1, ∀i ∈ [d/m]

}

θ∗ ∈ Θ :=

θ ∈ {∆, 2∆}d :

di+1∑
j=di+1

θj = (m+ 1)∆, ∀i ∈ [d/m]

 .

In simple terms, the d-dimensional vectors are arranged in d/m groups of size m; each block in
a ∈ A has a single entry of 1 (with 0 elsewhere), and each block in θ∗ has a single entry of 2∆
(with ∆ elsewhere). Observe that if ∆ ≤ min(m4d ,

1
4
√
d
), then ∥θ∗∥2 ≤ 1 and x⊤θ∗ ≤ 1 as required.

Moreover, we have |A| = m
d
m , and thus log |A| = d

m logm ≤ log n by the definition of m.

Similar to Theorem 1, we let the reward distribution be

y(x) =

{
( 1γ )

1
ϵ w.p. γ

1
ϵ θ⊤x

0 w.p. 1− γ 1
ϵ θ⊤x

with γ := 2∆ d
m . The choices of A and Θ give θ⊤x ≤ 2∆ d

m , so by the same reasoning as in
Theorem 1, the (1 + ϵ)-moment of the reward distribution is bounded by 1.

Let indi(x) := argmaxb∈[m](xdi+b) for fixed x ∈ A ∪ Θ, and define Ti,b := |{t : xt,di+b = 1}|.
Moreover, define tU to be a random integer drawn uniformly from [T ], which immediately implies
that Pθ[xtU,di+b = 1] =

Eθ[Ti,b]
T . Then,

RT (A, θ) =
T∑

t=1

d/m∑
i=1

(
∆−∆I{indi(θ) = indi(xt)}

)
= ∆

d/m∑
i=1

(
T − Eθ

[
Ti,indi(θ)

])
27



= ∆T

d/m∑
i=1

(
1− Pθ[xtU,di+indi(θ) = 1]

)
.

For fixed θ ∈ Θ and i ∈ [ dm ], and any b ∈ [m], we define θ(b) ∈ Θ to have entries given by

θ
(b)
j =

{
∆+∆I{j = di + b} j ∈ [di + 1, di+1]

θj otherwise
; and define the base parameter θ(0) with entries

θ
(0)
j =

{
∆ j ∈ [di + 1, di+1]

θj otherwise
. Note that θ(indi(θ)) = θ, and that the dependence of θ(b) on i is left

implicit.

Then, for b ∈ [m], we have

Pθ(b) [xt,di+b = 1] ≤ Pθ(0) [xt,di+b = 1] +

√
1

2
KL(Pθ(0)∥Pθ(b)) (Pinsker’s Inequality)

= Pθ(0) [xt,di+b = 1] +

√√√√1

2
Eθ(0)

[
T∑

t=1

KL
(

Ber(γ
1
ϵ θ(0)

⊤
xt)∥Ber(γ

1
ϵ θ(b)

⊤
xt)
)]
.

(Chain rule)

Similarly to the proof of Theorem 1, applying KL(Ber(p)∥Ber(q)) ≤ (p−q)2

q(1−q) along with ∆d/m ≤
θ⊤x ≤ 2∆d/m and |(θ(0) − θ(b))⊤x| ≤ ∆ gives

KL
(

Ber(γ
1
ϵ θ(0)

⊤
xt)∥Ber(γ

1
ϵ θ(b)

⊤
xt)
)
≤ 2(γ

1
ϵ (θ(0) − θ(b))⊤xt)2

γ
1
ϵ θ(b)

⊤
xt

≤
2

2+ϵ
ϵ ∆

2
ϵ ( d

m )
2
ϵ∆2I{xt,di+b = 1}

2
1
ϵ∆

1+ϵ
ϵ ( d

m )
1+ϵ
ϵ

= 2
1+ϵ
ϵ ∆

1+ϵ
ϵ

(
d

m

) 1−ϵ
ϵ

I{xt,di+b = 1}.

We set ∆ := 1
8

(
d
m

) ϵ−1
1+ϵ
(
T
m

) −ϵ
1+ϵ . We claim that under this choice, the condition T ≥ 4

1+ϵ
ϵ d

1+ϵ
ϵ

implies ∆ ≤ min(m4d ,
1

4
√
d
), as we required earlier. To see this, we rewrite ∆ = 1

8d
ϵ−1
1+ϵm

1
1+ϵT− ϵ

1+ϵ

and substitute the bound on T to obtain ∆ ≤ 1
32d

ϵ−1
1+ϵm

1
1+ϵ d−1. Dividing both sides by m gives

∆
m ≤

1
32d , whereas applying m ≤ d gives ∆ ≤ 1

32d
− 1

1+ϵ ≤ 1
32

√
d

.

Combining the preceding two display equations and averaging over all b ∈ m, we have

1

m

∑
b

Pθ(b) [xt,di+b = 1] ≤ 1

m
+

1

m

∑
b

√
2

1+ϵ
ϵ ∆

1+ϵ
ϵ

(
d

m

) 1−ϵ
ϵ

Eθ(0) [Ti,b]

≤ 1

m
+

√√√√2
1+ϵ
ϵ

1

m
∆

1+ϵ
ϵ

(
d

m

) 1−ϵ
ϵ ∑

b

Eθ(0) [Ti,b] ≤
1

m
+

1

2
.

(Jensen,
∑

b Ti,b = T & choice of ∆)

Averaging over all θ ∈ Θ, summing over i ∈ [d/m], and recalling that m ≥ 4, we obtain

1

|Θ|
∑
θ∈Θ

d/m∑
i=1

(
1− Pθ[xt,di+indi(θ) = 1]

)
≥ d

m

(
1− 1

m
− 1

2

)
≥ d

4m
.

Hence, there exists θ∗ ∈ Θ such that
∑d/m

i=1

(
1− Pθ∗ [xt,di+indi(θ∗) = 1]

)
≥ d

4m . Substituting into
our earlier lower bound on RT and again using our choice of ∆, we obtain

RT (A, θ∗) ≥
d

4m
∆T =

1

32
d

ϵ
1+ϵ

(
d

m

) ϵ
1+ϵ

T
1

1+ϵ .
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Since f(x) = x
log x is increasing for x ≥ e, and m ∈ [4, d], the definition of m gives the following:

d

log n
>

m− 1

log(m− 1)
>
m− 1

logm
≥ m− 1

log d
.

Rearranging the above, we obtain d
m > logn

log d

(
1− 1

m

)
≥ logn

2 log d , completing the proof.
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