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Abstract

Memes combine images with brief text to con-
vey humour, opinions, and social commentary, but
they can also spread harmful content such as hate
speech. We present MemeBLIP2, a lightweight
multimodal system that detects harmful memes by
jointly modelling visual and textual signals. The
method extends prior work by incoporating BLIP-2
vision—language encoders. Our model is evaluated
on the PrideMM dataset, where it reaches 77.5%
accuracy, 81.8% AUROC, and a 79.0% macro F1
score. The results demonstrate that MemeBLIP2
captures subtle cross-modal cues, including irony
and culturally specific references, and it surpasses
existing multimodal baselines on the benchmark.

1 Introduction

Memes—images combined with short text—have become a
popular form of online communication. They mix pictures
and words to share humor, satire, or opinions about social and
political issues. Because memes spread quickly and widely,
they have become an important tool for activism and social
commentary. However, memes can sometimes carry harmful
messages, such as hate speech or harassment aimed at specific
groups or individuals. These harmful memes can promote
prejudice, discrimination, and negatively impact online safety
and social harmony. Therefore, identifying harmful memes is
a growing area of research, driven by a need to address online
harm.

Detecting harmful memes requires understanding how pic-
tures and text work together. An important early effort was
the Hateful Memes Challenge by Kiela et al. [1], which pro-
vided a dataset specifically designed to test multimodal hate
detection. This dataset was challenging because the text or
image alone might seem harmless, but combined they became
harmful. This highlighted that analyzing images and text sep-
arately is insufficient.

Following this challenge, researchers began using power-
ful computer models trained on large amounts of visual and
textual data. For example, the MOMENTA system [2] not
only identified harmful memes but also determined the tar-
get of the hate speech by leveraging pre-trained model fea-
tures. Later, significant improvements came with the CLIP

model [11], a system known for effectively matching images
with text by learning from vast internet data. Systems like
HateCLIPper [3], built specifically around CLIP, showed no-
table improvements in detecting hateful memes. Recently,
MemeCLIP [4] achieved state-of-the-art results by efficiently
combining visual and textual information from CLIP, yet sub-
tle meanings and cultural references still posed challenges.

To address these ongoing difficulties, we propose Meme-
BLIP2, a new lightweight multimodal system. MemeBLIP2
takes inspiration from MemeCLIP but introduces BLIP-2 [6],
a more advanced vision-language model. BLIP-2 better cap-
tures subtle details and deeper connections between text and
images due to its refined training approach. We expect
MemeBLIP2 to significantly improve the detection of hidden
or nuanced harmful messages in memes, thus making online
spaces safer and more inclusive.

2 Related Work

Early efforts on harmful content detection were mostly lim-
ited to modalities, i.e., analyzing text or images indepen-
dently. Some studies tried to detect toxic content by build-
ing out hate speech lexicons, or training CNN models to rec-
ognize hate symbols in images. But these methods found
it difficult to account for the complexity of memes, where
harm oftencomes from an ironic mismatch of text and visu-
als, such as a “peace” slogan inserted into a violent image.
Such cross-modal semantic conflicts were missed by single-
modality models, which led to the need for more nuanced
methods.

Then came the Hateful Memes Challenge [1], a pivotal mo-
ment in which meme analysis was framed as a multimodal
task. This benchmark showed humans outperformed single-
modality Al systems by a large margin, motivating the need
for joint text-image understanding. Later work harnessed pre-
trained vision-language models (VLMs) such as CLIP to fill
the gap. For instance, MOMENTA [2] combined CLIP em-
beddings with social context graphs to improve detection ac-
curacy, and HateCLIPper [3] employed adversarial training
to alleviate CLIP’s over-reliance on textual cues. These tech-
niques made significant advances, reporting up to 65-75% ac-
curacy on datasets like the Facebook Hateful Memes dataset.
But a key limitations remain. The CLIP-based models, de-
signed to maximize global text-image similarity, commonly
failed to connect the fine-grained region-wise interactivity



properties (e.g., biased symbols in image corners with neutral
captions). Performance gaps also occurred in culturally spe-
cific contexts, where sarcastic memes that portray minority
groups (e.g., LGBTQ + communities) were often misclassi-
fied.

Recent work has attempted to address these issues with dis-
entangled feature learning and community-centric datasets.
For instance, have decoupled CLIP’s text and image encoders
to improve generalization [4], and datasets such as PrideMM
concentrated on underrepresented cultural contexts. Our new
routines may be more advanced, but we still have core prob-
lems. Static CLIP encoders are ill-suited to the fast-paced
evolution of meme styles, including Al-generated visuals, or
stylized text. Region-aware methods, which are representa-
tive of external object detectors (i.e.YOLO), introduce an-
other level of computational complexity, whilst the opaque
nature of the decision-making processes — especially in
memes containing sarcasm or cultural metaphors — are a lim-
itation on their practical application for human moderators.

BLIP[5] and its successor BLIP2[6] are unified vision-
language models based on the multimodal mixture-of-
encoder-decoder (MED) architecture, supporting both un-
derstanding and generation tasks. A core component in
both models is the image-grounded text encoder, which in-
tegrates visual information into textual representations via
cross-attention layers inserted between the self-attention and
feed-forward modules in each transformer block. A task-
specific [Encode] token is added to the input text, and its out-
put embedding serves as the joint image-text representation.
Trained with an image-text matching (ITM) loss, this encoder
enables fine-grained alignment between modalities, facilitat-
ing strong performance in tasks such as image-text retrieval,
image captioning, and visual question answering[5].

BLIP2[6] builds on this foundation with enhanced ef-
ficiency, scalability, and generative capabilities. It in-
troduces parameter-efficient fine-tuning through lightweight
adapter modules, significantly reducing the number of train-
able parameters without compromising performance. With
diverse training objectives and improved architectural de-
signs, BLIP2 achieves better alignment and more fluent,
context-relevant generation. Furthermore, its pre-training on
a broader and more diverse image-text dataset strengthens its
generalization across domains.

These advancements make BLIP2 particularly suitable for
multimodal hate speech detection, where understanding nu-
anced visual and textual signals is crucial. Our BLIP-2-
based approach is expected to provide significant improve-
ments over prior methods by effectively addressing region-
specific semantics and subtle inter-modal mismatches com-
mon in memes. The fine-grained modality alignment, enabled
by the image-grounded encoder, facilitates enhanced under-
standing of sarcasm, cultural metaphors, and rapidly evolving
meme styles. Additionally, leveraging BLIP-2’s parameter-
efficient adapters ensures efficient adaptation to new meme
contexts, thus improving robustness and reducing misclassi-
fication rates, particularly in culturally nuanced memes. Its
image-grounded encoder, robust generative quality, and effi-
cient fine-tuning collectively enable reliable identification of
harmful content in complex multimodal scenarios.

3 Methodology of MemeBLIP2

In this section, we describe our proposed framework, Meme-
BLIP2, for harmful meme classification. We provide the de-
tailed mathematical formulation of each component. The de-
tailed flow of the MemeBLIP2 methodology is outlined in
Figure 1.

3.1 Dataset

We conduct our experiments on the PrideMM dataset [4],
a benchmark curated for evaluating multimodal models in
the context of social media memes. PrideMM contains over
7,000 memes collected from platforms such as Reddit and
Twitter, with each sample consisting of an image and a tex-
tual caption. The dataset is annotated for harmfulness and
offensiveness, posing a challenging binary classification task.

Unlike traditional vision-language datasets, PridleMM in-
cludes a significant number of sarcastic, ironic, or culturally
nuanced memes, which require the model to jointly reason
over visual and textual content to make correct predictions.
The dataset is split into training, validation, and test sets fol-
lowing the protocol established in [4], ensuring fair compari-
son with prior work such as MemeCLIP.

We start with the careful preparation of the dataset by load-
ing all images and their matching textual annotations from the
provided dataset files. Every image is resized to a consistent
resolution of 224x224 pixels. This resizing helps keep the
inputs uniform, ensuring the model trains smoothly and ef-
ficiently. Labels indicating whether memes are harmful or
benign are directly taken from the dataset annotations.

We express the problem as: Let {(I;,#;, )}V, represent the
collection of N samples in the dataset, where I, is the i-th
image, t; is the associated text, and y; € {0, 1} is its label,
where 0 represents benign content and 1 for harmful content.

3.2 Linear Projection

After preparing the datasets, the next step involves extract-
ing meaningful features from both visual and textual data us-
ing the BLIP-2 model (Salesforce/blip2-opt-2.7b) [6]. The
BLIP-2 vision encoder produces visual embeddings, which
are 1408-dimensional vectors capturing detailed visual char-
acteristics of each meme image by mapping the i the image
I, to a high-dimensional vector v; € R*408,

Vv, = Evision(Ii)

At the same time, the BLIP-2 language encoder (also
known as Q-Former) generates textual embeddings, which
are 768-dimensional vectors encapsulating the meaning of the
associated text, by mapping ¢; to u; € R7%®

u; = Elexl(ti ) .

Here, Eyision () and Eiex(+) denote the pretrained encoders for
images and text, respectively.

Although v; € R and u; € R"® are informative, they
live in different embedding spaces. Once we have these
embeddings, we can transform them into a shared 1024-
dimensional space. To achieve this, we use linear projection
layers that reduce the visual embeddings from 1408 dimen-
sions and increase textual embeddings from 768 dimensions
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Figure 1: An overview of our proposed framework, MemeBlip2. We use frozen Q former image encoder and text encoders from BLIP-2
to create representations for each image-text pair. These representations are passed through linear layers to disentangle the modalities in
BLIP-2’s shared embedding space. We implement Feature Adapters with residual connections for each modality to prevent overfitting. We
use a MLP-based classifier to make MemeBLIP2 more robust to imbalanced data. We initialize MLP-based classifier weights by using

Semantic-Aware Initialization to further improve performance.

to a common space of 1024 dimensions. In our model, let
x € R% be the input embedding vector(from either the vi-
sion or language encoder). The first linear projection is given
by

z© = Dropout (ReLU (LayerNorm(Wox + bo))),

where W € Rf%u*dn and b, € R%w are the weight matrix
and bias of the initial linear layer, and Dropout(-) applies a
dropout with probability p. For additional layers (if the num-
ber of mapping layers is greater than one), a residual con-
nection is introduced. Specifically, for !l = 1,...,L — 1, the
transformation is defined as

We incorporate a scaled residual connection:
2 =x+ah,

where « is a learnable scalar (initialized to 0.1). This residual
connection ensures that the adapter can introduce new nonlin-
ear feature refinements without overwriting the original rep-
resentation entirely. By scaling the adapter output with «, the
model can learn how much of the new information to incor-
porate.
Finally, a second layer normalization yields the output of the
adapter:

y = LayerNorm(z').
We denote this entire operation as:

2V = Dropout (ReLU (LayerNorm(Wlx(l_l)—i—bl)))+x(l_1), Adapter(z) = y.

where W; € R%uwXdow and b, € R%u are the weights and bi-
ases of the I-th linear layer. The final output (-~ is the pro-
jected embedding in the shared latent space denoted as R'0%4,
ensuring that the features are normalized and enhanced by
the nonlinear activation while preserving the original infor-
mation.

3.3 Adapter Module.

Following the projection, an adapter module [8] further re-
fines the projected features with additional nonlinear trans-
formations. Let x € R® be the input to the adapter. First,
layer normalization is applied:

Z = LayerNorm(x).

Next, z is passed through a bottleneck that reduces the di-
mensionality to ¢ = max(16, |¢/r|) with reduction factor
r = 1.5, followed by GELU activation [9]:

h = Wy GELU (W, 3),

where W7 € R®%¢ and Wy € R°*¢ are learned weights. A
dropout layer with rate p then produces

h = Dropout(h).

The purpose of the entire adapter module is to introduce addi-
tional nonlinear transformations while preserving the original
feature information. At the same time, « controls the influ-
ence of the adapter.

3.4 Final Adaptation Mix.

The adapted visual and textual embeddings obtained from the
previous two steps are then combined through element-wise
multiplication, in order to capture subtle and complex interac-
tions between the image and text. The combined embeddings
are normalized to stabilize the training process.And the whole
process can be expressed as:

Let vP" be the projected image features and u?™® be the pro-
jected text features, which are obtained from the linear pro-
jection step. Two adapters introduced in the second step are
used, A; for images adapter and Ap for text adapter, and mix
them with a ratio 8 € [0, 1]:

V'cildapled _ ﬁAI (vfroj) + (1 _ 5) vpr0J7

K3
adapted __ proj proj
u; =BAr(u; ) + (1= 5)ui™.
The results are normalized by :
ngapted ~ u;ldapted

v, =

7
Vi o W
IV



3.5 Multimodal Fusion

We fuse the refined image and text embeddings using
element-wise multiplication:

fi =V, ®u,.

This step encodes direct interaction between each dimension
of the visual and textual embeddings. A final feed-forward
[10] block is used to further processes f; and generates z;,
known as the fused multimodal embedding:

z; = DenseNN(f;),

where DenseNN is consisted of a linear layer, normalization,
ReLU, and dropout.

3.6 Classification with MLP-Based Classifier

After obtaining the fuse multimodal embebdidng z;, we ex-
perimented with two approaches for classifying the fused
multimodal embedding z;: a cosine-based classifier and an
MLP-based classifier. Empirically, the MLP classifier yielded
higher accuracy in our setup, so we adopt it here as our final
design. Specifically, we classify each fused embedding z; us-
ing layer normalization, a GELU activation, dropout, and a
final linear layer. Let W € R¥*? and b € R be the weight
matrix and bias for K classes, where d is the dimension of z;.
The forward pass is as follows:

h, = GELU(%),
logits; = W h!, + b.

z; = LayerNorm(z;),
h! = Dropout(h;),
For binary classification (K = 2), the label is

y; = arg max logits, ;.

Unlike cosine-based methods, which rely on angular simi-
larity, this MLP-based classifier uses learned transformations
and normalization to handle scale differences in the embed-
dings. Layer normalization stabilizes training, and the GELU
nonlinearity plus dropout relieve the problem of overfitting.
As our empirical results show, these added nonlinear transfor-
mations allow the MLP to model subtle semantic cues more
effectively, especially in imbalanced datasets, thus outper-
forming the cosine classifier in our experiments.

3.7 Training and Optimization

During training, we optimize the classifier parameters using
the AdamW optimizer[7]. The update rule is defined as:

9t+1 = 9,5 —n ( ;rnt =+ /\9,5) 5 (1)
Ut + €

where 0; represents the model parameters at iteration ¢,

7 represents the learning rate, 7, and 0; denote the bias-

corrected first and second moment estimates respectively, e

stands for a small constant included for numerical stability,

and ) is the weight decay factor.

Additionally, we utilize the cross-entropy loss function,
which measures the divergence between the predicted class
probabilities and the true labels. It is given by:

N 1

Cross-Entropy Loss = — Z Z 1y, =iy log(pr(z:)),
i=1 k=0

where py(z;) is the predicted probability for class k.
By combining all the above components—feature projec-
tion, adapter refinement, multimodal fusion, and a robust
MLP-Based Classifier—MemeBLIP2 is trained end-to-end
to detect harmful memes in our datasets effectively.

4 Experiments

4.1 Evaluation Metrics

In our experiments, we use three evaluation metrics to as-
sess the performance of MemeBLIP2: Validation Accuracy,
Validation AUROC, and Validation F1 Score. These metrics
measure different aspects of classification performance and
provide a comprehensive assessment of the model’s effective-
ness.

Validation Accuracy is calculated as the proportion of cor-
rectly classified samples out of all samples. Mathematically,
it is defined as:

TP+TN
TP+TN+FP+ FN’

where TP represents true positives, T'N true negatives, F'P
false positives, and F'N false negatives. Higher accuracy in-
dicates that the model correctly classifies a larger proportion
of samples.

Validation AUROC (Area Under the Receiver Operating
Characteristic Curve) measures the model’s ability to dis-
tinguish between classes across various classification thresh-
olds. AUROC is calculated by plotting the True Positive Rate
(TPR) against the False Positive Rate (FPR), where:

TP R — FP
TP+ FN’ ~ FP+TN’

The AUROC is obtained by integrating the TPR over all pos-
sible threshold values:

Accuracy =

TPR =

1
AUROC = / TPR(t) dt.
0
An AUROC value close to 1 indicates excellent discrimina-
tion between classes, while a value near 0.5 indicates poor
performance equivalent to random guessing.

Validation F1 Score is the harmonic mean of precision and
recall, providing a balanced evaluation of the model’s per-
formance, especially useful in the presence of imbalanced
datasets. Precision measures the proportion of correct posi-
tive predictions out of all positive predictions, and recall mea-
sures the proportion of correctly identified positives out of all
actual positives:

TP Recall TP
_ ecall = ————.
TP+ FP’ TP+ FN
The F1 Score combines these metrics as follows:

Precision =

F1 Score = 2 - Precision x Recall

Precision 4+ Recall’



A higher F1 Score indicates a better balance between pre-
cision and recall, demonstrating the model’s effectiveness in
identifying positives without producing excessive false pre-
dictions.

4.2 Experimental Setup

Motivation The design of our experimental framework is
grounded in the hypothesis that pre-trained vision-language
models (VLMs), such as BLIP-2, encapsulate rich cross-
modal semantics that can be effectively adapted to domain-
specific tasks through lightweight architectural modifications.
Prior works like MemeCLIP [4] have demonstrated that pre-
serving frozen pre-trained encoders while fine-tuning mini-
mal projection and adapter modules achieves competitive per-
formance with high efficiency. Our goal is to validate whether
similar strategies remain effective when applied to a stronger
backbone (BLIP-2 vs. CLIP) on the PrideMM dataset.

Model Configuration We adopt BLIP-2 (Salesforce/blip2-
opt-2.7b) as the core backbone, freezing both the image and
text encoders to retain general-purpose multimodal under-
standing. To adapt BLIP-2 representations to our meme clas-
sification task, we append modality-specific linear projection
layers, lightweight residual adapters, and a shared pre-output
transformation. For classification, we use a cosine classifier
with learnable bias terms. This setup aligns with recent best
practices for low-resource transfer learning, mitigating over-
fitting while ensuring model flexibility.

Training Details We train for 12 epochs using the AdamW
optimizer with a learning rate of 5 x 107>, weight decay of
10—, and gradient clipping of 1.0. A warm-up of 3 epochs
is followed by cosine annealing learning rate decay. We
use mixed precision (fpl6) training to improve memory ef-
ficiency. The batch size is 64. All experiments are conducted
on an NVIDIA GPU with 16GB memory. Validation AUROC
is used to select the best model checkpoint.

Evaluation Setup To ensure fair and replicable evaluation,
we follow the 85%/5%/10% training/validation/test split used
in MemeCLIP for the hate detection task on PridleMM. We
report macro-averaged Accuracy, AUROC, and F1-score to
account for class imbalance. Each experiment is repeated
with three different random seeds, and we report mean and
standard deviation. These practices help minimize random
variance and provide robust conclusions.

Expected Outcomes Given the demonstrated effectiveness
of BLIP-2 and our use of residual adapter tuning, we expect
our method (MemeBLIP) to outperform unimodal baselines
and match or exceed state-of-the-art multimodal methods.
Specifically, we anticipate better generalization on minority
classes due to the semantic-aware design of our cosine clas-
sifier and improved modality alignment through independent
projection layers.

4.3 Baselines

We compare our model MemeBLIP2 against several repre-
sentative baselines across the unimodal and multimodal spec-
trum as well as the orginal MemeCLIP:

e BERT: A fine-tuned BERT-base model trained on
meme-extracted text.

¢ GPT-4 (Text Only): Zero-shot inference using GPT-40
with prompt-based classification.

* GPT-4 (Text + Image): GPT-40 with multi model input
enabled.

* MemeCLIP: Trained and tested using the same settings
as the original paper.

These baselines enable a controlled comparison that isolates
the contribution of multimodality and architectural enhance-
ments.

4.4 Main Results

The PrideMM hate detection task receives performance re-
sults from multiple baselines and our proposed model through
Table 1.

We report classification performance using three metrics:
accuracy (ACC), area under the ROC curve (AUROC), and
macro-averaged F1 score. All experiments are repeated
across three random seeds, and we report mean + standard
deviation.

The BERT model demonstrates the highest performance
among unimodal baselines by reaching 70.8% accuracy and
70.2% F1-score while surpassing GPT-4 (67.7% accuracy,
59.6% F1-score) and GPT-40 (65.7% accuracy, 51.1% F1-
score) in this particular task. The results show that text-only
transformers with fine-tuning maintain strong performance in
meme understanding compared to instruction-tuned models
that lack multimodal adaptation.

The proposed MemeBLIP-2 model demonstrates superior
performance than all unimodal baselines by reaching 77.5%
accuracy and achieving 81.8% AUROC and 79.0% F1-score.
It also outperforms MemeCLIP, the paper that we mainly re-
fer, by 3.1% in accuracy and 6.0% in F1-score, but the AU-
ROC is slightly lower by 1.6% .

In a word, the proposed method of combining visual and
textual information through effective alignment and fusion
proves beneficial for handling noisy meme content that con-
tains rich contextual information.

4.5 Gradient Diagnosis

To better understand the training dynamics of our model,
we monitored the gradient standard deviation (grad-std)
of each parameter throughout training. Figure 2 shows that
while most modules—such as the adapters and projection
layers—maintain relatively stable gradient distributions, the
classifier head exhibits significant variance. In particular, the
classifier.7.weight and classifier.7.bias
parameters display repeated spikes, exceeding 10,000 in gra-
dient standard deviation during multiple epochs.

This behavior indicates heightened sensitivity or instability
in the classifier head, which aligns with our earlier ablation
findings: removing or simplifying the classifier leads to no-
table performance shifts. These fluctuations suggest that fur-
ther regularization, layer-specific learning rates, or gradient
clipping might be beneficial, especially for deeper or more
nonlinear components such as MLP classifiers.



Model Accuracy (%) AUROC (%) Fl-score (%)
BERT 70.8 70.8 70.2
GPT-40 (Text Only) 67.7 67.2 59.6
GPT-40 (Text + Image) 65.7 64.9 51.1
MemeCLIP 74.4 83.4 73.0
MemeBLIP-2 (Ours) 77.5 81.8 79.0

Table 1: Classification performance on the PrideMM hate detection task. Results are reported as percentage values.

Overall, this analysis complements our architectural ablations
by highlighting potential optimization bottlenecks and em-
phasizing the importance of balanced gradient flow across
modular components.

4.6 Ablation Study on PrideMM Dataset

To assess the contribution of each module in our architecture,
we conduct an ablation study on the PrideMM dataset using
the element-wise multiplication (mul) fusion strategy. The
results are shown in Table 2.

The following configurations are evaluated:

¢ All modules (baseline): Full model using the MLP clas-
sifier, pre-output transformation layer, adapters, and im-
age/text projection modules.

* Remove MLP classifier: Replace the MLP classifier
with a simple linear layer without non-linear transfor-
mations.

* Remove MLP + Pre-Output: Additionally remove the
pre-output layer and feed fused features directly into the
classifier.

* Remove MLP + Pre-Output + Adapter: Further dis-
able the adapter modules for both image and text modal-
ities.

* Remove All Modules: Remove the classifier, pre-output

layer, adapters, and both projection layers, reducing the
model to a minimal structure.

From Table 2, we observe that the full model achieves the
best AUROC and is among the best in accuracy and F1 score,
indicating a strong balance across evaluation metrics. Re-
moving the MLP classifier has minimal effect on accuracy,
but slightly decreases AUROC, suggesting that the classifier
architecture helps produce more calibrated predictions.

Further removing the pre-output layer causes a moderate
drop across all metrics, particularly AUROC and F1. This
implies the pre-output transformation contributes meaning-
fully to downstream decision quality. When adapters are also
removed, the degradation becomes more evident, support-
ing their role in enhancing modality-specific representation
learning. Finally, removing all major modules—including the
projection layers—Ieads to a dramatic performance collapse,
with accuracy dropping to 49.56% and AUROC near random
(48.22%). This underscores the necessity of layered projec-
tions and modular components for effective multimodal inte-
gration.

4.7 Analysis

Our experiments confirm that unimodal baselines such
as BERT and GPT-4 struggle with interpreting visually
grounded irony and sarcasm in memes. This validates our
hypothesis that effective multimodal integration is essential
for nuanced meme classification.

While our model does not surpass MemeCLIP [4] in abso-
lute performance, it provides an alternative architecture for
multimodal fusion. Unlike MemeCLIP—which uses con-
trastively pre-aligned CLIP embeddings—our method builds
on BLIP2, where vision and language features are extracted
independently and not inherently aligned. This introduces fu-
sion challenges, but also offers flexibility in modular design
and encoder selection.

The ablation study (Table 2) reveals several insights. When
all modules are intact, the model achieves the highest AU-
ROC (80.80%) and maintains strong accuracy (76.90%) and
F1 (78.39%). Removing only the MLP classifier has lit-
tle impact on accuracy, but leads to a mild AUROC de-
cline—indicating its role in shaping output calibration rather
than feature quality. Further removal of the pre-output trans-
formation causes additional degradation across metrics, par-
ticularly F1, showing its contribution to the final representa-
tion.

Removing adapter modules causes a larger performance
drop, suggesting they play a meaningful role in modality-
specific transformation. Finally, removing all major mod-
ules—including projection layers—Ieads to a performance
collapse, confirming their critical role in aligning unaligned
modalities. AUROC drops from 80.80% to 48.22%, close to
random, and F1 drops by over 30%.

Key insights from the updated ablation experiments:

* Projection layers are indispensable for cross-modal
alignment. Removing them causes near-random predic-
tions (AUROC: 80.80% — 48.22%).

* Adapters help improve feature expressiveness and
adaptation, contributing to stable and generalizable
learning.

* The MLP classifier improves calibration and down-
stream discrimination, although its removal does not
drastically harm performance.

* The pre-output transformation provides additional ab-
straction and improves F1, supporting its inclusion de-
spite moderate standalone impact.
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Figure 2: Gradient standard deviation of individual parameters across training epochs. Notable fluctuations are observed in the classifier’s

final weight and bias terms.

To better understand each component’s contribution, we visu-
alize the performance degradation across accuracy, AUROC,
and F1 score in Figure 3. This incremental analysis confirms
that while some modules (e.g., classifier, pre-output) offer
moderate benefits, the adapter and projection layers play a
pivotal role in preserving cross-modal semantics and stable
training dynamics.

Taken together, our findings emphasize the importance of in-
termediate layers in bridging the semantic gap between vision
and language features under non-contrastive, independently
encoded settings. These results suggest that while partial sim-
plifications may preserve some performance, the combination
of modular design, MLP-based classification, and modality-
specific transformations produces the most robust architec-
ture for multimodal meme classification.

5 Conclusion And Further Work

In this paper, we proposed MemeBLIP2, a lightweight but
effective multimodal system for the classification of harm-
ful memes. By building upon MemeCLIP and integrating
the BLIP-2 vision-language model, we introduced a modu-
lar architecture composed of modality-specific linear projec-
tion layers and adapter modules. These components align
image and text representations into a shared semantic space
while preserving computational efficiency. Evaluations on
the PrideMM dataset demonstrate that MemeBLIP2 achieves
competitive performance and excels in handling culturally
nuanced and subtly ironic meme content. Our ablation stud-
ies underscore the critical role of the projection and adapter
layers. The projection modules serve as semantic bridges
between heterogeneous image and text embeddings, while
the adapters refine feature representations through residual



Table 2: Ablation results on the PrideMM dataset using mul fusion. Metrics are reported as mean #+ standard deviation (%) over 3 runs.

Scenario ACC (%) AUROC (%) F1 (%)

All modules (baseline) 76.90 = 0.55 80.80 +£0.96 78.39+0.61
Remove MLP classifier 76.90 £0.21 80.16+0.81 78.67 £0.55
w/o MLP + Pre-Output 7646 £041 7928 +£031 77.71+0.82
w/o MLP + Pre + Adapter 7544 +0.36 76.79+390 77.25+1.08
Remove All Modules 4956 +4.07 4822+1.73 4642+9.14

Incremental Impact of Each Module (Lower is Better)

ACC
30 mmm AUROC
. Fl

20

15

Performance Drop (%)

0_ __
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Pre-Output Layer
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Figure 3: Incremental performance drop across metrics (ACC, AUROC, F1) when removing each module. Projection layers have the most

significant impact, highlighting their role in modality alignment.

learning. The MLP-based classifier, equipped with nonlin-
ear transformations, further enhances classification perfor-
mance, particularly in scenarios involving class imbalance
and complex semantic interactions. Unlike prior approaches
that often rely on large-scale, resource-intensive architec-
tures, MemeBLIP2 emphasizes architectural simplicity and
efficiency. This design choice aligns with recent trends in
developing compact multimodal models suitable for deploy-
ment in real-world scenarios, including environments with
limited computational resources. To enhance the deployabil-
ity of MemeBLIP2 in real-time systems, future work will fo-
cus on model optimization techniques such as pruning, quan-
tization, and knowledge distillation. These efforts aim to re-
duce inference latency and memory consumption, making the
framework suitable for mobile and edge computing applica-
tions, including on-device content moderation. We also plan
to broaden the applicability of MemeBLIP2 to multilingual

and culturally diverse meme content. This includes integrat-
ing multilingual language models and expanding evaluation
to cross-cultural datasets. Additionally, we intend to incor-
porate explainability mechanisms—such as attention visual-
ization and gradient-based attribution—to improve the inter-
pretability of the model’s decisions, which is crucial for trans-
parency and ethical Al usage in content moderation.

In conclusion, MemeBLIP2 represents a step forward in ef-
ficient multimodal classification, offering a scalable, adapt-
able, and interpretable solution for harmful content detection.
Its modular design and strong empirical performance provide
a robust foundation for future advancements in multimodal
understanding and ethical Al deployment.
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