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ABSTRACT

Transformers have achieved great success across a wide range of applications, yet
the theoretical foundations underlying their success remain largely unexplored. To
demystify the strong capacities of transformers applied to versatile scenarios and
tasks, we theoretically investigate utilizing transformers as students to learn from
a class of teacher models. Specifically, the teacher models covered in our analy-
sis encompass convolution layers with average pooling, graph convolution layers,
and various classic statistical learning models, including a variant of sparse token
selection models (Sanford et al., 2023; Wang et al., 2024) and group-sparse linear
predictors (Zhang et al., 2025). When learning from this class of teacher models,
we prove that one-layer transformers with simplified “position-only” attention can
successfully recover all parameter blocks of the teacher models, thus achieving the
optimal population loss. Building upon the efficient mimicry of trained transform-
ers towards teacher models, we further demonstrate that they can generalize well
to a broad class of out-of-distribution data under mild assumptions. The key in our
analysis is to identify a fundamental bilinear structure shared by various learning
tasks, which enables us to establish unified learning guarantees for these tasks
when treating them as teachers for transformers.

1 INTRODUCTION

Transformers have rapidly become a cornerstone in the field of modern machine learning, demon-
strating exceptional performance and versatility across diverse applications, including natural lan-
guage processing (Vaswani et al., 2017; Radford et al., 2019; OpenAI, 2023; Devlin, 2018; Achiam
et al., 2023; Vig & Belinkov, 2019; Touvron et al., 2023; Ouyang et al., 2022), computer vision
(Dosovitskiy et al., 2020; Rao et al., 2021; Liu et al., 2021; Yuan et al., 2021), and reinforcement
learning (Jumper et al., 2021; Chen et al., 2021; Janner et al., 2021; Reed et al., 2022). Acting as
the critical component of transformers, self-attention layers assign varying weights to features based
on their relevance and embedded positional context. This design principle intuitively endows trans-
formers with a remarkable ability to efficiently process both structural and positional information, as
empirically validated in numerous applications mentioned above. However, despite their profound
impact, the theoretical foundations of transformers, especially the mechanisms of how self-attention
layers work, remain largely unexplored due to their intricate architecture.

Some recent theoretical studies aimed to understand transformers by analyzing their capability in
solving specific tasks (Zhang et al., 2024b; Frei & Vardi, 2025; Jelassi et al., 2022; Wang et al., 2024;
Zhang et al., 2025). Specifically, Zhang et al. (2024b) considered in-context linear regression, and
demonstrated that for Gaussian data, a one-layer transformer with linear attention can perform linear
regression based on the context, and then apply the obtained linear model to make predictions on
query data. Later, Frei & Vardi (2025) further extended the setting to in-context linear classification,
and studied the in-context benign overfitting phenomena when learning from Gaussian mixture data.
Jelassi et al. (2022) investigated a specific data model based on the ’patch association’ assumption,
where an image is divided into disjoint partitions, and patches within the same partition share similar
characteristics. They theoretically demonstrate that a one-layer vision transformer (ViT) can extract
the spatial structure among patches when trained on this data model. Wang et al. (2024) studied
a problem termed ’sparse token selections’, where the objective is to find the average of several
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tokens from specific positions, and they proved that a one-layer transformer can successfully solve
this task on Gaussian data when the positional information of the target positions is embedded into
the query token. Zhang et al. (2025) considered a group sparse linear model, where the input’s label
is determined by features from only one of several input feature groups (the ’label-relevant group’),
and prove that for Gaussian data, a trained one-layer transformer can achieve correct classification
by identifying features from this group and learning the ground truth linear classifier. Although these
works have offered valuable insights into the underlying mechanisms of transformers, their focus on
very specific learning tasks limits the generality of their theoretical findings, prompting us to seek a
unified theoretical framework accounting for a broader range of examples.

Despite the distinctions among the model simplifications and technical assumptions, we observe that
for some learning tasks discussed above, including a variant of the sparse token selection (Sanford
et al., 2023; Wang et al., 2024), the group sparse linear predictors (Zhang et al., 2025), and patch
association (Jelassi et al., 2022), their true responses are essentially given by bilinear functions.
In addition, the linear attention studied in Zhang et al. (2024a); Frei & Vardi (2025) inherently
constitutes a bilinear structure with respect to its parameter matrices. Motivated by this observation,
we define a general class of “teacher models” that employ a bilinear structure, and investigate the
setting where one-layer transformers are trained as “student” models under the supervision from
these teacher models. Our framework not only encompasses the learning tasks from prior works but
also covers popular, previously unexplored models such as convolution layers with average pooling
and graph convolution layers on regular graphs. The purpose of our analysis is to establish unified
theoretical guarantees for one-layer transformer models trained with gradient descent in learning
this class of teacher models.

The major contributions of this work are as follows.

• We theoretically demonstrate that one-layer transformers trained via gradient descent can effec-
tively recover a general class of teacher models. To support this claim, we establish a tight con-
vergence guarantee for the population loss, with matching upper and lower bounds at the rate of
Θ
(
1
T

)
, where T is the iteration number of gradient descent. We also establish out-of-distribution

generalization bounds for the obtained transformer model and demonstrate that it is competitive
with the teacher model over a wide rage of learning tasks. This illustrates the effectiveness and
robustness of transformer models in learning from diverse teacher models.

• Our theory covers a wide range of learning tasks, including some settings closely related to those
studied in (Wang et al., 2024; Zhang et al., 2025). Specifically, Wang et al. (2024) study a type of
“sparse token selection” task where the goal is to select a number of target input tokens specified
by a query column, and then output their average. Assuming that the positions of the target tokens
are randomly generated for each data point, the authors establish an O

( log(T )
T

)
convergence rate.

In comparison, our setting covers a slightly different task where the target positions are fixed but
are not explicitly fed to model, and our theoretical results demonstrate a tight Θ

(
1
T

)
convergence

rate with matching upper and lower bounds. Compared with Zhang et al. (2025) which focuses
on group sparse linear classification, our work provides complementary results and demonstrates
that transformers can also perform efficient group sparse linear regression.

• Experiments on both synthetic and real-world data are conducted to verify our theory through the
examples of learning a convolution layer with average pooling, learning a graph convolution layer
with regular graphs, learning sparse token selection, and group sparse linear regression. In all
experiments, we can observe clear loss convergence and parameter convergence that match our
theory. The experiments setup does not exactly match our theory assumptions, indicating that our
theory conclusions can also hold in more practical training setups and real-data learning tasks.

2 PROBLEM SETUP

In this section, we introduce the definition of the teacher models we study in this paper, and give
various examples covered in our definition.

We consider a teacher model with an input matrix X ∈ Rd×D of the following form:

f∗(X) = σ(V∗XS∗), (2.1)
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where V∗ ∈ RM×d is the ground truth value matrix of the teacher model, and S∗ ∈ RD×D is
the ground truth softmax scores. Each column of S∗ has K non-zero entries equivalent to 1

K . In
addition, σ(·) denotes either an identity map, ReLU, or Leaky ReLU activation function.

The teacher models defined in (2.1) can cover a general class of functions (models). Notably, when
K = 1 and all the non-zero entries of S∗ appear on its diagonal, S∗ equals the identity matrix ID. In
this scenario, the teacher model (2.1) reduces to f∗(X) = σ(V∗X), and can be seen as a single-layer
neural network. Besides this naive example where S∗ = ID, the teacher model (2.1) also includes
some other common architectures and models. We discuss these examples in the following.
Example 2.1 (Single convolutional layer with average pooling). We consider a convolution layer
consisting of convolution operation, average pooling, and then the activation function. The convo-
lution operation is essentially performed by taking inner products between each convolution ker-
nel with each patch of the input. We consider a convolution layer with M (vectorized) kernels
v∗
1, . . . ,v

∗
M , and consider an input consisting of D (vectorized) patches x1, . . . ,xD. In average

pooling, we take averages according to a partition of the D patches. Let G = {g1, g2, . . . , gJ} be a
disjoint partition of [D], forming J pooling groups with |gj | = K, j ∈ [J ]. Then the final output of
this convolution layer corresponding to the j-th pooling group and the m-th kernel is given as

σ

(
1

K

∑
i∈gj

⟨v∗
m,xi⟩

)
= σ(v∗⊤

m X1gj/K), m ∈ [M ], j ∈ [J ],

where σ is the activation function, X = [x1,x2, . . . ,xD] ∈ Rd×D, and 1gj ∈ RD is a vector whose
entries are 1 for indices in gj , and 0 otherwise. Then, we can summarize all outputs into a matrix:

FCNN(X) = σ(V∗X[1g1 , . . . ,1gJ ]/K) ∈ RM×J ,

where V∗ = [v∗
1, . . . ,v

∗
M ]⊤ ∈ RM×d. Here, the j-th column of FCNN(X) corresponds to the output

of j-th pooling group gj , and m-th row of FCNN(X) corresponds to the output of m-th kernel v∗
m.

To formulate the convolution layer above as a teacher for transformers, we further specify the cor-
respondence between each input patch and the output. The teacher model can then be given as
f∗(X) = σ(V∗XS∗), where the i-th column of S∗ is 1gj/K, with gj being the group containing i.

Example 2.2 (Single graph convolution layer on a regular graph). Let A ∈ RD×D be an adjacency
matrix of a degree-(K − 1) regular graph with D nodes, and X = [x1,x2, . . . ,xD] ∈ Rd×D be the
feature matrix of this graph, with each column xi (for all i in [D]) representing the d-dimensional
feature vector of the i-th node. A typical single graph convolution layer (Kipf & Welling, 2017),
with weight matrix V∗ ∈ RM×d is defined as

FGCN(X) = σ(V∗XD̃−1/2ÃD̃−1/2), (2.2)

where Ã = A + ID is the adjacency matrix with self-connections added, and D̃ is the diagonal
degree matrix of Ã. For a degree-(K−1) regular graph, each node has K−1 neighbors, and hence
each column of Ã contains K ones and D−K zeroes, and D̃ = K ·ID. Therefore, the GCN defined
in (2.2) is equivalent to a f∗(X) = σ(V∗XS∗) with V∗ and S∗ = D̃−1/2ÃD̃−1/2 = Ã/K.
Example 2.3 (Sparse token selection model (Sanford et al., 2023; Wang et al., 2024)). Let X =
[x1,x2, . . . ,xD] ∈ Rd×D be a sequence of d-dimensional tokens. Given a K-element index set
g ⊆ [D], the goal of sparse token selection is to (i) select the tokens xi, i ∈ g, and (ii) take an
average over the selected tokens. Hence, we can define

FSTS(X) =
1

K

∑
i∈g

xi.

Then it is clear that f∗(X) = σ(V∗XS∗) with V∗ = ID, S∗ = 1
K1g ·1⊤

D ∈ RD×D, and σ(·) being
identity map is equivalent to FSTS(X), except that f∗(X) duplicates the output D times to match
the output dimensions of a self-attention layer.
Remark 2.4. The “sparse token selection” task defined in Example 2.3 is slightly different from
that studied in Wang et al. (2024). In our setting, the index set g is specified as part of the learning
objective and therefore remains fixed across all inputs. In contrast, Wang et al. (2024) considers a
setting in which g is provided as part of the input, allowing target positions to vary between different
inputs. We remark that despite the difference, our learning task and that studied in Wang et al. (2024)
essentially lead to very similar learning dynamics. We provide a detailed discussion in Appendix C.
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Example 2.5 (Group sparse linear predictors (Zhang et al., 2025)). Let X = [x1,x2, . . . ,xD] ∈
Rd×D be a sequence of d-dimensional feature groups. For a given ground truth vector v∗ ∈ Rd,
and a label-relevant group index i∗, the group sparse linear predictor will first search for the variable
group xi corresponding to the label-relevant index i∗, and then calculate its inner product with the
ground truth vector v∗. Hence, we define

FGSLP = ⟨v∗,xi∗⟩.

Consider a teacher model f∗(X) = σ(V∗XS∗) with V∗ = v∗ by reducing M to 1, S∗ = ei∗ · 1⊤
D,

and σ(·) being identity map. Then similar to Example 2.3, f∗(X) duplicates the output of FGSLP(X)
for D times, and is essentially equivalent to FGSLP(X).

One-layer transformer. A one-layer transformer model Vaswani et al. (2017); Dosovitskiy et al.
(2020) can be defined as

TF(Z;WV ;WQ;WK) = σ

(
WV ZS

(
Z⊤W⊤

KWQZ√
D

))
. (2.3)

In this formulation, Z represents the input matrix of the transformers, obtained by concatenating the
original feature matrix X with its positional encoding matrix P. Specifically, for each column xi

(for all i ∈ [D]) of the original feature matrix X, we concatenate it with the position encoding vector
pi, which contains the positional information of this specific index, to generate a column of Z as
zi = [x⊤

i ,p
⊤
i ]

⊤. The complete positional encoding matrix is denoted as P = [p1,p2, . . . ,pD],
and we employ an orthogonal design for P, meaning that P is an D × D orthogonal matrix. For
analytical convenience, the practice of concatenating feature and positional encoding matrices has
been widely adopted in recent theoretical studies (Nichani et al., 2024; Bai et al., 2024; Wang et al.,
2024; Zhang et al., 2025). Furthermore, S(·) : RD×D 7→ RD×D denotes the softmax operator,
which implements the softmax function column-wisely, and WV , WQ, WK represent the value
matrix, query matrix, and key matrix in a typical self-attention structure, respectively. Instead of
studying the typical structure (2.3), we consider a moderately simplified “position-only” softmax
self-attention in this paper, which is defined as

TF(Z;WV ;WKQ) = σ

(
WV XS

(
P⊤WKQP√

D

))
= σ(WV XS) ∈ RM×D. (2.4)

In comparison with the typical single-head self-attention architecture (2.3), our model (2.4) is sim-
plified from the following two aspects: (i). We re-parameterize the original key matrix WK and
query matrix WQ into one trainable key-query matrix WKQ, which has been adopted in almost
theoretical studies regarding the optimization of transformers (Tian et al., 2023; Zhang et al., 2024b;
Wang et al., 2024; Huang et al., 2024; Frei & Vardi, 2025; Zhang et al., 2025; He et al., 2025). (ii).
We employ an architecture such that only the positional encoding matrix P is involved when calcu-
lating the softmax attention score, and the value matrix WV only interacts with the feature matrix
X. To illustrate a rationale for this design, consider the following one-layer transformers:

T̃F(Z;W̃V ;W̃KQ) = σ

(
W̃V ZS

(
Z⊤W̃KQZ√

D

))
, (2.5)

where the entire input matrix Z is involved in both the calculation of attention score and interac-
tions with the value matrix. Empirical observations (illustrated in Figure 1) reveal that when the
transformer model T̃F in (2.5) is used to learn a teacher model f∗ in (2.1), substantial training pre-
dominantly occurs in the left block of W̃V and the ‘bottom-right’ block of W̃KQ. These actively
trained blocks map to WV and WKQ respectively in our model (2.4), while other parameter blocks
of T̃F exhibit negligible changes from their initial values. Consequently, our model (2.4) can be con-
sidered essentially equivalent to the transformer model T̃F if these rarely updated blocks within W̃V

and W̃KQ are fixed to zero. This strategy of fixing certain transformer parameters during training
is widely adopted in the theoretical studies on the optimization of transformers (Wu et al., 2023;
Tarzanagh et al., 2023a; Huang et al., 2024; Sakamoto & Sato, 2024; Frei & Vardi, 2025; He et al.,
2025), and analogous “position-only” attention structures are also adopted in Jelassi et al. (2022);
Wang et al. (2024).
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(a) Heatmap of W̃V (b) Heatmap of W̃KQ

Figure 1: Visualization of parameter matrices for the transformer T̃F in (2.5), obtained after training
to learn the teacher model f∗ and achieving loss convergence. The formal illustration of the loss
function and training algorithm is provided in the next section.

3 MAIN RESULTS

In this section, we demonstrate our theoretical conclusions of utilizing a one-layer transformer (2.4)
to learn a given teacher model f∗ in (2.1). For a teacher model f∗ parameterized with the ground
truth value matrix V∗ and ground truth softmax scores S∗, the observed label Y for an input matrix
X is assumed to be generated as:

Y = f∗(X) + E = σ(V∗XS∗) + E ∈ RM×D, (3.1)

where E ∈ RM×D is a noise matrix independent of X and following a zero-mean distribution. To
train a one-layer transformer (2.4), we consider the population mean squared error as the objective
loss function. Specifically, given an input-label pair (X,Y), the loss function is defined as

L(WV ;WKQ) =
1

2
EX,Y

[
∥Y − TF(Z;WV ;WKQ)∥2F

]
. (3.2)

Here, each column of X is assumed to independently follow the standard Gaussian distribution
during the training stage of (2.4), i.e. xi

i.i.d∼ N (0, Id) for all i ∈ [D]. Due to the variance introduced
by the noise component E , even the loss of the ground truth model f∗ has an irreducible term, and
we denote this term as the optimal loss, i.e.

Lopt =
1

2
EX,Y

[
∥Y − f∗(X)∥2F

]
=

1

2
E
[
∥E∥2F

]
.

To evaluate the performance of one-layer transformer with different WV and WKQ, we consider
the excess loss defined as: L(WV ;WKQ) − Lopt. While the choice population loss implicitly
suggests an infinite training data set—a scenario not feasible in practice—it significantly simplifies
the technical challenges of conducting a rigorous optimization analysis for transformer models. This
approach enables us to focus on the global optimization trajectories, and has been adopted in most of
the recent theoretical studies regarding the optimization of transformer models (Zhang et al., 2024b;
Huang et al., 2024; Wang et al., 2024; Jelassi et al., 2022; Frei & Vardi, 2025; Zhang et al., 2025).

For the training objective loss (3.2), we utilize the gradient descent to derive the optimal solutions
for the value matrix WV , and key-query matrix WKQ. The iterative rule for WV and WKQ during
the learning process can be expressed as

W
(t+1)
V = W

(t)
V − η∇WV

L(W(t)
V ;W

(t)
KQ); (3.3)

W
(t+1)
KQ = W

(t)
KQ − η∇WKQ

L(W(t)
V ;W

(t)
KQ), (3.4)

where η is the learning rate, and the initializations are set as W(0)
V ,W

(0)
KQ = 0. Based on these pre-

liminaries, the following theorem characterizes the convergence of gradient descent (3.3) and (3.4).
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Theorem 3.1. Suppose that D ≥ Ω
(
poly(M,K)

)
, η ≤ O(M−1D−5/2). Under these conditions,

there exists T ∗ = Θ
(

KD2

η∥V∗∥2
F

)
, such that for all T ≥ T ∗, the following results hold.

1. The attention scores achieved by the one-layer transformer (2.4), match the ground truth softmax
scores of the teacher model: S(T ) at the T -th iteration satisfies that∥∥S(T ) − S∗∥∥

F
= Θ

(
D

5
2

∥V∗∥F
√
ηT

)
.

2. The value matrix WV of the one-layer transformer (2.4) aligns with the ground truth value matrix
of the teacher model: ∥∥W(T )

V −V∗∥∥
F
= Θ

(
D2

√
K

ηT

)
.

3. The excess loss is minimized with matching lower and upper bounds:

cKD4

ηT
≤ L

(
W

(T )
V ;W

(T )
KQ

)
− Lopt ≤

c̄KD4

ηT
,

where c and c̄ are two positive constants satisfying c ≤ c̄.

The proof of Theorem 3.1 is given in Appendix D. Theorem 3.1 demonstrates that a one-layer
transformer can learn the teacher model f∗ formulated in (2.1) from two aspects. The first and
second results show that the one-layer transformer’s value matrix W

(T )
V and attention scores S(T )

converge (in the Frobenius norm) to the teacher model’s ground truth value matrix V∗ and softmax
scores S∗, respectively. This reveals that a one-layer transformer trained via gradient descent can
correctly recover the teacher model by accurately learning all its core components. The third result
in Theorem 3.1 shows that the training loss will eventually converge to the optimal loss at a rate
of Θ

(
KD4

ηT

)
. The third result characterizes the convergence of the training loss. It shows that the

excess loss decreases at the rate Θ
(
KD4

ηT

)
, with matching upper and lower bounds. We note that the

factor D4 indicates that the convergence takes a large number of iterations when the sequence length
D is large. However, the matching lower bound in Theorem 3.1 confirms that this rate is already
optimal and cannot be improved under our current setting. In fact, this polynomial dependence on D
originates from two intrinsic aspects of the learning task: (i) Since the loss is the squared Frobenius
distance between two M × D matrices, it necessarily aggregates errors over all D columns, and
thus scales proportionally with the sequence length; (ii) The 1/

√
D factor appears in the gradients

of WKQ and requires WKQ to scale larger to achieve sufficient convergence, thereby introducing
additional factors of D into the convergence rate.

As illustrated in Examples 2.3 and 2.5, our teacher model f∗ encompasses settings that are closely
related to the learning tasks studied in Wang et al. (2024) and Zhang et al. (2025). For the “sparse
token selection” problem, Theorem 3.1 establishes a learning guarantee for the setting in which the
target index set is fixed by the learning objective and not provided as part of the input. This offers
a complementary perspective to the settings in Wang et al. (2024), where the target index set is
given as a part of input, and may vary across different data points. Under our setting, Theorem 3.1
yields a tight Θ

(
1
T

)
convergence rate with matching upper and lower bounds, sharper than the

O
( log(T )

T

)
guarantee obtained under the different problem formulation of Wang et al. (2024) A de-

tailed comparison between the convergence rate is provided in Appendix C. Regarding group-sparse
linear prediction, Zhang et al. (2025) focus primarily on the classification setting, while Theorem 3.1
delivers a complementary result by addressing the regression setting.

The learning guarantee in Theorem 3.1 is established under the assumption that the data input matrix
X is Gaussian, and the target response matrix Y is provided by the teacher with noises. Here, we can
also study the out-of-distribution (OOD) generalization guarantee of the obtained transformer model
on data without such assumptions. Specifically, we consider any feature and response matrices
X̃ ∈ Rd×D, Ỹ ∈ RM×D with bounded second moments, and establish bounds on the OOD loss

LOOD(WV ;WKQ) =
1

2
EX̃,Ỹ

[
∥Ỹ − TF(Z̃;WV ;WKQ)∥2F

]
6
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by comparing it with the loss achieved by the teacher model. We have the following theorem.

Theorem 3.2. Suppose that D ≥ Ω
(
poly(M,K)

)
and η ≤ O(M−1D−5/2). In addition, the OOD

input pairs (X̃, Ỹ) satisfy the condition that each column x̃i and ỹi has finite second moments, i.e.
there exists a constant ξ > 0 such that E[∥x̃i∥22],E[∥ỹi∥22] ≤ ξ for all i ∈ [D]. Then for any ϵ > 0,

there exists Tϵ = O
(KD6ξ2

∑M
m=1 ∥v∗

m∥2
2

ηϵ2

)
such that for any T > Tϵ, the OOD loss satisfies that:

LOOD

(
W

(T )
V ;W

(T )
KQ

)
≤ 1

2
E
[
∥Ỹ − f∗(X̃)∥2F

]
+ ϵ.

Theorem 3.2 requires only the mild assumption that X̃ and Ỹ have bounded second moments.
Notably, the response matrix Ỹ need not be generated by or correlated with the output of the teacher
model f∗(X̃). Therefore, the term 1

2E
[
∥Ỹ − f∗(X̃)∥2F

]
measures the teacher model’s O.O.D. test

loss, analogous to the role of Lopt in Theorem 3.1. This shows that the trained transformer’s O.O.D.
loss exceeds that of the teacher model by at most ϵ, demonstrating its robustness to distribution
shift. In addition, although it is challenging to establishing a matching lower bound for all pairs
(X̃, Ỹ) like Theorem 3.1, a worst-case Ỹ can be constructed to demonstrate that this upper bound
is attainable, thereby validating the tightness of Theorem 3.2. The complete proof of Theorem 3.2
and the worst-case example are provided in Section E.

4 EXPERIMENTS

In this section, we present our experimental results. As detailed in Section 2, the teacher model can
cover various models, including (i). convolution layer with average pooling, (ii). graph convolution
layer on a regular graph, (iii). sparse token selection model, and (iv). group sparse linear predictor.
Our experiments also focus on these four cases.

We conduct experiments on both synthetic data and real-world data sets, respectively. For experi-
ments on synthetic data, we follow the exact definitions in Section 2 to build up teacher models f∗.
For experiments on real-world datasets, we pre-train a teacher CNN on the MNIST dataset, whose
first convolution layer is then served as the teacher model to train the student transformer.

4.1 SYNTHETIC DATA EXPERIMENTS

We begin by detailing the common experimental setups on synthetic data. Given parameters d and
D, an fixed orthogonal matrix P ∈ RD×D serves as the positional encoding matrix We adopt an
online gradient descent algorithm to simulate training over the population loss. At each iteration, we
sample a new batch of N = 100 standard d×D Gaussian matrices, i.e. {Xn}Nn=1 ⊆ Rd×D. For each
Xn with n ∈ [N ], its corresponding label Yn = f∗(Xn) + En, where En ∈ RM×D is another in-
dependently sampled Gaussian matrix. We concatenate each Xn with the fixed positional encoding
matrix P to form Zn as the inputs to the transformer Subsequently, a gradient descent update is per-
formed using this batch of N = 100 data pairs {(Zn,Yn)}Nn=1. Furthermore, we also generate an-
other batch of N = 100 data pairs {(Z̃n, Ỹn)}Nn=1 following the almost identical procedure, except
that each X̃n is generated from the exponential distribution. This batch of data pairs {(Z̃n, Ỹn)}Nn=1

is prepared for calculating the excess OOD loss, defined as LOOD − 1
2N

∑N
n=1 ∥Ỹn − f∗(X̃n)∥2F .

In the next, we introduce the distinct settings for different tasks, specifically the ground-truth soft-
max score matrices S∗. For the task of learning a convolution layer with average pooling, we set
D = 36 and K = 4, where the pooling groups are partitioned by aggregating the K neighbor
patches into a group. Given this partition of pooling groups, the ground truth softmax score of the
teacher model can be formulated into a diagonal block matrix as S∗ = 1

K Diag(1K×K , . . . ,1K×K),
with totally D/K blocks. For the task of learning a graph convolution layer, we consider a ’cycle-
graph’ with D = 20 nodes, where each node is connected to exactly two other nodes, i.e. the i-th
node is connected to its adjacent nodes (i − 1) and (i + 1). Under this setup, the ground-truth
softmax score S∗ is constructed as follows: for each column i, the entries at rows (i−1), i, and
(i+1) are set to 1/K with K = 3, while all other entries are zero. For both the tasks of learning
the sparse token selection model and the group sparse linear predictor, we set the total number of
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tokens/feature groups D = 20, and randomly generate K indices from [D] as indices of target to-
kens/ label-relevant group, where K = 4 and 1 respectively. In these two sets of tasks, the rows
representing the target tokens/ label-relevant group equal to 1/K, while other rows are filled with 0.

(a) Excess training loss (log-log) (b) Excess OOD test loss (log-log) (c) Cosine similarity

Figure 2: Excess training loss, excess OOD test loss (both in log-log scales), and cosine similarity
between the value matrix WV of one layer transformer (2.4), and ground truth value matrix V∗.
These results are presented for six experimental sets, which originate from four distinct tasks.

For the task of learning CNN and GCN, we conduct two sets for each with ReLU and Leaky ReLU
respectively. Experiment results are given in Figures 2 and 3. Figure 2(a) and Figure 2(b) demon-
strate the convergence curves for the excess training loss and the excess OOD test loss (both in
log-log scales). We can clearly observe that both the excess training loss and the OOD test loss
converge to a small value on all six sets of experiments. After initial iterations, the curves for excess
training loss appear almost straight with slopes equal to −1, and excess OOD loss curves have ap-
proximate −0.5 slopes. These observations validate the Θ(1/T ) convergence rate in Theorem 3.1,
and O(1/

√
T ) convergence rate in Theorem 3.2. Figure 2(c) displays the cosine similarity curve be-

tween the value matrix W
(t)
V , and the ground truth value matrix V∗. It shows that W(t)

V directionally
aligns with the ground truth value matrix V∗ in all six experiments since the very beginning.

Furthermore, Figure 3 provides the heatmaps of the attention scores when the loss converges. Specif-
ically, Figure 3(a) and Figure 3(b) respectively display the attention scores when learning a convo-
lution layer with ReLU and Leaky ReLU. In both figures, the attention scores exhibit a diagonal
block matrix pattern, where each diagonal block has approximately equal values 1/4. Figure 3(c)
and Figure 3(d) show the attention scores when learning a graph convolution layer on a cycle graph.
Specifically, the attention scores show a pattern of a cyclic tridiagonal matrix, with all the significant
entries having approximately equal values 1/3. Figure 3(e) and Figure 3(f) show the attention scores
when learning a sparse token selection task and group sparse linear predictor. We can observe that
only the rows corresponding to the target positions are assigned significant values in both tasks. In
summary, all these patterns match the ground truth softmax scores, which are described previously.

4.2 REAL DATA EXPERIMENTS

We also conduct experiments on the MNIST dataset. Each image is normalized and resized to 27×27
pixels. We train a two-layer CNN with M = 16 convolution kernels, each having a 3 × 3 kernel
size. Given the 27× 27 image dimensions, each image is divided into D = 81 patches. An average
pooling layer with a 3×3 pooling receptive field (i.e K = 9) is additive to the first convolution layer,
and then cascaded with activation and a linear layer for classification. This two-layer CNN is trained
by minimizing the cross-entropy loss, achieving a moderate test accuracy of about 71% on the test
set after 20 epochs. After training of this teacher CNN, its first convolution layer with average
pooling is extracted as the teacher model f∗, with its hidden-layer outputs supervising a one-layer
transformer (2.4). The training of the one-layer transformer is still conducted on the MNIST dataset,
and the mean-squared loss is employed for optimization.

The experiment results are given in Figure 4 and Figure 5. Figure 4(a) displays the training loss
curves. We can observe that for both ReLU and Leaky ReLU, the training loss very quickly con-
verges to a small value. Figure 4(b) demonstrates the cosine similarity curve between the value
matrix W

(t)
V of the transformer and the convolution kernel matrix V∗ of the teacher convolution

layer. The similarity rises above 0.9, indicating that the transformer successfully learns the ground-
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(a) ReLU CNN (b) Leaky ReLU CNN (c) ReLU GCN

(d) Leaky ReLU GCN (e) Sparse token selection (f) Group sparse linear predictor

Figure 3: Heatmap of attention score matrix S(T ) when the training loss converges. The results are
presented for six different experimental sets, indicated by the captions of sub-figures.

(a) Training loss on MNIST dataset (b) Cosine similarity between parameter matrices

Figure 4: Training loss and cosine similarity between the value matrix WV of the one-layer trans-
former (2.4), and convolution kernel matrix V∗ of the pre-trained teacher CNN.

truth value matrix of the teacher model. Furthermore, Figure 5(a) provides the heatmap of the
ground truth softmax score derived from the teacher CNN’s average pooling layer. Figure 5(b) and
Figure 5(c) respectively present heatmaps of attention scores at convergence for the transformers
with ReLU and Leaky ReLU activations. We can observe that both the attention scores achieved
by transformers can capture the pattern of the ground truth softmax scores, with notable exceptions
in the first and last nine rows in the softmax heatmap. We remark that the failure in learning these
rows of ground-truth softmax scores is due to the fact that they correspond to MNIST image patches
that are mostly all background (all zero). Figure 5(d) highlights the image regions corresponding
to failed-to-learn softmax scores, marked by yellow rectangles. We can see that they are indeed
boundary regions and are mostly pure background. Consequently, they offer minimal informative
content to the model, explaining why transformers can not attend to these positions. Overall, it is
clear that the real-world data experiments corroborate our theory.

5 PROOF SKETCH OF THEOREM 3.1

In this section, we outline the major steps in the proof of Theorem 3.1. For simplicity, here we focus
the case where σ(·) is the identity map. More details, including more general choices of σ(·), are
formally proved in Appendix D. The proof consists of three main steps:
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(a) teacher CNN (b) ReLU result (c) Leaky ReLU result (d) Example image

Figure 5: Heatmap of the ground truth softmax scores of average pooling, Heatmap of the attention
scores S(T ) of trained one-layer transformer when loss converges, and an image example in MNIST.
Step 1. Structures of WV and WKQ during training. A critical step in our proof is to show that
throughout training, the parameter matrices WV and WKQ preserve the following decompositions:

W
(t)
V = C1(t)V

∗; W
(t)
KQ = C2(t)

D∑
i=1

∑
i′∈Gi

pi′p
⊤
i − C3(t)

D∑
i=1

∑
i′ /∈Gi

pi′p
⊤
i ,

where Gi denotes the index set of entries of value 1/K in i-th column of S∗. The details of this
conclusion are given in Lemma D.2. Based on the decompositions, we can express S(t) as: S(t)

i′,i =

1
K+(D−K) exp(−(C2(t)+C3(t))/

√
D)

if i′ ∈ Gi; S(t)
i′,i =

exp(−(C2(t)+C3(t))/
√
D)

K+(D−K) exp(−(C2(t)+C3(t))/
√
D)

if i′ /∈ Gi.
Comparing these results with the definition of the teacher model f∗(·), we can further observe that

W
(t)
V → V∗ ⇔ C1(t) → 1; S(t) → S∗ ⇔ C2(t) + C3(t) → ∞.

In this way, the original optimization analysis regarding full matrices WV and WKQ is simplified
into studying the updates of three scalars C1(t), C2(t), C3(t).

Step 2. Accurate characterization of convergence that C1(t) → 1 and C2(t) + C3(t) → ∞.
The decompositions obtained in Step 1. implies that the coefficients C1(t), C2(t), C3(t) essentially
follow gradient descent starting from zero initialization minimizing the loss

L̃(C1, C2, C3) ∝
D −K

K

[
1− KC1

K + (D −K)e
−C2+C3√

D

]2
+ C2

1

[
1− K

K + (D −K)e
−C2+C3√

D

]2
,

We remark that this expression of L̃(C1, C2, C3) corresponds to the special case where σ(·) is the
identity map. The general formulation for σ(·) is activation is deferred to Lemma D.2. Then by
carefully analyzing the training dynamics, we can show that for sufficiently large T ,

C1(T )− 1 = Θ

(
D2

√
K

∥V∗∥F
√
ηT

)
, C2(T ) + C3(T ) =

√
D

2
log

(
Θ
(η∥V∗∥2F

K3D2

)
T + e

2
K

√
D

)
.

The details are provided in Lemmas D.2, D.5, D.15, D.18, and F.12.

Step 3. Final convergence results. Combining the convergence rates obtained in Step 2. and the
formulations of S(T ) and W

(T )
V in Step 1., we can further obtain that ∥S(T ) − S∗∥F , ∥W(T )

V −
V∗∥F = Θ

(
1√
T

)
. Under mean-squared loss, the Θ

(
1√
T

)
convergence of the matrices S(t) and V(t)

directly suggests that loss will decay at the rate of Θ
(
1
T

)
, which finishes the proof.

6 CONCLUSIONS AND LIMITATIONS

In this paper, we provide the theoretical guarantee that a one-layer transformer can learn a class of
teacher models, covering a wide range of common models in machine learning. Specifically, we
establish a tight convergence bound at the rate of Θ

(
1
T

)
for the population loss. We also establish

out-of-distribution generalization bounds for the obtained transformer model, demonstrating its ro-
bustness. To empirically support our findings, we conduct experiments on both synthetic data and
real data, and all results align with our theoretical conclusion. Our current theory focuses on one-
layer models, and we make certain simplifications and assumptions on the model and data, which
present a limitation. We believe establishing teacher-student learning guarantees for more complex
models and under midler assumptions is an interesting and promising further work direction.
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A NOTATION

In this section, we introduce the key notations we use throughout paper. We first introduce the
following mathematical notations.

Mathematical notations. Given two sequences {xn} and {yn}, we denote xn = O(yn) if there
exist some absolute constant C1 > 0 and N > 0 such that |xn| ≤ C1|yn| for all n ≥ N . Similarly,
we denote xn = Ω(yn) if there exist C2 > 0 and N > 0 such that |xn| ≥ C2|yn| for all n > N .
We say xn = Θ(yn) if xn = O(yn) and xn = Ω(yn) both holds. We use Õ(·), Ω̃(·), and Θ̃(·)
to hide logarithmic factors in these notations respectively. Moreover, we denote xn = poly(yn) if
xn = O(yDn ) for some positive constant D, and xn = polylog(yn) if xn = poly(log(yn)). For two
scalars a and b, we denote a ∨ b = max{a, b} and a ∧ b = min{a, b}. For any n ∈ N+, we use [n]
to denote the set {1, 2, · · · , n}. In addition, we use 1n to denote a n-dimensional vector with all 1
entries. For an index set g, 1g denotes a vector whose entries are 1 for indices in g, and 0 otherwise.
Let A1, . . . ,An be n matrices with the same dimensionality d1 × d2, then Diag(A1, . . . ,An) is a
nd1 × nd2 diagonal block matrix, with A1, . . . ,An being the block entries.

In addition, we also provide a summary table of the key variables in our study in Table 1.

Table 1: Key variables and their meanings.

Symbol Meaning
V∗ Ground truth value matrix in f∗, a M ×D matrix.
S∗ Ground truth softmax score matrix in f∗, a D ×D column-stochastic matrix.
D Sequence length (number of input tokens).
d Feature dimension of each token.
K Number of none zero entries in each column of S∗. It can represent:

(i) the pooling size in CNN and pooling layer,
(ii) the number of neighbors of GCN layer,
(iii) the number of target tokens in sparse token selection,
(iv) it equals to 1 in group-sparse linear models.

Gi Target index set of i-th input token, namely Si′,i =
1
K if i′ ∈ Gi, and 0 otherwise.

t, T Number of gradient descent iterations.
η Learning rate.

WV , WKQ Parameter matrices of the transformer.
L Population loss (objective function).

LO.O.D. Out of distribution loss.
C1(t), C2(t), C3(t) Coefficients of the decompositions of WV and WKQ during the training.

B ADDITIONAL RELATED WORKS

Optimization of transformers. There exist multiple recent works studying the optimizations of
transformers, most of which focus on the single-layer architecture. Zhang et al. (2020); Kunstner
et al. (2023); Pan & Li (2023); Li et al. (2024a) investigate performance comparison between the
adaptive methods and SGD under different settings from both theoretical and empirical perspec-
tives. Li et al. (2023b) investigates the optimal parameters of transformers applied to a masked topic
structure model similar to the Bert framework through a two-stage training regime.Ildiz et al. (2024);
Chen et al. (2024a) explain the mechanism of attention from the perspective of Markov chains. Tian
et al. (2023; 2024) study the training dynamics of transformers, jointly with a decoder layer and a
fully-connected layer, respectively. Li et al. (2024b) analyzes transformer training behavior in the
context of one-nearest neighbor selection. Gao et al. (2024) addresses the global convergence of
transformers given certain prerequisites. Tarzanagh et al. (2023a;b) demonstrates that single-layer
attention mechanisms can converge directionally towards the hard margin solution typical of Sup-
port Vector Machines (SVMs). Furthermore, Li et al. (2023a) presents a generalization error bound
for vision transformers optimized using stochastic gradient descent. Furthermore, many other ex-
isting works investigate the optimization of transformers under the so-called “in-context learning”
settings (Chen et al., 2024b; Huang et al., 2024; Zhang et al., 2024b;c; Nichani et al., 2024; Huang
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et al., 2025). Based on the framework proposed in (Zhang et al., 2024b), Huang et al. (2024) extends
this result to one-layer softmax attention transformers. Siyu et al. (2024) investigates the multi-head
self-attention under this setting, and summarizes two distinct patterns among all heads. Nichani et al.
(2024) demonstrates that when solving in-context learning tasks with latent causal structure, trans-
formers can encode the latent causal graph. Huang et al. (2025) demonstrates that Chain of Thought
(CoT) prompting enables Transformer models to learn to perform multi-step gradient descent and
effectively recover true weights.

Teacher-student framework for training neural networks. We also introduce some related theo-
retical works regarding the training of a “student” neural network under the guidance of a “teacher
model” (Brutzkus & Globerson, 2017; Tian, 2017; Soltanolkotabi, 2017; Goel et al., 2018; Du et al.,
2018b;a; Zhou et al., 2019; Liu et al., 2019; Xu & Du, 2023). Several studies establish convergence
guarantees for gradient descent in specific ReLU network settings: Brutzkus & Globerson (2017)
demonstrated polynomial-time global convergence for one-hidden-layer non-overlapping convolu-
tional ReLU networks with Gaussian inputs; Tian (2017) characterized critical points and proved
gradient descent convergence for two-layer ReLU student-teacher networks under Gaussian inputs;
and Du et al. (2018b;a) provided polynomial-time recovery guarantees for learning convolutional
ReLU filters and networks, respectively, using (stochastic) gradient descent, even with potential
spurious minimizers and for general or Gaussian inputs. Furthermore, Zhou et al. (2019) and Liu
et al. (2019) showed that methods like perturbed gradient descent with noise annealing or specific
normalizations and initializations can achieve polynomial-time global convergence in convolutional
neural networks (including ResNets) despite the presence of spurious local optima. Research fo-
cusing on single ReLU scenarios includes Soltanolkotabi (2017)’s analysis of linear convergence
for a single ReLU in a high-dimensional Gaussian model with structured weights, and Xu & Du
(2023)’s finding that over-parameterizing a student network to learn a single target ReLU neuron
under Gaussian inputs can surprisingly slow convergence. Finally, Goel et al. (2018) introduced
Convotron, a provably efficient algorithm for one-hidden-layer convolutional networks with general
patches, achieving global convergence through noise-tolerant stochastic updates without requiring
special initialization or learning rate tuning.

C COMPARISON WITH WANG ET AL. (2024)

In this section, we compare the essential optimization dynamics in Wang et al. (2024) and our works.
Wang et al. (2024) and our work both rely on the symmetry of Gaussian data and the uniform
distribution among the target tokens expected to be selected. A critical technical step shared by
both analyses is to simplify the optimization regarding the full parameter matrices to investigate the
evolutions of several specific scalars, as demonstrated in Lemma 3.2 in Wang et al. (2024) and in
our Lemma D.2. Specifically, the analysis in Wang et al. (2024) tracks the evolution of two scalars,
α(t) and C(t), for which the coefficients are essentially minimizing the loss

L̃(α,C) =
d

2(D −K)

[
K(D −K)

(
α

K + (D −K)e−C
− 1

K

)2

+ α2

(
1− K

K + (D −K)e−C

)2
]
,

(C.1)

as demonstrated on top of Page 31 in Wang et al. (2024).

As demonstrated in Lemma D.2, our analysis focus on the scalars C1(t), C2(t), C3(t). When the
teacher model is reduced to the “sparse token selection” task defined in Example 2.3, with V∗ = Id
and without activation function, the coefficients C1(t), C2(t), C3(t) essentially minimize the loss

L̃(C1, C2, C3) =
dD

2(D −K)

[
K(D −K)

(
C1

K + (D −K)e
−C2+C3√

D

− 1

K

)2

+ C2
1

(
1− K

K + (D −K)e
−C2+C3√

D

)2
]

(C.2)

Comparing these two loss functions in (C.2) and (C.2), we can observe that they essentially share
the same function structure. Specifically, if we regard C2+C3√

D
in (C.1) as one term, playing the role
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as C in (C.1), then these two functions only differ by a factor D. Therefore, while the setting of the
“sparse token selection” task in our work is different from that considered in Wang et al. (2024), they
can be formulated into an essentially identical optimization problem. Notably, the loss in (C.2) is
only the special case in our setting with V∗ = Id and without activation function, while the general
case is much more complicated and provided in Lemma D.2. Therefore, the setting considered in
our work is more general compared with that in Wang et al. (2024), from a technical perspective.
This also highlights that establishing a tight convergence rate with a matching lower bound indeed
constitutes a technical advantage of our work.

D PROOF OF THEOREM 3.1

In this section, we provide a detailed proof for Theorem 3.1. We first introduce several notations
used in the following proof. For each i ∈ [D], we use Gi to denote the index set to which the
entries of i-th column of S∗ is 1

k , i.e. S∗
i′,i = 1

K if i′ ∈ Gi and 0 otherwise. With this notation,
we can express that

[
f∗(X)

]
m,i

= σ(v∗⊤
m X1Gi)) = 1

Kσ(
∑

i′∈Gi⟨v∗
m,xi′⟩). In addition we let

V∗ = [v∗
1,v

∗
2, . . . ,v

∗
M ]⊤, and WV = [wV,1,wV,2, . . . ,wV,M ]⊤ ∈ RM×d. Based on this notation,

it is equivalent to consider the gradient descent updating regarding each wV,m for all m ∈ [M ],
expressed as

w
(t+1)
V,m = w

(t)
V,m − η∇wV,m

L(W(t)
V ;W

(t)
KQ). (D.1)

In the following proof, we will consider the gradient descent updating details for each w
(t)
V,m, and

derive the conclusion for W(t)
V based on the result of w(t)

V,m for all m ∈ [M ]. For simplicity of
presentation, we assume that each v∗

m is normalized in the remaining sections, i.e. ∥v∗
m∥2 = 1

for all m ∈ [M ], without loss of generality (W.L.O.G.). However, our theoretical findings and
proofs can be directly extended to the case where vm is not normalized. For each v∗

m, let Γm =
[v∗

m, ξm,2, . . . , ξm,d] ∈ Rd×d be an orthogonal matrix with vm being its first column. (Actually, if
v∗
m is not normalized, the first column of Γm will be v∗

m

∥v∗
m∥2

.)

Furthermore, we introduce several definitions regarding the expectations of Gaussian random vari-
ables. Let x1 ∼ N (0, a), x2 ∼ N (0, b), and x3 ∼ N (0, c) be three independent Gaussian random
variables. In addition, σ(·) can be the identity map, the ReLU activation function, and the Leaky
ReLU activation function, with κ denoting the coefficient of the Leaky ReLU activation function
when the input is negative. Specifically, when σ(·) indicates the Leaky ReLU activation function,
σ(x) = x1{x≥0} + κx1{x<0}. Then, based on these notations, we define that

F1(a) = E[x1σ(x1)σ
′(x1)]; (D.2)

F2(a, b) = E[x1σ(x1 + x2)σ
′(x1 + x2)]; (D.3)

F3(a, b) = E[(x1 + x2)σ(x1)σ
′(x1 + x2)]; (D.4)

F4(a, b, c) = E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)]; (D.5)

F5(a, b, c) = E[x2σ(x1)σ
′(x1 + x2 + x3)]. (D.6)

We provide the detailed calculations for these expectations in Section F.1

D.1 DETAILED GRADIENT DESCENT UPDATING RULES

In this subsection, we introduce and prove several lemmas regarding the calculation details regarding
the gradient descent iterative rule (D.1) and (3.4).

Lemma D.1. The gradient descent updating regarding w
(t)
V,m for all m ∈ [M ] and W

(t)
KQ, which

have been defined in (D.1) and (3.4), can be rewritten as

w
(t+1)
V,m = w

(t)
V,m + η

D∑
i=1

D∑
i1=1

E

[[
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)]
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
xi1S

(t)
i1,i

]
;

(D.7)

W
(t+1)
KQ = W

(t)
KQ +

η√
D

M∑
m=1

D∑
i=1

E

[[
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)]
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
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·
D∑

i1=1

D∑
i2=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

S
(t)
i2,i

(pi1 − pi2)p
⊤
i

]
. (D.8)

Proof of Lemma D.1. By the chain rule of derivatives, we have

w
(t+1)
V,m = w

(t)
V,m − η∇wV,m

L(W(t)
V ;W

(t)
KQ) = w

(t)
V,m − η

2
∇wV,m

E
[
∥Y − TF(Z;WV ;WKQ)∥2F

]
= w

(t)
V,m − η

2

M∑
m′=1

D∑
i=1

∇wV,m
E
[
(Ym′,i − σ(W

(t)
V XS(t))m′,i)

2
]

= w
(t)
V,m − η

2

M∑
m′=1

D∑
i=1

∇wV,m
E

[[
Ym′,i − σ

( D∑
i1=1

⟨w(t)
V,m′ ,xi1⟩S

(t)
i1,i

)]2]

= w
(t)
V,m + η

D∑
i=1

D∑
i1=1

E

[[
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)]
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
xi1S

(t)
i1,i

]
,

where the last equality holds simply by the chain rule of differentiation. This proves (D.7). Next for
WKQ, we have 1

W
(t+1)
KQ = W

(t)
KQ − η∇WKQ

L(W(t)
V ;W

(t)
KQ) = W

(t)
KQ − η

2
∇WKQ

E
[
∥Y − TF(Z;WV ;WKQ)∥2F

]
= W

(t)
KQ − η

2

M∑
m=1

D∑
i=1

∇WKQ
E
[
(Ym,i − σ(W

(t)
V XS(t))m,i)

2
]

= W
(t)
KQ + η

M∑
m=1

D∑
i=1

E

[[
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)]
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)

· ∇WKQ
(w

(t)
V,m)⊤XS

(
PW

(t)
KQpi√
D

)
︸ ︷︷ ︸

I

]
. (D.9)

For the derivative calculation of I , we have

I =

D∑
i1=1

∇WKQ

[
(w

(t)
V,m)⊤X

]
i1

[
S
(
PW

(t)
KQpi√
D

)]
i1

=

D∑
i1=1

⟨w(t)
V,m,xi1⟩∇WKQ

[
S
(
PW

(t)
KQpi√
D

)]
i1

=

D∑
i1=1

⟨w(t)
V,m,xi1⟩

D∑
i2=1

d
[
S
(

PW
(t)
KQpi√
D

)]
i1

d
[
PW

(t)
KQpi√
D

]
i2

∇WKQ

[PW
(t)
KQpi√
D

]
i2

=
1√
D

D∑
i1=1

⟨w(t)
V,m,xi1⟩

D∑
i2=1

[
S ′
(
PW

(t)
KQpi√
D

)]
i1,i2

pi2p
⊤
i =

D∑
i1=1

∑
i2 ̸=i1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

S
(t)
i2,i

(pi1 − pi2)p
⊤
i .

(D.10)

The last equality holds as S ′(a) = diag(a) − S(a)S(a)⊤ ∈ Rd×d for any vector a ∈ Rd, and
consequently,

[
S ′
(
PW

(t)
KQpi√
D

)]
i1,i2

=


[
S
(

PW
(t)
KQpi√
D

)]
i1

(
1−

[
S
(

PW
(t)
KQpi√
D

)]
i1

)
= S

(t)
i1,i

(1− S
(t)
i1,i

), if i1 = i2;

−
[
S
(

PW
(t)
KQpi√
D

)]
i1

[
S
(

PW
(t)
KQpi√
D

)]
i2

= −S
(t)
i1,i

S
(t)
i2,i

, otherwise.

By substituting the result of I from (D.10) into (D.9), we complete the proof of (D.8).
1Here we slightly abuse the notation of S(·). If the input is a D-dimensional vector, S(·) denotes the

softmax function from RD 7→ RD . If the input is a D1 ×D2-dimensional matrix, S(·) represents the softmax
operator which implements the softmax normalization defined above column-wisely.
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The next lemma demonstrates that the training dynamics of w(t)
V,m for all m ∈ [M ] and W

(t)
KQ exhibit

specific patterns. Analyzing the training processes described in (D.1) and (D.21) can be reframed as
an investigation into the coefficients of these patterns.
Lemma D.2. Under the same conditions of Theorem 3.1, there exist a time dependent non-negative
scalar C1(t), and non-negative, monotonically increasing scalars C2(t) and C3(t), such that

w
(t)
V,m = C1(t) · v∗

m, for allm ∈ [M ];

W
(t)
KQ = C2(t)

D∑
i=1

∑
i1∈Gi

pi1p
⊤
i − C3(t)

D∑
i=1

∑
i1 /∈Gi

pi1p
⊤
i .

Due to the specific pattern of W(t)
KQ demonstrated above, there exist a time dependent scalar

p(t) =
1

K + (D −K)e
−C2(t)+C3(t)√

D

,

such that S(t)
i1,i

= p(t) for all i ∈ [D] and i1 ∈ Gi. Otherwise, S(t)
i1,i

= 1−Kp(t)
D−K . Additionally,

1
D ≤ p(t) ≤ 1

K and p(t) is monotonically increasing. Based on the definition of p(t), C1(t), C2(t),
and C3(t) have the following iterative rules:

C1(t+ 1) = C1(t) +Dη

(
F

(t)
3

Kp(t)
− C1(t)F

(t)
1

)
= C1(t) +

ηDF
(t)
3

Kp(t)

(
1− C1(t)

C∗
1 (t)

)
;

C2(t+ 1) = C2(t) + η
C1(t)M√

D

(
1

K

(
F

(t)
4

p(t)
− F

(t)
3

)
− C1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

))
;

C3(t+ 1) = C3(t)−η
C1(t)M(1−Kp(t))√

D(D −K)

((
F

(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

))− C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

))
,

where F
(t)
1 = F1

(
Kp(t)2 + (1−Kp(t))2

D−K

)
, F

(t)
2,1 = F2

(
p(t)2, (K − 1)p(t)2 + (1−Kp(t))2

D−K

)
,

F
(t)
2,2 = F2

(
(1−Kp(t))2

(D−K)2 ,Kp(t)2 + (D−K−1)(1−Kp(t))2

(D−K)2

)
, F (t)

3 = F3

(
Kp(t)2, (1−Kp(t))2

D−K

)
, F (t)

4 =

F4

(
p(t)2, (K − 1)p(t)2, (1−Kp(t))2

D−K

)
, F (t)

5 = F5

(
Kp(t)2, (1−Kp(t))2

(D−K)2 , (D−K−1)(1−Kp(t))2

(D−K)2

)
, and

C∗
1 (t) =

F
(t)
3

Kp(t)F
(t)
1

. In addition, based on all these definitions, the coefficients C1(t), C2(t), and

C3(t) are essentially minimizing the following loss function by gradient descent

L̃(C1, C2, C3) =
cσD∥V∗∥2F
2(D −K)

[
K(D −K)

(
1

K
− C1p

)2

+ C2
1

(
1−Kp

)2]
−D∥V∗∥2FF6(C1, p).

where cσ is an absolute constant such that cσ = 1{σ(·) is identity map} + 1
21{σ(·) is ReLU} +

1+κ2

2 1{σ(·) is Leaky ReLU}. In addition, F6(C1, p) is defined as

F6 =



0; If σ(·)is identity map

pC2
1

(
Kp

(
1
π arctan

(
p
√

K(D−K)

1−Kp

)
− 1

2

)
+ (1−Kp)

√
K

π
√
D−K

)
; If σ(·)is ReLU activation

(1− κ)2pC2
1

(
Kp

(
1
π arctan

(
p
√

K(D−K)

1−Kp

)
− 1

2

)
+ (1−Kp)

√
K

π
√
D−K

)
. If σ(·)is Leaky ReLU activation

We establish these conclusions by induction. It can be easily verified that all these conclusions hold
at t = 0, since the parameters are initialized as W(0)

V = 0M×d and W
(0)
KQ = 0D×D. However, for

the sake of conciseness and coherence in the presentation, we rearrange the contents of Lemma D.2
into Lemma D.4 and Lemma D.8, including the relevant details regarding WV,m and WKQ re-
spectively. To prevent the proof of a single Lemma D.2 from becoming overly lengthy, we prove
Lemmas D.4 and D.8 separately.
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As we use induction, we assume that the conclusions of both Lemma D.4 and Lemma D.8 hold at the
current iteration. We then demonstrate that the conclusion of either Lemma D.4 or Lemma D.8 holds
at the next iteration, depending on which lemma we are proving. It is important to clarify that this
is not circular reasoning; all these contents can indeed be organized into a single Lemma D.2. It is
reasonable to assume that all conclusions hold for each iteration and to verify that these conclusions
remain valid for the next iteration, as long as we rigorously demonstrate their validity at the outset.

In the following, we introduce and prove Lemma D.4 and Lemma D.8 respectively. Besides, the
notations defined in Lemma D.2, containing p(t), F (t)

1 , F (t)
2,1 , F (t)

2,2 , F (t)
3 , F (t)

4 , and F
(t)
5 will remain

consistent unless stated otherwise.

We first introduce and prove a lemma regarding the ratio between F
(t)
1 and F

(t)
3 , which will be

utilized in the proof of Lemma D.4.

Lemma D.3. Under the same conditions of Theorem 3.1, for F (t)
1 and F

(t)
3 defined in Lemma D.2,

it holds that

Kp(t) ≤ F
(t)
3

F
(t)
1

≤
√
DKp(t).

Proof of Lemma D.3. By Lemma F.1 and Lemma F.5, we can derive that

• If σ(·) is the identity map, then

F
(t)
1

F
(t)
3

=
(D −K)Kp(t)2

DKp(t)2 − 2Kp(t) + 1
= Kp(t)

D −K

DKp(t) + 1
p(t) − 2K

≥ Kp(t);

F
(t)
1

F
(t)
3

=
(D −K)Kp(t)2

DKp(t)2 − 2Kp(t) + 1
= Kp(t)

D −K

DKp(t) + 1
p(t) − 2K

≤
√
DKp(t).

The last inequality is derived by 2
√
DK−2K ≤ DKp(t)+ 1

p(t)−2K ≤ D−K as 1
D ≤ p(t) < 1

K .

• If σ(·) is ReLU activation function, it is also straightforward that

F
(t)
1

F
(t)
3

≥
2(D −K)Kp(t)2

2

DKp(t)2 − 2Kp(t) + 1
= Kp(t)

D −K

DKp(t) + 1
p(t) − 2K

≥ Kp(t).

On the other hand, by Lemma F.5, it can be derived that

F
(t)
1

F
(t)
3

≤
2(D −K)

(
Kp(t)2

2 + 1
2π

√
K

D−K p(t)(1−Kp(t))
)

DKp(t)2 − 2Kp(t) + 1

=Kp(t)

(
D −K

DKp(t) + 1
p(t) − 2K

+

√
D −K

K

1−Kp(t)

π
(
DKp(t)2 − 2Kp(t) + 1

))

≤Kp(t)

(
1

2

√
D

K
+

1

π

√
D −K

K
+

1

2

)
≤

√
DKp(t),

where the penultimate inequality holds since DKp(t) + 1
p(t) − 2K ≥ 2

√
DK − 2K, and

1−Kp(t)
DKp(t)2−2Kp(t)+1 is a decreasing function w.r.t. p(t) as the numerator is decreasing w.r.t.
p(t) while denominator is increasing w.r.t. p(t). Therefore, it takes the maximum value when

p(t) = 1
D , and consequently 1−Kp(t)

DKp(t)2−2Kp(t)+1 ≤
√

D−K
K .

• If σ(·) is Leaky ReLU activation function, by utilizing a similar calculation, it holds that

F
(t)
1

F
(t)
3

≥
2(D −K) (1+κ)2Kp(t)2

2

(1 + κ)2
(
DKp(t)2 − 2Kp(t) + 1

) = Kp(t)
(D −K)p(t)

DKp(t)2 − 2Kp(t) + 1
≥ Kp(t);

F
(t)
1

F
(t)
3

≤
2(D −K)

(
(1+κ)2Kp(t)2

2 + (1−κ)2

2π

√
K

D−K p(t)(1−Kp(t))
)

(1 + κ)2
(
DKp(t)2 − 2Kp(t) + 1

) ≤
√
DKp(t).
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This completes the proof.

Lemma D.4 (Restatement of Lemma D.2, the first part). Under the same conditions of Theorem 3.1,
there exist time dependent non-negative scalars C1(t), such that

w
(t)
V,m = C1(t) · v∗

m, for allm ∈ [M ], (D.11)

where C1(t) has the following iterative rule:

C1(t+ 1) = C1(t) +Dη

(
F

(t)
3

Kp(t)
− C1(t)F

(t)
1

)
= C1(t) +

ηDF
(t)
3

Kp(t)

(
1− C1(t)

C∗
1 (t)

)
, (D.12)

where C∗
1 (t) =

F
(t)
3

Kp(t)F
(t)
1

.

Proof of Lemma D.4. First at the initialization t = 0, we have W
(0)
V = 0M×d, satisfying (D.11).

Next, we assume that at t-th iteration, the conclusion of (D.11) still holds, and we will prove that it
continues to hold at the t+ 1-th iteration. Actually, it suffices to show that

∇wV,m
L(W(t)

V ;W
(t)
KQ) = c1(t) · v∗

m, for allm ∈ [M ], (D.13)

where c1(t) is a time-dependent scalar. By Lemma D.1, we have

∇wV,m
L(W(t)

V ;W
(t)
KQ) = −

D∑
i=1

D∑
i1=1

E

[[
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)]
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
xi1S

(t)
i1,i

]

= −
D∑
i=1

D∑
i1=1

E

[
Ym,iσ

′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
xi1S

(t)
i1,i

]
︸ ︷︷ ︸

I1

+

D∑
i=1

D∑
i1=1

E

[
σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
xi1S

(t)
i1,i

]
︸ ︷︷ ︸

I2

(D.14)

For I1, we have

I1 =

D∑
i=1

D∑
i1=1

E

[
Ym,iσ

′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
ΓmΓ⊤

mxi1S
(t)
i1,i

]

=

D∑
i=1

D∑
i1=1

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
⟨v∗

m,xi1⟩S
(t)
i1,i

]
· v∗

m

+

D∑
i=1

D∑
i1=1

d∑
k=2

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
⟨ξm,k,xi1⟩S

(t)
i1,i

]
· ξm,k

=

D∑
i=1

D∑
i1=1

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
⟨v∗

m,xi1⟩S
(t)
i1,i

]
· v∗

m.

The first quality holds as E is mean-zero and independent with X, and the last equality
holds as the orthogonality between v∗

m and ξm,k implies that ⟨v∗
m,xi2⟩ is independent with

⟨ξm,k,xi1⟩ for all i1, i2 ∈ [D]. Notice that
[
f∗(X)

]
m,i

= 1
Kσ
(∑

i′∈Gi⟨v∗
m,xi′⟩

)
and

σ′(∑D
i1=1⟨w

(t)
V,m,xi1⟩S

(t)
i1,i

)
= σ′(C1(t)

∑D
i1=1⟨v∗

m,xi1⟩S
(t)
i1,i

)
= σ′(∑D

i1=1⟨v∗
m,xi1⟩S

(t)
i1,i

)
.

Consequently, ⟨ξm,k,xi1⟩ is a mean-zero Gaussian random variable, and independent with both[
f∗(X)

]
m,i

and σ′(∑D
i1=1⟨w

(t)
V,m,xi1⟩S

(t)
i1,i

)
simultaneously, implying that

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
⟨ξm,k,xi1⟩S

(t)
i1,i

]
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=E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
S
(t)
i1,i

]
E[⟨ξm,k,xi1⟩] = 0.

Based on previous results, by plugging
[
f∗(X)

]
m,i

= 1
Kσ(

∑
i1∈Gi⟨v∗

m,xi1⟩) and utilizing the
definition of F3(a, b) in (D.4), we can further derive that

I1 =
1

K

D∑
i=1

E

[
σ

( ∑
i1∈Gi

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)( D∑
i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)]
· v∗

m

=
1

p(t)K

D∑
i=1

E

[
σ

( ∑
i1∈Gi

⟨v∗
m,xi1⟩p(t)

)
σ′
( ∑

i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)

·
( ∑

i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)]
· v∗

m

=
D

Kp(t)
F3

(
Kp(t)2,

(
1−Kp(t)

)2
D −K

)
· v∗

m =
DF

(t)
3

Kp(t)
v∗
m.

The second equality is derived by fact that σ(ax) = aσ(x) and σ′(ax) = σ′(x) if a ≥ 0, and
the definition of p(t). The penultimate equality holds as

∑
i1∈Gi⟨v∗

m,xi1⟩p(t) ∼ N (0,Kp(t)2),∑
i1 /∈Gi⟨v∗

m,xi1⟩
1−Kp(t)
D−K ∼ N

(
0,

(
1−Kp(t)

)2
D−K

)
, and they are independent. Then we can conclude

the final result by the definition of F3(a, b) in (D.4). Similar to the process of handling I1, we have
the following for I2:

I2 =

D∑
i=1

D∑
i1=1

E

[
σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
ΓmΓ⊤

mxi1S
(t)
i1,i

]

= C1(t)

D∑
i=1

E

[
σ

( ∑
i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)

· σ′
( ∑

i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)

·
( ∑

i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)]
· v∗

m

= DC1(t)F1

(
Kp(t)2 +

(
1−Kp(t)

)2
D −K

)
· v∗

m = DC1(t)F
(t)
1 · v∗

m.

where the last equality holds by Lemma F.1. Plugging the calculation results for I1 and I2
into (D.14), we can immediately derive (D.13), which, as we stated previously, directly con-
clude (D.11). In addition, we can further calculate that

w
(t+1)
V,m = C1(t+ 1) · v∗

m =

(
C1(t) +Dη

(
F

(t)
3

Kp(t)
− C1(t)F

(t)
1

))
· v∗

m,

which finishes the proof of (D.12). Next, we prove that C1(t) is always non-negative by induction.
Obviously C1(t) ≥ 0, and we prove that C1(t + 1) ≥ 0 by assuming that C1(t) ≥ 0. Firstly, we
define that

C∗
1 (t) =

F
(t)
3

Kp(t)F
(t)
1

.

Then based on the definition of C∗
1 (t), the iterative rule for C1(t) can be re-written as

C1(t+ 1) = C1(t) +
ηDF

(t)
3

Kp(t)

(
1− C1(t)

C∗
1 (t)

)
.
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From the iterative rule above, it is clear that if C1(t) ≤ C∗
1 (t), then C1(t + 1) ≥ C1(t), and

C1(t + 1) < C1(t) if C1(t) > C∗
1 (t). Notice that Lemma D.3 immediately implies that 1 ≤

C∗
1 (t) ≤

√
D
K . We can conclude that once C1(t) surpasses

√
D
K , then it starts to decrease until it

becomes lower than
√

D
K . Therefore, we have

C1(t) ≤
√

D

K
+Dη

F
(t)
3

Kp(t)
≤
√

D

K
+Dη

Kp(t)2 +
√

K
D−K p(t)

(
1−Kp(t)

)
Kp(t)

=

√
D

K
+ ηD

(
p(t) +

√
1

K(D −K)

(
1−Kp(t)

))
≤
√

D

K
+

2ηD

K
≤
√

D + 1

K
,

where the second inequality holds as F (t)
3 ≤ Kp(t)2 +

√
K

D−K p(t)
(
1 − Kp(t)

)
demonstrated in

Lemma F.5, and the last inequality holds by the condition of η that η ≤ O(D−5/2) in Theorem 3.1.
Now we prove that C1(t + 1) ≥ 0 holds for both cases: C1(t) ≤ C∗

1 (t) and C1(t) > C∗
1 (t). If

C1(t) ≤ C∗
1 (t), then it is straightforward that C1(t + 1) ≥ C1(t) ≥ 0. If C1(t) > C∗

1 (t), then we
have

C1(t+ 1) ≥ C1(t)− ηDC1(t)F1(t)

≥ C1(t)−
DηC1(t)

(
DKp(t)2 − 2Kp(t) + 1

)
D −K

≥ 1−Dη

√
D + 1

K

(
DKp(t)2 − 2Kp(t) + 1

)
D −K

≥ 1− η

√
D + 1

K

D

K
≥ 1

2
.

Here, the second inequality holds as F (t)
1 ≤ DKp(t)2−2Kp(t)+1

D−K implied by Lemma F.1. The second

inequality holds by C1(t) ≤
√

D+1
K , and C1(t) ≥ C∗

1 (t) ≥ 1. The third inequality holds as

DKp(t)2−2Kp(t)+1 ≤ D−K
K when 1

D ≤ p(t) ≤ 1
K . The last inequality holds by the condition of

η that η ≤ O(D−5/2) in Theorem 3.1. This finishes the proof that C1(t) is always non-negative.

In the proof above, we introduce the definition of a proxy C∗
1 (t) =

F
(t)
3

Kp(t)F
(t)
1

, and utilize this proxy

to provide an upper bound for C1(t). In fact, C∗
1 (t) can be regarded as a “stationary point” of the

iterative rule for C1(t) in (D.12). Inspired by the proof techniques proposed in Wang et al. (2024), we
introduce the following lemma, which offers a more refined upper bound for C1(t). We demonstrate
this lemma prior to Lemma D.8, as its conclusion will be utilized in the proof of Lemma D.8.
Lemma D.5. Suppose all conditions of Theorem 3.1 hold, and C1(t), C∗

1 (t) are as defined in
Lemma D.4. In addition, define that

A(t) =


Kp(t)2 if σ(·) is identity map;
Kp(t)2

4 + Kp(t)2

2π arctan
(√

K(D−K)p(t)

1−Kp(t)

)
if σ(·) is ReLU activation function;

(1+κ)2Kp(t)2

4 + (1−κ)2Kp(t)2

2π arctan
(√

K(D−K)p(t)

1−Kp(t)

)
if σ(·) is Leaky ReLU activation function,

(D.15)

and

B(t) =


0 if σ(·) is identity map;
1
2π

√
K

D−K p(t)
(
1−Kp(t)

)
if σ(·) is ReLU activation function;

(1−κ)2

2π

√
K

D−K p(t)
(
1−Kp(t)

)
if σ(·) is Leaky ReLU activation function.

(D.16)

Then it always holds that

C1(t) ≤
(
1 +

4A(t)

5
(
A(t) +B(t)

) 1−Kp(t)

Kp(t)
(
Dp(t)− 1

))C∗
1 (t), (D.17)
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Specifically, when p(t) ≤ 1
2
√
πDK

, this upper bound can be tighter as C1(t) ≤ C∗
1 (t).

Remark D.6. In fact, by checking the definition of F (t)
3 in Lemma D.2 and its calculated value in

Lemma F.5, we can conclude that F (t)
3 = A(t) +B(t).

In addition, we also have the following lemma, which provides further calculation results when the
conclusion of Lemma D.5 holds. This result will be utilized in the proof of Lemma D.8.
Lemma D.7. Suppose C1(t), C∗

1 (t) as defined in Lemma D.4, and satisfying that

C1(t) =

(
1 + α

A(t)

A(t) +B(t)

1−Kp(t)

Kp(t)
(
Dp(t)− 1

))C∗
1 (t)

for some scalar α < 1, then it holds that

F
(t)
4

p(t)
− F

(t)
3 −KC1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

)
=

(
1−Kp(t)

)2
Kp(t)

(
DKp(t)2−2Kp(t)+1

) (1− α)A(t);

F
(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

) − C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

)
=

1−Kp(t)

Kp(t)
(
DKp(t)2−2Kp(t)+1

) (1− α)A(t).

Proof of Lemma D.7. We prove this lemma when σ(·) is the identity map, ReLU activation func-
tion, and Leaky ReLU activation function, respectively. When σ(·) is the identity map, utilizing
Lemma F.1, Lemma F.2, Lemma F.5, Lemma F.6, and Lemma F.7, we can obtain that

F
(t)
1 = Kp(t)2 +

(
1−Kp(t)

)2
D −K

; F
(t)
2,1 = p(t)2; F

(t)
2,2 =

(
1−Kp(t)

)2
(D −K)2

;

F
(t)
3 = Kp(t)2; F

(t)
4 = p(t)2; F

(t)
5 = 0. (D.18)

Then combined with the definition of A(t), B(t) in Lemma D.5, we can derive that

F
(t)
4

p(t)
− F

(t)
3 −KC1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

)
=
F

(t)
4

p(t)
− F

(t)
3 −

(
1 + α

1−Kp(t)

Kp(t)
(
Dp(t)− 1

))KC∗
1 (t)

(
F

(t)
2,1 + p(t)F

(t)
1

)
=
1−Kp(t)

Kp(t)
A(t)−

(
1 +

αA(t)

A(t) +B(t)

1−Kp(t)

Kp(t)
(
Dp(t)− 1

))(1−Kp(t)
)(
Dp(t)− 1

)
DKp(t)2 − 2Kp(t) + 1

A(t)

=

(
1−Kp(t)

)2
Kp(t)

(
DKp(t)2−2Kp(t)+1

) (1− α)A(t).

where the first inequality holds by applying C1(t) =
(
1 + α A(t)

A(t)+B(t)
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t) and
B(t) = 0, the second inequality holds by applying the definition of C∗

1 (t) and the calculation results
illustrated in (D.18). Similarly, we can also derive that

F
(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

) − C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

)
=

A(t)

Kp(t)
−
(
1 + α

1−Kp(t)

Kp(t)
(
Dp(t)− 1

)) Dp(t)− 1

DKp(t)2 − 2Kp(t) + 1
A(t)

=
1−Kp(t)

Kp(t)
(
DKp(t)2 − 2Kp(t) + 1

) (1− α)A(t).

This finishes the proof when σ(·) is identity map. When σ(·) is the ReLU activation function,
utilizing Lemma F.1, Lemma F.2, Lemma F.5, Lemma F.6, and Lemma F.7, we can obtain that

F
(t)
1 =

Kp(t)2

2
+

(
1−Kp(t)

)2
2(D −K)

; F
(t)
2,1 =

p(t)2

2
; F

(t)
2,2 =

(
1−Kp(t)

)2
2(D −K)2

;
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F
(t)
3 =

Kp(t)2

4
+

Kp(t)2

2π
arctan

(√
K(D −K)p(t)

1−Kp(t)

)
+

1

2π

√
K

D −K
p(t)

(
1−Kp(t)

)
= A(t) +B(t);

F
(t)
4 =

p(t)2

4
+

p(t)2

2π
arctan

(√
K(D −K)p(t)

1−Kp(t)

)
+

√
K(D −K)p(t)3

(
1−Kp(t)

)
2π(DKp(t)2 − 2Kp(t) + 1)

= A(t) +
(D −K)p(t)2

DKp(t)2 − 2Kp(t) + 1
B(t);

F
(t)
5 =

p(t)
(
1−Kp(t)

)3
2π(D −K)

(
DKp(t)2 − 2Kp(t) + 1

)√ K

D −K
. (D.19)

Then combined with the definition of A(t), B(t) in Lemma D.5, we can derive that
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(t)
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p(t)
− F
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F

(t)
2,1 + p(t)F

(t)
1

)
=
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(t)
4
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(
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))C∗
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(
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4
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(
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)(
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)
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(
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(
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(
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)

=

(
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(
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Similarly, we also have
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(
1−Kp(t)
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(
F
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−
(
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A(t)+B(t)

1−Kp(t)
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(
Dp(t)−1
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1

(
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)
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1
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)
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(
1+
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=
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(
DKp(t)2−2Kp(t)+1

) (1− α)A(t).
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This completes the proof of the scenario that σ(·) is ReLU activation function. For the case that σ(·)
is the Leaky ReLU activation function, utilizing Lemma F.1, Lemma F.2, Lemma F.5, Lemma F.6,
and Lemma F.7, we can obtain that

F
(t)
1 =

(1 + κ2)Kp(t)2

2
+

(1 + κ2)
(
1−Kp(t)

)2
2(D −K)

;

F
(t)
2,1 =

(1 + κ2)p(t)2

2
; F

(t)
2,2 =

(1 + κ2)
(
1−Kp(t)

)2
2(D −K)2

;

F
(t)
3 =

(1 + κ)2Kp(t)2

4
+

(1− κ)2Kp(t)2

2π
arctan

(√
K(D −K)p(t)

1−Kp(t)

)
+

(1− κ)2

2π

√
K

D −K
p(t)

(
1−Kp(t)

)
= A(t) +B(t);

F
(t)
4 =

(1 + κ)2p(t)2

4
+

(1− κ)2p(t)2

2π
arctan

(√
K(D −K)p(t)

1−Kp(t)

)
+

(1− κ)2
√
K(D −K)p(t)3

(
1−Kp(t)

)
2π(DKp(t)2 − 2Kp(t) + 1)

= A(t) +
(D −K)p(t)2

DKp(t)2 − 2Kp(t) + 1
B(t);

F
(t)
5 =

(1− κ)2p(t)
(
1−Kp(t)

)3
2π(D −K)

(
DKp(t)2 − 2Kp(t) + 1

)√ K

D −K
. (D.20)

Then the remaining proof is entirely identical to that of the ReLU activation function, when replacing
the values of these terms demonstrated in (D.20).

Based on the conclusion of Lemma D.5 and Lemma D.7, we are now prepared to prove Lemma D.8.
We will address the proof of Lemma D.5 after completing the proof of Lemma D.8.

Lemma D.8. Under the same conditions of Theorem 3.1, there exist time dependent non-negative,
monotonically increasing scalars C2(t) and C3(t), such that

W
(t)
KQ = C2(t)

D∑
i=1

∑
i1∈Gi

pi1p
⊤
i − C3(t)

D∑
i=1

∑
i1 /∈Gi

pi1p
⊤
i . (D.21)

Due to the specific pattern of W(t)
KQ demonstrated in (D.21), there exist a time dependent scalar

p(t), such that S(t)
i1,i

= p(t) for all i ∈ [D] and i1 ∈ Gi. Otherwise, S(t)
i1,i

= 1−Kp(t)
D−K . Additionally,

1
D ≤ p(t) ≤ 1

K and p(t) is monotonically increasing. Based on the definition of p(t), C2(t) and
C3(t) have the following iterative rules

C2(t+ 1) =C2(t) + η
C1(t)M√

D

(
1

K

(
F

(t)
4

p(t)
− F

(t)
3

)
− C1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

))
; (D.22)

C3(t+ 1) =C3(t)−η
C1(t)M(1−Kp(t))√

D(D −K)

((
F

(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

))− C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

))
.

(D.23)

In addition, based on all these definitions, the coefficients C1(t), C2(t), and C3(t) are essentially
minimizing the following loss function by gradient descent

L̃(C1, C2, C3) =
cσD∥V∗∥2F
2(D −K)

[
K(D −K)

(
1

K
− C1p

)2

+ C2
1

(
1−Kp

)2]
−D∥V∗∥2FF6(C1, p).
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where cσ is an absolute constant such that cσ = 1{σ(·) is identity map} + 1
21{σ(·) is ReLU} +

1+κ2

2 1{σ(·) is Leaky ReLU}. In addition, F6(C1, p) is defined as

F6 =



0; If σ(·)is identity map

pC2
1

(
Kp

(
1
π arctan

(
p
√

K(D−K)

1−Kp

)
− 1

2

)
+ (1−Kp)

√
K

π
√
D−K

)
; If σ(·)is ReLU activation

(1− κ)2pC2
1

(
Kp

(
1
π arctan

(
p
√

K(D−K)

1−Kp

)
− 1

2

)
+ (1−Kp)

√
K

π
√
D−K

)
. If σ(·)is Leaky ReLU activation

Proof of Lemma D.8. Similarly, it can be easily verified that the initialization W
(0)
KQ = 0D×D sat-

isfies (D.21). Assuming it holds at the t-th iteration, we aim to prove that it continues to hold at the
t+ 1-th iteration. To do this, it suffices to show that

∇WKQ
L(W(t)

V ;W
(t)
KQ) = −c2(t)

D∑
i=1

∑
i1∈Gi

pi1p
⊤
i + c3(t)

D∑
i=1

∑
i1 /∈Gi

pi1p
⊤
i , (D.24)

where c2(t) and c3(t) are two time-dependent non-positive scalars. By Lemma D.1, we have
√
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(t)
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(D.25)

In the next, we discuss the value of I3, I4, I5, and I6 respectively. For I3, it can be calculated as

I3 =
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)
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Notice that ⟨v∗
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∑
i1∈Gi,i1 ̸=i′⟨v∗

m,xi1⟩p(t) ∼ N (0, (K − 1)p(t)2), and∑
i1 /∈Gi⟨v∗
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D−K ) are three independent Gaussian random vari-
ables. Consequently, the first term in the penultimate equality is derived by the definition of
F4(a, b, c) in (D.5). Similarly,
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dependent Gaussian random variables. Therefore, the second term in the penultimate equality is
derived by the definition of F5(a, b, c) in (D.6). Similarly, for I4, we can calculate it as

I4 =
1

K

M∑
m=1

D∑
i=1

E

[
σ

( ∑
i1∈Gi

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)] D∑
i2=1

S
(t)
i2,i

pi2p
⊤
i

=
C1(t)

Kp(t)

M∑
m=1

D∑
i=1

E

[
σ

( ∑
i1∈Gi

⟨v∗
m,xi1⟩p(t)

)
σ′
( ∑

i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)

·
( ∑

i1∈Gi

⟨v∗
m,xi1⟩p(t) +

∑
i1 /∈Gi

⟨v∗
m,xi1⟩

1−Kp(t)

D −K

)] D∑
i2=1

S
(t)
i2,i

pi2p
⊤
i

=
C1(t)M

K
F3

(
Kp(t)2,

(
1−Kp(t)

)2
D −K

) D∑
i=1

∑
i2∈Gi

pi2p
⊤
i

+
C1(t)M

(
1−Kp(t)

)
(D−K)Kp(t)

F3

(
Kp(t)2,

(
1−Kp(t)

)2
D−K

) D∑
i=1

∑
i2 /∈Gi

pi2p
⊤
i

=
C1(t)MF

(t)
3

K

D∑
i=1

∑
i2∈Gi

pi2p
⊤
i +

C1(t)M
(
1−Kp(t)

)
F

(t)
3

(D −K)Kp(t)

D∑
i=1

∑
i2 /∈Gi

pi2p
⊤
i

The penultimate equality holds by the definition of F3(a, b) in (D.4), as
∑

i1∈Gi⟨v∗
m,xi1⟩p(t) ∼

N (0,Kp(t)2), and
∑

i1 /∈Gi⟨v∗
m,xi1⟩

1−Kp(t)
D−K ∼ N

(
0, (1−Kp(t))2

D−K

)
are two independent Gaussian

random variables. Additionally, I5 can be calculated as

I5 = C1(t)
2

M∑
m=1

D∑
i=1

D∑
i′=1

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
⟨v∗

m,xi′⟩S(t)
i′,i

]
pi′p

⊤
i

D∑
i2=1

S
(t)
i2,i

= C1(t)
2

M∑
m=1

D∑
i=1

∑
i′∈Gi

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
⟨v∗

m,xi′⟩p(t)

]
pi′p

⊤
i
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+ C1(t)
2

M∑
m=1

D∑
i=1

∑
i′∈Gi

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
⟨v∗

m,xi′⟩
1−Kp(t)

D −K

]
pi′p

⊤
i

= MC1(t)
2F2

(
p(t)2, (K − 1)p(t)2 +

(
1−Kp(t)

)2
D −K

) D∑
i=1

∑
i′∈Gi

pi′p
⊤
i

+MC1(t)
2F2

((
1−Kp(t)

)2
(D −K)2

,Kp(t)2 +
(D −K − 1)

(
1−Kp(t)

)2
(D −K)2

) D∑
i=1

∑
i′ /∈Gi

pi′p
⊤
i

= MC1(t)
2F

(t)
2,1

D∑
i=1

∑
i′∈Gi

pi′p
⊤
i +MC1(t)

2F
(t)
2,2

D∑
i=1

∑
i′ /∈Gi

pi′p
⊤
i ,

where the penultimate equality utilize the definition of F2(a, b) in (D.3). Similarly, for I6, we have

I6 = C1(t)
2

M∑
m=1

D∑
i=1

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)( D∑
i1=1

⟨v∗
m,xi1⟩S

(t)
i1,i

)] D∑
i2=1

S
(t)
i2,i

pi2p
⊤
i

= MC1(t)
2p(t)F

(t)
1

D∑
i=1

∑
i2∈Gi

pi2p
⊤
i +MC1(t)

2F
(t)
1

1−Kp(t)

D −K

D∑
i=1

∑
i2 /∈Gi

pi2p
⊤
i .

Combining all these results of I3, I4, I5, and I6, and plugging them into (D.25), we obtain that

∇WKQ
L(W(t)

V ;W
(t)
KQ)

=− C1(t)M√
D

(
1

K

(
F

(t)
4

p(t)
− F

(t)
3

)
− C1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

)) D∑
i=1

∑
i′∈Gi

pi′p
⊤
i

+
C1(t)M

(
1−Kp(t)

)
(D −K)

√
D

((
F

(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

))−C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

)) D∑
i=1

∑
i′ /∈Gi

pi′p
⊤
i

=− c2(t)

D∑
i=1

∑
i′∈Gi

pi′p
⊤
i + c3(t)

D∑
i=1

∑
i′ /∈Gi

pi′p
⊤
i .

It remains to show that c2(t) and c3(t) are always non-negative. Notice that Lemma D.5 guarantee
the assumption of Lemma D.7. By carefully compare the formulas and applying Lemma D.7, we
can obtain that

K
√
Dc2(t)

MC1(t)
≥

(
1−Kp(t)

)2
5Kp(t)

(
DKp(t)2−2Kp(t)+1

)A(t) ≥ 0.

Since we have proved that C1(t) is always non-negative in Lemma D.4, this result implies that
c2(t) ≥ 0. Similarly, for c3(t), we have

√
D(D −K)c3(t)

MC1(t)(1−Kp(t))
≥ 1−Kp(t)

5Kp(t)
(
DKp(t)2−2Kp(t)+1

)A(t) ≥ 0.

This proves that c3(t) ≥ 0, and we conclude that

C2(t+ 1) =C2(t) + η
C1(t)M√

D

(
1

K

(
F

(t)
4

p(t)
− F

(t)
3

)
− C1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

))
;

C3(t+ 1) =C3(t)−η
C1(t)M(1−Kp(t))√

D(D −K)

((
F

(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

))− C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

))
,

which completes the proof of (D.21), (D.22) and (D.23). It remains to prove the conclusions regard-
ing S

(t)
i1,i

and p(t). By the orthogonality among the positional encodings pi’s, it is straightforward
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that for all i, i1 ∈ [D],

p⊤
i1W

(t)
KQpi =

{
C2(t) if i1 ∈ Gi;

−C3(t) if i1 /∈ Gi.

Then by the definition of S(t), when i1 ∈ Gi

S
(t)
i1,i

=
exp

(
p⊤

i1
W

(t)
KQpi√
D

)
∑D

i2=1 exp
(

p⊤
i2

W
(t)
KQpi√
D

) =
exp

(
C2(t)√

D

)
K exp

(
C2(t)√

D

)
+ (D −K) exp

(
− C3(t)√

D

)
=

1

K + (D −K) exp
(
− C2(t)+C3(t)√

D

) = p(t).

Since C2(t) and C3(t) are non-negative and monotonically increasing scalars, we immediately con-
clude that 1

D ≤ p(t) ≤ 1
K , and p(t) is also monotonically increasing. Lastly, it remains to formulate

excess loss into an expression of excess loss. By the parameter forms in Lemma D.2, we have

L̃(C1, C2, C3) = L(WV ,WKQ)− Lopt

=E

[
M∑

m=1

D∑
i=1

(
σ

(∑
i′∈Gi⟨v∗

m,xi′⟩
K

)
− σ

(
C1p

∑
i′∈Gi

⟨v∗
m,xi′⟩+

C1(1−Kp)

D −K

∑
i′ /∈Gi

⟨v∗
m,xi′⟩

))2]

=

M∑
m=1

D∑
i=1

E

[
σ

(∑
i′∈Gi⟨v∗

m,xi′⟩
K

)2
]

︸ ︷︷ ︸
I7

+

M∑
m=1

D∑
i=1

E

[
σ

(
C1p

∑
i′∈Gi

⟨v∗
m,xi′⟩+

C1(1−Kp)

D −K

∑
i′ /∈Gi

⟨v∗
m,xi′⟩

)2
]

︸ ︷︷ ︸
I8

− 2

M∑
m=1

D∑
i=1

E

[
σ

(∑
i′∈Gi⟨v∗

m,xi′⟩
K

)
σ

(
C1p

∑
i′∈Gi

⟨v∗
m,xi′⟩+

C1(1−Kp)

D −K

∑
i′ /∈Gi

⟨v∗
m,xi′⟩

)]
︸ ︷︷ ︸

I9

.

For the term I7 and I8, by the fact that E[σ(x)2] = cσa when x ∼ N (0, a), we can directly calculate
that

I7 =
cσ∥v∗

m∥22
K

;

I8 = cσKp2C2
1∥v∗

m∥22 +
cσC

2
1 (1−Kp)2∥v∗

m∥22
D −K

.

In addition, by utilizing the conclusions in Lemma F.8, we can conclude that

I9 = cσC1p∥v∗
m∥22 −

D∥v∗
m∥22F6(C1, p)

2
.

Plugging all these results, we completes the proof that

L̃(C1, C2, C3) =
cσD∥V∗∥2F
2(D −K)

[
K(D −K)

(
1

K
− C1p

)2

+ C2
1

(
1−Kp

)2]
−D∥V∗∥2FF6(C1, p)

Now, we successfully prove all the conclusions of Lemma D.8.

Lastly, before we prove Lemma D.5, we first introduce and prove the following Lemma D.9,
Lemma D.10, Lemma D.11, and Lemma D.12, which will be utilized for proof of Lemma D.5.
Lemma D.9. Under the same conditions as Theorem 3.1 and p(t) as defined in Lemma D.2, it holds
that

p(t)
(
1−Kp(t)

)
2
√
D

(
∆C2(t) + ∆C3(t)

)
≤ ∆p(t) ≤

D2p(t)
(
1−Kp(t)

)
√
D(D2 − 1)

(
∆C2(t) + ∆C3(t)

)
;

∆C2(t) + ∆C3(t) ≤ η
MD

K2(D −K)

√
D + 1

K
≤ 1

D2
,

where ∆p(t) = p(t+ 1)− p(t), ∆C2(t) = C2(t+ 1)− C2(t), and ∆C3(t) = C3(t+ 1)− C3(t).

30



1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648
1649
1650
1651
1652
1653
1654
1655
1656
1657
1658
1659
1660
1661
1662
1663
1664
1665
1666
1667
1668
1669
1670
1671
1672
1673

Under review as a conference paper at ICLR 2026

Proof of Lemma D.9. By the definition of p(t) in Lemma D.2, it can be derived that

∆p(t) = p(t+ 1)− p(t) =
1

K + (D −K) exp
(
− C2(t+1)+C3(t+1)√

D

) − 1

K + (D −K) exp
(
− C2(t)+C3(t)√

D

)
≤ 1

K + (D −K) exp
(
− C2(t)+C3(t)√

D

)(
1− ∆C2(t)+∆C3(t)√

D

) − 1

K + (D −K) exp
(
− C2(t)+C3(t)√

D

)
=

(
∆C2(t) + ∆C3(t)

)
(D −K) exp

(
− C2(t)+C3(t)√

D

)
√
D
[
K + (D −K) exp

(
− C2(t)+C3(t)√

D

)(
1− ∆C2(t)+∆C3(t)√

D

)][
K + (D −K) exp

(
− C2(t)+C3(t)√

D

)]
≤ ∆C2(t) + ∆C3(t)√

D −∆C2(t)−∆C3(t)

(D −K) exp
(
− C2(t)+C3(t)√

D

)
[
K + (D −K) exp

(
− C2(t)+C3(t)√

D

)]2
=

∆C2(t) + ∆C3(t)√
D −∆C2(t)−∆C3(t)

p(t)
(
1−Kp(t)

)
Additionally, applying the update rules for C2(t) and C3(t) derived in Lemma D.8, along with a
similar calculation to the one used in the proof of Lemma D.7, we obtain that

∆C2(t) ≤η
MC1(t)

K
√
D

(
F

(t)
4

p(t)
− F

(t)
3

)
=η

MC1(t)

K
√
D

((
1

Kp(t)
− 1

)
A(t) +

(
(D −K)p(t)

DKp(t)2 − 2Kp(t) + 1
− 1

)
B(t)

)

=η
MC1(t)

K
√
D

(
1−Kp(t)

Kp(t)
A(t) +

(
1−Kp(t)

)(
Dp(t)− 1

)
Kp(t)

(
Dp(t)− 1

)
+ 1−Kp(t)

B(t)

)
≤η

MC1(t)

K
√
D

1−Kp(t)

Kp(t)
F

(t)
3 ≤ η

MC1(t)

K
√
D

1−Kp(t)

Kp(t)

(
Kp(t)2 +

1

2π

√
K

D−K
p(t)

(
1−Kp(t)

))
≤η

M

K2

√
D + 1

DK
.

Here, the penultimate inequality holds as C1(t) ≤
√

D+1
K and 1

D ≤ p(t) ≤ 1
K . Similarly, we can

also derive that

∆C3(t) ≤ η
MC1(t)

(
1−Kp(t)

)
√
D(D −K)

F
(t)
3

Kp(t)
≤ η

M

K(D −K)

√
D + 1

DK
.

Combining these results, we have

∆C2(t) + ∆C3(t) ≤ η
MD

K2(D −K)

√
D + 1

K
≤ 1

D2
,

where the last inequality holds by the condition that η ≤ O(M−1D−5/2) in Theorem 3.1. Replacing
these results, we finally prove that

∆p(t) ≤
D2p(t)

(
1−Kp(t)

)
√
D(D2 − 1)

(
∆C2(t) + ∆C3(t)

)
.

On the other hand, since ∆C2(t) + ∆C3(t) is sufficiently small, we can also have

∆p(t) ≥ 1

K + (D −K) exp
(
− C2(t)+C3(t)√

D

)(
1− ∆C2(t)+∆C3(t)

2
√
D

)
− 1

K + (D −K) exp
(
− C2(t)+C3(t)√

D

)
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≥ ∆C2(t) + ∆C3(t)

2
√
D

(D −K) exp
(
− C2(t)+C3(t)√

D

)
[
K + (D −K) exp

(
− C2(t)+C3(t)√

D

)]2
=

p(t)
(
1−Kp(t)

)
2
√
D

(
∆C2(t) + ∆C3(t)

)
.

This completes the proof.

Lemma D.10. For C∗
1 (t) defined in Lemma D.2, it hols that C∗

1 (t) is monotonically increasing w.r.t
t when p(t) ≤ 1

2
√
πDK

.

Proof of Lemma D.10. As Lemma D.8 demonstrates that p(t) is always monotonically increasing.
Consequently, it suffices to show that C∗

1 (t) is monotonically increasing w.r.t. p(t) when p(t) ≤
1

2
√
πDK

. In the following, we discuss the three scenarios where σ(·) is the identity map, ReLU
activation function, and Leaky ReLU activation function, respectively. When σ(·) is the identity
map,

C∗
1 (t) =

(D −K)p(t)

DKp(t)2 − 2Kp(t) + 1
=

D −K

DKp(t) + 1
p(t) − 2K

.

It is straightforward that C∗
1 (t) is monotonically increasing when p(t) ≤ 1√

DK
, as the denominator

is decreasing. When σ(·) is the ReLU activation function, we have

C∗
1 (t) =

π(D −K)p(t) + 2(D −K)p(t) arctan
(√

K(D −K) p(t)
1−Kp(t)

)
+ 2(D −K) 1−Kp(t)√

K(D−K)

2π(DKp(t)2 − 2Kp(t) + 1)
.

By applying basic calculus, we can derive that

dC∗
1 (t)

dp(t)
≥
2π(π − 1)(D −K)

(
DKp(t)2 − 2Kp(t) + 1

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2
−

2(D −K)
(
πp(t) + 1√

K(D−K)

)
4πK

(
Dp(t)− 1

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2
≥

3π(D −K)
(
1− 4πDKp(t)2

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2 +
3π(D −K)

(
1− 2

√
πDKp(t)

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2 ,
which is positive when p(t) ≤ 1

2
√
πDK

. Therefore, we can conclude that when p(t) ≤ 1
2
√
πDK

,
C∗

1 (t) is monotonically increasing w.r.t. p(t). Similarly, when σ(·) is the Leaky ReLU activation
function, we also have,

C∗
1 (t) =

(1+κ)2π(D−K)p(t) + 2(1−κ)2(D−K)p(t) arctan
(√

K(D−K) p(t)
1−Kp(t)

)
2(1 + κ2)π(DKp(t)2 − 2Kp(t) + 1)

+
(1−κ)2(D−K)(1−Kp(t))√

K(D−K)(1 + κ2)π(DKp(t)2 − 2Kp(t) + 1)
,

and
dC∗

1 (t)

dp(t)
≥
2π(π − 1)(D −K)

(
DKp(t)2 − 2Kp(t) + 1

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2
=

2(D −K)
(
πp(t) + 1√

K(D−K)

)
K
(
Dp(t)− 1

)
π
(
DKp(t)2 − 2Kp(t) + 1

)2
≥

3π(D −K)
(
1− 4πDKp(t)2

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2 +
3π(D −K)

(
1− 2

√
πDKp(t)

)
4π2
(
DKp(t)2 − 2Kp(t) + 1

)2 ,
which proves that C∗

1 (t) is monotonically increasing w.r.t. p(t) when p(t) ≤ 1
2
√
πDK

.
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Lemma D.11. For C∗
1 (t) defined in Lemma D.2, it holds that

C∗
1 (t+ 1) ≥ C∗

1 (t)−
3DKp(t)∆p(t)

DKp(t)2 − 2Kp(t) + 1
C∗

1 (t), (D.26)

Proof of Lemma D.11. We prove (D.26) for σ(·) is identity map, ReLU activation function, and
Leaky ReLU activation function, respectively. When σ(·) is identity map,

C∗
1 (t+ 1) =

(D −K)p(t+ 1)

DKp(t+ 1)2 − 2Kp(t+ 1) + 1
≥ (D −K)p(t)

DKp(t)2 − 2Kp(t) + 1 +DK∆p(t)(2p(t) + ∆p(t))

≥ C∗
1 (t)−

DK∆p(t)(2p(t) + ∆p(t))

DKp(t)2 − 2Kp(t) + 1
C∗

1 (t) ≥ C∗
1 (t)−

3DKp(t)∆p(t)

DKp(t)2 − 2Kp(t) + 1
C∗

1 (t),

where the second inequality holds by Lemma F.9, and the last inequality holds by ∆p(t) ≤ p(t)
implied by Lemma D.9. When σ(·) is ReLU activation function,

C∗
1 (t+ 1) =

π(D −K)p(t+ 1) + 2(D −K)p(t+ 1) arctan
(√

K(D −K) p(t+1)
1−Kp(t+1)

)
2π(DKp(t+ 1)2 − 2Kp(t+ 1) + 1)

+
(D −K)(1−Kp(t+ 1))√

K(D −K)π(DKp(t+ 1)2 − 2Kp(t+ 1) + 1)

≥
π(D −K)p(t) + 2(D −K)p(t) arctan

(√
K(D −K) p(t)

1−Kp(t)

)
+ 2(D −K) 1−Kp(t)√

K(D−K)

2π(DKp(t)2 − 2Kp(t) + 1) + 2πDK∆p(t)(2p(t) + ∆p(t))

≥ C∗
1 (t)−

3DKp(t)∆p(t)

DKp(t)2 − 2Kp(t) + 1
C∗

1 (t),

where the first inequality holds as the numerator is a monotonically increasing function w.r.t. p(t).
Furthermore, the second inequality holds by Lemma F.9, and ∆p(t) ≤ p(t) implied by Lemma D.9.
Similarly, when σ(·) is the Leaky ReLU activation function,

C∗
1 (t+ 1) =

(1+κ)2π(D−K)
(1−κ)2 p(t+1) + 2(D−K)p(t+1) arctan

(√
K(D−K) p(t+1)

1−Kp(t+1)

)
+ 2(D−K) 1−Kp(t+1)√

K(D−K)

2π(1+κ2)
(1−κ)2 (DKp(t+ 1)2 − 2Kp(t+ 1) + 1)

≥

(1+κ)2π(D−K)
(1−κ)2 p(t) + 2(D −K)p(t) arctan

(√
K(D −K) p(t)

1−Kp(t)

)
+ 2(D −K) 1−Kp(t)√

K(D−K)

2π(1+κ2)
(1−κ)2 (DKp(t)2 − 2Kp(t) + 1) + 2π(1+κ2)

(1−κ)2 DK∆p(t)(2p(t) + ∆p(t))

≥ C∗
1 (t)−

3DKp(t)∆p(t)

DKp(t)2 − 2Kp(t) + 1
C∗

1 (t).

This completes the proof

Lemma D.12. For A(t), B(t) defined in Lemma D.5, it holds that

A(t+ 1)

A(t+ 1) +B(t+ 1)

1−Kp(t+ 1)

Kp(t+ 1)
(
Dp(t+ 1)− 1

)
≥ A(t)

A(t) +B(t)

1−Kp(t)

Kp(t)
(
Dp(t)− 1

) − A(t)

A(t) +B(t)

2DKp(t)∆p(t)

K2p(t)2
(
Dp(t)− 1

)2 . (D.27)

Proof of Lemma D.12. Notice that B(t)
A(t) is a non-increasing function w.r.t. p(t). Therefore, we can

derive that

A(t+ 1)

A(t+ 1) +B(t+ 1)

1−Kp(t+ 1)

Kp(t+ 1)
(
Dp(t+ 1)− 1

)
=

A(t+ 1)

A(t+ 1) +B(t+ 1)

(
1

Kp(t+ 1)
(
Dp(t+ 1)− 1

) − 1

Dp(t+ 1)− 1

)
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≥ A(t)

A(t) +B(t)

(
1

Kp(t)
(
Dp(t)− 1

)
+∆p(t)

(
2DKp(t) +DK∆p(t)−K

) − 1

Dp(t)− 1

)
≥ A(t)

A(t) +B(t)

1−Kp(t)

Kp(t)
(
Dp(t)− 1

) − A(t)

A(t) +B(t)

∆p(t)
(
2DKp(t) +DK∆p(t)−K

)
K2p(t)2

(
Dp(t)− 1

)2
≥ A(t)

A(t) +B(t)

1−Kp(t)

Kp(t)
(
Dp(t)− 1

) − A(t)

A(t) +B(t)

2DKp(t)∆p(t)

K2p(t)2
(
Dp(t)− 1

)2 ,
where the last inequality holds δp(t) ≤ 1

D implied by Lemma D.9. This completes the proof.

Now, we are ready to prove Lemma D.5.

Proof of Lemma D.5. As Lemma D.10 guarantees that C∗
1 (t) is monotonically increasing when

p(t) ≤ 1
2
√
πDK

. Consequently, when p(t) ≤ 1
2
√
πDK

,

C∗
1 (t+ 1)− C1(t+ 1) ≥ C∗

1 (t)− C1(t+ 1) =

(
1− ηDF

(t)
3

Kp(t)C∗
1 (t)

)(
C∗

1 (t)− C1(t)
)

≥
(
1− ηD

K

)(
C∗

1 (t)− C1(t)
)
≥
(
1− ηD

K

)t+1(
C∗

1 (0)− C1(0)
)
≥ 0.

The second inequality holds by F
(t)
3

Kp(t) ≤ 1
K , and C∗

1 (t) ≥ 1. The last inequality holds by
the assumption of η in Theorem 3.1, and C1(0) = 0. In the next, we prove that (D.17) holds
when p(t) ≥ 1

2
√
πDK

by induction. We assume (D.17) holds at t-th iteration and examine the
t + 1-th iteration. Inspired by the separating strategy in Wang et al. (2024), we consider the fol-
lowing two cases: (i). when C1(t) ≤

(
1 + 2A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t) and (ii). when(
1 + 2A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t) ≤ C1(t) ≤
(
1 + 4A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t). For
the first case, it suffices to show that(

1+
4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1)

≥
(
1+

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t). (D.28)

This is because if C1(t) ≤ C∗
1 (t), we have

C∗
1 (t)− C1(t+ 1) =

(
1− ηDF

(t)
3

Kp(t)C∗
1 (t)

)(
C∗

1 (t)− C1(t)
)
≥ 0,

which implies that

C1(t+ 1) ≤ C∗
1 (t) ≤

(
1+

4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1).

The last inequality is guaranteed by (D.28). On the other hand, if C∗
1 (t) < C1(t) ≤

(
1 +

2A(t)
5(A(t)+B(t))

1−Kp(t)
Kp(t)(Dp(t)−1)

)
C∗

1 (t), then we can also obtain that

C1(t+ 1) ≤ C1(t) ≤
(
1+

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)

≤
(
1+

4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1).

In the next, we show that (D.28) holds. By applying the lower bounds derived in Lemma D.11 and
Lemma D.12, we can derive that(

1+
4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1)
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≥
(
1+

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t) +

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

)C∗
1 (t)

−
(
1+

4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
3DKp(t)∆p(t)

DKp(t)2 − 2Kp(t) + 1
C∗

1 (t)

− A(t)

A(t) +B(t)

2DKp(t)∆p(t)

K2p(t)2
(
Dp(t)− 1

)2C∗
1 (t)

≥
(
1+

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t) +

2
(
1−Kp(t)

)
15Kp(t)

(
Dp(t)−1

)C∗
1 (t)

− 3(4π + 1)DKp(t)∆p(t)

Kp(t)
(
Dp(t)−1

)
+ 1−Kp(t)

C∗
1 (t)−

10πDKp(t)∆p(t)

Kp(t)
(
Dp(t)− 1

)C∗
1 (t)

≥
(
1+

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t) +

1−Kp(t)

Kp(t)
(
Dp(t)−1

)( 2

15
− (22π + 3)Kp(t)2

D

)
C∗

1 (t)

≥
(
1+

2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t),

which finishes the proof of (D.28). In the derivation above, the second inequality holds as
A(t)

A(t)+B(t) ≥ 1
3 and 1

Kp(t)(Dp(t)−1) ≤ 5π when p(t) ≥ 1
2
√
πDK

. The penultimate inequality
is derived by Lemma D.9. As we demonstrated previously, (D.28) implies that (D.17) holds at
the t + 1-th iteration for the first case. In the following, we consider the second case, where(
1 + 2A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t) ≤ C1(t) ≤
(
1 + 4A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t). For
this case, it suffices to show that(

1+
4A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)−

ηD
(
1−Kp(t)

)
10K

(
Dp(t)−1

)
≤
(
1+

4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1) (D.29)

This is because

C1(t+ 1) =C1(t) +
ηDF

(t)
3

Kp(t)

(
1− C1(t)

C∗
1 (t)

)
≤
(
1+

4A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)−

ηDF
(t)
3

Kp(t)

2A(t)

5(A(t) +B(t))

1−Kp(t)

Kp(t)(Dp(t)− 1)

≤
(
1+

4A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)−

ηD
(
1−Kp(t)

)
10K

(
Dp(t)− 1

)
≤
(
1+

4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1),

where the penultimate inequality is derived by F
(t)
3 = A(t) +B(t) and A(t) ≥ Kp(t)2

4 , and the last
inequality is guaranteed by (D.29). To show (D.29) holds, by applying Lemma D.7, we derive an
refined upper bound for ∆C2(t) and ∆C3(t) as follows:

∆C2(t) =
ηMC1(t)

K
√
D

(
F

(t)
4

p(t)
− F

(t)
3 −KC1(t)

(
F

(t)
2,1 + p(t)F

(t)
1

))
≤ 3ηMC1(t)

5K
√
D

(
1−Kp(t)

)2
Kp(t)

(
DKp(t)2−2Kp(t)+1

)A(t) ≤
3(4π + 1)ηMp(t)

(
1−Kp(t)

)2
5K

√
D
(
DKp(t)2−2Kp(t)+1

)C∗
1 (t),

and

∆C3(t) =
ηMC1(t)

(
1−Kp(t)

)
√
D(D −K)

(
F

(t)
3

Kp(t)
− (D −K)F

(t)
5

Kp(t)
(
1−Kp(t)

) − C1(t)

(
F

(t)
1 −

(D−K)F
(t)
2,2

1−Kp(t)

))
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≤
3ηMC1(t)

(
1−Kp(t)

)
5
√
D(D −K)

1−Kp(t)

Kp(t)
(
DKp(t)2−2Kp(t)+1

)A(t)

≤
3(4π + 1)ηMp(t)

(
1−Kp(t)

)2
5(D −K)

√
D
(
DKp(t)2−2Kp(t)+1

)C∗
1 (t).

Based on these refined upper bounds for ∆C2(t),∆C3(t), and the lower bounds obtained previously,
we can derive that(

1+
4A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)

−
(
1+

4A(t+ 1)

5
(
A(t+1)+B(t+1)

) 1−Kp(t+ 1)

Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t+1)

≤
(
1+

4A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)−

(
1+

4A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)
(
Dp(t)−1

))C∗
1 (t)

+
(22π + 3)D∆p(t)

Dp(t)− 1
C∗

1 (t)

≤ (22π + 3)D

Dp(t)− 1

D2p(t)
(
1−Kp(t)

)
√
D(D2 − 1)

(
∆C2(t) + ∆C3(t)

)
C∗

1 (t)

≤3(22π + 3)(4π + 1)

5

ηD
(
1−Kp(t)

)
K
(
Dp(t)−1

) D3Mp(t)2
(
1−Kp(t)

)2
(D2 − 1)D(D −K)

(
DKp(t)2−2Kp(t)+1

)C∗
1 (t)

2

≤
ηD
(
1−Kp(t)

)
K
(
Dp(t)−1

) 60πM

DK2
≤

ηD
(
1−Kp(t)

)
10K

(
Dp(t)−1

) .
Here, the first inequality is derived by applying the upper bound of

(
1 +

4A(t+1)
5(A(t+1)+B(t+1))

1−Kp(t+1)
Kp(t+1)(Dp(t+1)−1)

)
C∗

1 (t + 1) obtained previously. The second inequality
holds by applying Lemma D.9. The third inequality is derived by replacing the refined upper bound
of ∆C2(t) and ∆C3(t). The penultimate inequality holds as C∗

1 (t) ≤ 1
Kp(t) , and the last inequality

is guaranteed by D ≥ Ω(M) in the condition of Theorem 3.1. This demonstrates that (D.29) holds
in the second case, which completes the proof of (D.17).

D.2 THREE PHASES TRAINING

In the previous section, Lemma D.2 accurately characterizes the training dynamics of W
(t)
V and

W
(t)
KQ. Specifically, it demonstrates that W(t)

V = C1(t)V
∗, where C1(t) is always upper bounded

by
(
1 + 4A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t). Next, we will show that the update pattern of C1(t)

differs across three distinct phases. In the first phase, C1(t) monotonically increases, approaching
C∗

1 (t) while p(t) remains close to 1
D . In the second phase, C1(t) remains in a neighborhood of

C∗
1 (t), while p(t) monotonically increases. This increase exhibits modes characteristic of a tensor

power progression, continuing until p(t) reaches 1
2K . In the third phase, the p(t) will eventually

converges to 1
K , and C∗

1 (t) converges to 1, leading the loss also to converge. The formal proof is
provided as follows.
Lemma D.13. Under the same conditions with Theorem 3.1, there exist t1 = Θ(η−1), such that
C1(t1) ≥ 0.95 · C∗

1 (t1), and p(t) ≤ 1+D−1/4

D for all t ≤ t1.

Proof of Lemma D.13. Notice that when C1(t) ≤ C∗
1 (t), C1(t) is monotonically increasing. Let t1

be the first time such that C1(t) ≥ 0.95 · C∗
1 (t). For the conclusion regarding p(t) with t ≤ t1, we

first assume it holds and utilize it to demonstrate other conclusions, and lastly prove it by induction.
Since p(t) almost remain unchanged for all t ≤ t1, we can obtain that 0.975 ·C∗

1 (t
′) ≥ 0.95 ·C∗

1 (t
′′)

for all t′, t′′ ≤ t1 (This conclusion is proved in following Lemma D.14). Therefore for all t < t1

C1(t+ 1)− C1(t) =
ηDF

(t)
3

Kp(t)

(
1− C1(t)

C∗
1 (t)

)
≥ ηDF

(t)
3

Kp(t)

(
1− C1(t1 − 1)

0.95
0.975C

∗
1 (t1 − 1)

)
≥ ηDF

(t)
3

40Kp(t)
,
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where the last inequality holds by C1(t1−1)
C∗

1 (t1−1) ≤ 0.95. On the other hand, it is straightforward that

C(t+ 1)− C(t) ≤ ηDF
(t)
3

Kp(t) . Additionally, when 1
D ≤ p(t), p(t1) ≤ 1+D−1/4

D , we can obtain that

• If σ(·) is the identity map, then

F
(t)
3

Kp(t)
= p(t) = Θ

(
1

D

)
;

C∗
1 (t1) =

F
(t1)
3

Kp(t1)F
(t1)
1

=
Θ(1)

Kp(t1)(Dp(t1)− 1) + 1−Kp(t1)
= Θ(1).

• If σ(·) is the ReLU activation function, then

F
(t)
3

Kp(t)
=

p(t)

4
+

p(t)

2π
arctan

(√K(D −K)p(t)

1−Kp(t)

)
+

1

2π
√
K(D −K)

(
1−Kp(t)

)
= Θ

(
1√
DK

)
;

C∗
1 (t1) =

F
(t1)
3

Kp(t1)F
(t1)
1

=
Θ
(√

D
K

)
Kp(t1)(Dp(t1)− 1) + 1−Kp(t1)

= Θ
(√D

K

)
.

• If σ(·) is the Leaky ReLU activation function, then

F
(t)
3

Kp(t)
=

(1 + κ)2p(t)

4
+

(1− κ)2p(t)

2π
arctan

(√K(D −K)p(t)

1−Kp(t)

)
+

(1− κ)2

2π
√

K(D −K)

(
1−Kp(t)

)
= Θ

(
1√
DK

)
;

C∗
1 (t1) =

F
(t1)
3

Kp(t1)F
(t1)
1

=
Θ
(√

D
K

)
Kp(t1)(Dp(t1)− 1) + 1−Kp(t1)

= Θ
(√D

K

)
.

Therefore, we conclude that

t1 =
0.95 · C∗

1 (t1)
1
t1

∑t1−1
t=0 ∆C1(t)

=



Θ(1)
Θ(η) = Θ(η−1), if σ(·)is identity map;
Θ
(√

D
K

)
Θ
(
η
√

D
K

) = Θ(η−1), if σ(·)is ReLU activation function;

Θ
(√

D
K

)
Θ
(
η
√

D
K

) = Θ(η−1), if σ(·)is Leaky ReLU activation function.

Next we prove that p(t1) ≤ 1+D−1/4

D by induction. Assume it holds at t-th iteration, then by
Lemma D.9 we can derive that

∆C2(t) + ∆C3(t) ≤ η
MD

K2(D −K)

√
D + 1

DK
,

and consequently

∆p(t) ≤
D2p(t)

(
1−Kp(t)

)
√
D(D2 − 1)

(
∆C2(t) + ∆C3(t)

)
≤ 3Mη√

K5D3
.

Therefore, we can eventually conclude that

p(t1) ≤ p(0) +

t1−1∑
t=0

∆p(t) ≤ 1

D
+Θ

(
M√
K5D3

)
≤ 1 +D−1/4

D
,

where the last inequality is derived by our condition that D = Ω
(
poly(M)

)
in Theorem 3.1. This

completes the proof.
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Lemma D.14. For all t′, t′′ ≤ t1, where t1 is defined in Lemma D.13, it holds that 0.975 ·C∗
1 (t

′) ≥
0.95 · C∗

1 (t
′′).

Proof of Lemma D.14. Notice that by the definition of C∗
1 (t), it is entirely determined by p(t). And

for all t′, t′′ ≤ t1, we all have 1
D ≤ p(t′), p(t′′) ≤ 1+D−1/4

D . With Lemma F.1 and Lemma F.5, we
can further derive that

• If σ(·) is the identity map, then

C∗
1 (t

′) =
(D −K)p(t′)

DKp(t′)2 − 2Kp(t′) + 1
≤ D −K

D
1+D−1/4 −K(1−D−1/4)

≤ 1 +D− 1
4

C∗
1 (t

′) =
(D −K)p(t′)

DKp(t′)2 − 2Kp(t′) + 1
≥ D −K

D −K
= 1.

It immediately concludes that

0.975 · C∗
1 (t

′′)− 0.95 · C∗
1 (t

′) ≥ 1

40
−D− 1

4 ≥ 0,

as D ≥ Ω(1).

• If σ(·) is the ReLU activation function, then

C∗
1 (t

′) =
2(D −K)F

(t′)
3

Kp(t′)
(
DKp(t′)2 − 2Kp(t′) + 1

) ≤
1
π

√
D−K
K + (D−K)p(t′)

2

1−Kp(t′)

≤ 1

π

√
D −K

K
+

(D −K)p(t′)

2
+

Kp(t′)
(
1
π

√
D−K
K + (D−K)p(t′)

2

)
(
1−Kp(t′)

)2
≤ 1

π

√
D −K

K
+ 1 +

K

D
+

2

π

√
K

D
≤ 1

π

√
D −K

K
+ 2,

where the penultimate and last inequalities hold by utilizing Lemma F.10, and 1
D ≤ p(t′) ≤

1+D−1/4

D , D ≥ Ω
(
poly(K)

)
in the conditions of Theorem 3.1. Similarly, we can also obtain that

C∗
1 (t

′′) =
2(D −K)F

(t′′)
3

Kp(t′′)
(
DKp(t′′)2 − 2Kp(t′′) + 1

) ≥
1
π

√
D−K
K

1 +DKp(t′′)2

≥ 1

π

√
D −K

K
− 1

π

√
D −K

K
DKp(t′′)2 ≥ 1

π

√
D −K

K
− 1,

where the penultimate and last inequalities hold by utilizing Lemma F.9, and 1
D ≤ p(t′) ≤

1+D−1/4

D , D ≥ Ω
(
poly(K)

)
in the conditions of Theorem 3.1. Based on these two results, it

is straightforward that

0.975 · C∗
1 (t

′′)− 0.95 · C∗
1 (t

′) ≥ 1

40π

√
D −K

K
− 3 ≥ 0,

as D ≥ Ω
(
poly(K)

)
.

• If σ(·) is the ReLU activation function, then

C∗
1 (t

′) =
2(D −K)F

(t′)
3

(1 + κ2)Kp(t′)
(
DKp(t′)2 − 2Kp(t′) + 1

) ≤
(1−κ)2

π

√
D−K
K + (1+κ2)(D−K)p(t′)

2

(1 + κ2)
(
1−Kp(t′)

)
≤ (1− κ)2

(1 + κ2)π

√
D −K

K
+ 2;

C∗
1 (t

′′) =
2(D −K)F

(t′)
3

(1 + κ2)Kp(t′)
(
DKp(t′)2 − 2Kp(t′) + 1

) ≥
(1−κ)2

π

√
D−K
K

(1 + κ)2
(
1 +DKp(t′′)2

)
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≥ (1− κ)2

(1 + κ2)π

√
D −K

K
− 1.

Combining these results directly leads to

0.975 · C∗
1 (t

′′)− 0.95 · C∗
1 (t

′) ≥ (1− κ)2

40(1 + κ2)π

√
D −K

K
− 3 ≥ 0,

as D ≥ Ω
(
poly(K)

)
.

This completes the proof.

Lemma D.13 successfully demonstrate that at the initial phase of training, C1(t) will mono-
tonically increases until 0.95 · C∗

1 (t), while p(t) remains smaller that 1+D−1/4

D . Furthermore,
once C1(t) reaches 0.95 · C∗

1 (t), it never falls below this threshold again. Combined with
the conclusion demonstrated in Lemma D.5 that C1(t) is always upper bounded by

(
1 +

4A(t)
5(A(t)+B(t))

1−Kp(t)
Kp(t)(Dp(t)−1)

)
C∗

1 (t), we can claim that C1(t) will always remain inner a neighbor-
hood around C∗

1 (t). The following lemma provides a formal illustration.

Lemma D.15. Under the same conditions as Theorem 3.1 and with t1 as defined in Lemma D.13,
for all t ≥ t1, the following holds:

C1(t) ≥

[
0.95 ∨

(
1− 4A(t)

5(A(t) +B(t))

1−Kp(t)

Kp(t)
(
Dp(t)− 1

))]C∗
1 (t), (D.30)

where A(t) and B(t) are defined same as in Lemma D.5.

Before we prove Lemma D.15, we first introduce the following lemma, which will be utilized in the
proof of Lemma D.15.

Lemma D.16. For C∗
1 (t) defined in Lemma D.2, it always holds that

C∗
1 (t+ 1) ≤ C∗

1 (t) +
3
(
D −K +KC∗

1 (t)
)

2
(
DKp(t)2 − 2Kp(t) + 1−K∆p(t)

)∆p(t). (D.31)

In addition, C∗
1 (t) is monotonically decreasing when p(t) ≥ 2√

DK
.

Proof of Lemma D.16. We prove this lemma by considering σ(·) as the identity map, ReLU activa-
tion function, and Leaky ReLU activation function, respectively.

• If σ(·) is the identity map, then

C∗
1 (t+ 1) =

(D −K)p(t+ 1)

DKp(t+ 1)2 − 2Kp(t+ 1) + 1
≤ (D −K)p(t) + (D −K)∆p(t)

DKp(t)2 − 2Kp(t) + 1− 2K∆p(t)

≤C∗
1 (t) +

D −K +KC∗
1 (t)

DKp(t)2 − 2Kp(t) + 1−K∆p(t)
∆p(t).

In addition,

C∗
1 (t) =

D −K

DKp(t) + 1
p(t) − 2K

,

which is obviously decreasing when p(t) ≥ 2√
DK

.

• If σ(·) is the ReLU activation function, then

C∗
1 (t+ 1) =

π(D−K)p(t+1) + 2(D−K)p(t+1) arctan
(√

K(D−K)p(t+1)

1−Kp(t+1)

)
+ 2(D−K) 1−Kp(t+1)√

K(D−K)

2π(DKp(t+ 1)2 − 2Kp(t+ 1) + 1)
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≤
π(D−K)p(t)+2(D−K)p(t) arctan

(√
K(D−K)p(t)

1−Kp(t)

)
2π(DKp(t)2 − 2Kp(t) + 1)− 2πK∆p(t)

+
2(D−K) 1−Kp(t)√

K(D−K)
+3π(D−K)∆p(t)

2π(DKp(t)2 − 2Kp(t) + 1)− 2πK∆p(t)

≤ C∗
1 (t) +

3
(
D −K +KC∗

1 (t)
)

2
(
DKp(t)2 − 2Kp(t) + 1−K∆p(t)

)∆p(t).

In addition,

C∗
1 (t) =

D −K

2
(
DKp(t)+ 1

p(t)−2K
) + (D−K) arctan

(√
K(D−K)p(t)

1−Kp(t)

)
π
(
DKp(t)+ 1

p(t)−2K
) +

√
D−K
K

(
1−Kp(t)

)
π
(
DKp(t)+ 1

p(t)−2K
) ,

where all these three terms are monotonically decreasing w.r.t. p(t), when p(t) ≥ 2√
DK

. This
demonstrates that C∗

1 (t) is monotonically decreasing when p(t) ≥ 2√
DK

.

• If σ(·) is the Leaky ReLU activation function, then by a similar calculation process,

C∗
1 (t+ 1)

=
π(1+κ)2(D−K)p(t+1) + 2(1−κ)2(D−K)p(t+1) arctan

(√
K(D−K)p(t+1)

1−Kp(t+1)

)
2(1+κ2)π(DKp(t+ 1)2 − 2Kp(t+ 1) + 1)

+
(1−κ)2(D−K)(1−Kp(t+ 1))

(1+κ2)π(DKp(t+ 1)2 − 2Kp(t+ 1) + 1)
√
K(D−K)

≤
π(1+κ)2(D−K)p(t)+2(1−κ)2(D−K)p(t) arctan

(√
K(D−K)p(t)

1−Kp(t)

)
2(1+κ2)π(DKp(t)2 − 2Kp(t) + 1)− 2π(1+κ2)K∆p(t)

+
2(1−κ)2(D−K) 1−Kp(t)√

K(D−K)
+ 3π(1+κ)2(D−K)∆p(t)

2(1+κ2)π(DKp(t)2 − 2Kp(t) + 1)− 2π(1+κ2)K∆p(t)

≤C∗
1 (t) +

3
(
D −K +KC∗

1 (t)
)

2
(
DKp(t)2 − 2Kp(t) + 1−K∆p(t)

)∆p(t).

In addition,

C∗
1 (t) =

(1+κ)2(D −K)

2(1+κ2)
(
DKp(t)+ 1

p(t)−2K
)+ (1−κ)2(D−K) arctan

(√
K(D−K)p(t)

1−Kp(t)

)
π(1+κ2)

(
DKp(t)+ 1

p(t)−2K
)

+
(1−κ)2

√
D−K
K

(
1−Kp(t)

)
π(1+κ2)

(
DKp(t)+ 1

p(t)−2K
) ,

where all these three terms are monotonically decreasing w.r.t. p(t), when p(t) ≥ 2√
DK

. This
demonstrates that C∗

1 (t) is monotonically decreasing when p(t) ≥ 2√
DK

.

This completes the proof.

Now, we are ready to prove Lemma D.15

Proof of Lemma D.15. We first prove the first part of (D.30), i.e. C1(t) ≥ 0.95 · C∗
1 (t) for all

t > t1, by induction. To establish the conclusion, we consider two cases at the t-th iteration: (i).
when C1(t) ≥ 0.975 · C∗

1 (t). (ii). when 0.95 · C∗
1 (t) ≤ C1(t) < 0.975 · C∗

1 (t). For the first case,
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when p(t) ≤ 1
2
√
πDK

, Lemma D.5 shows that C1(t) ≤ C∗
1 (t), implying that C1(t + 1) ≥ C1(t).

Then we can derive that

C1(t+ 1) ≥C1(t) ≥ 0.975 · C∗
1 (t) ≥ 0.975 · C∗

1 (t+ 1)−
3
(
D −K +KC∗

1 (t)
)

2
(
DKp(t)2 − 2Kp(t) + 1−K∆p(t)

)∆p(t)

≥0.975 · C∗
1 (t+ 1)− 3(D −K)

D2
≥ 0.975 · C∗

1 (t+ 1)− 0.025 ≥ 0.95 · C∗
1 (t+ 1),

where the third inequality holds by applying the lower bound of C∗
1 (t) demonstrated in Lemma D.16.

The forth inequality holds as C∗
1 (t) ≤

√
D
K , and ∆p(t) ≤ 1

D2 guaranteed by Lemma D.9. The

penultimate inequality holds as D ≥ Ω
(
poly(K)

)
, and the last inequality holds as C∗

1 (t) ≥ 1.
When p(t) ≥ 1

2
√
πDK

, the upper bound of C1(t) established in Lemma D.5 can help to derive that

C1(t+ 1) ≥C1(t)−
4ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

)
≥0.975 · C∗

1 (t+ 1)− 3(D −K)

D2
− 4ηDA(t)

5K2p(t)2
(
Dp(t)− 1

)
≥0.975 · C∗

1 (t+ 1)− 3(D −K)

D2
− η

√
D

K3
≥ 0.975 · C∗

1 (t+ 1)− 0.025 ≥ 0.95 · C∗
1 (t+ 1).

Here, the second inequality applies the previously obtained lower bound for C1(t). The third in-
equality holds as A(t) ≤ Kp(t)2, and p(t) ≥ 1

2
√
πDK

. The penultimate inequality is derived by

D ≥ Ω
(
poly(K)

)
and η ≤ O(MD−5/2) in the condition of Theorem 3.1. These results demon-

strate that under the first case, C1(t+ 1) ≥ 0.95 · C∗
1 (t+ 1). Let’s consider the second case, where

0.95 ·C∗
1 (t) ≤ C1(t) < 0.975 ·C∗

1 (t). Under this case, it is obvious that C1(t+ 1) would be larger
than C1(t), and by the updating rule, we have

C1(t+ 1) ≥C1(t) +
ηDF

(t)
3

40Kp(t)
≥ 0.95 · C∗

1 (t) +
ηDF

(t)
3

40Kp(t)
−

3
(
D −K +KC∗

1 (t)
)

2
(
DKp(t)2 − 2Kp(t) + 1−K∆p(t)

)∆p(t)

≥0.95 · C∗
1 (t) + ηp(t)

(
D

80
− 3MD3(1−Kp(t))√

D(D2 − 1)(D −K)K2

√
D + 1

K

)
≥0.95 · C∗

1 (t) + ηp(t)

(
D

80
− 4M

K
5
2

)
≥ 0.95 · C∗

1 (t).

Here, the second inequality holds by (D.31), the third inequality holds since F
(t)
3 ≥ Kp(t)2

2 by
Lemma F.5, D−K+KC∗

1 (t)
DKp(t)2−2Kp(t)+1−K∆p(t) ≤ 2D, and applying the conclusion of upper bound of

∆p(t) demonstrated in Lemma D.9. Besides, the last two inequalities is guaranteed by D ≥
Ω
(
poly(M,K)

)
. This finishes the proof of C1(t) ≥ 0.95 · C∗

1 (t) for all t ≥ t1. In the next,
we prove the second part of (D.30), i.e. C1(t) ≥

(
1 − 4A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t). In fact,
we only need to consider the scenario where p(t) ≥ 2√

DK
. This is because when p(t) ≤ 2√

DK
,

4A(t)

5(A(t) +B(t))

1−Kp(t)

Kp(t)(Dp(t)− 1)
≥ 4(1−Kp(t))

5
(
Kp(t) + 2

π

√
K

D−K (1−Kp(t))
)
(Dp(t)− 1)

≥ 1

10
√
DKp(t)

≥ 0.05.

Therefore, C1(t) ≥ 0.95 · C∗
1 (t) guarantee that C1(t) ≥

(
1 − 4A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t)

holds when p(t) ≤ 2√
DK

. When p(t) ≥ 2√
DK

, we also consider two cases: (i). when C1(t) >
(
1−

2A(t)
5(A(t)+B(t))

1−Kp(t)
Kp(t)(Dp(t)−1)

)
C∗

1 (t). (ii). when
(
1 − 4A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t) ≤ C1(t) ≤(
1− 2A(t)

5(A(t)+B(t))
1−Kp(t)

Kp(t)(Dp(t)−1)

)
C∗

1 (t). Then, for the first case, at the t+ 1-th iteration, we have

C1(t+ 1) ≥C1(t)−
4ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

)
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≥
(
1− 2A(t)

5(A(t) +B(t))

1−Kp(t)

Kp(t)(Dp(t)− 1)

)
C∗

1 (t)−
4ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

)
≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1)

+
2A(t)

5(A(t)+B(t))

1−Kp(t)

Kp(t)(Dp(t)−1)
C∗

1 (t)−
4ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

)
− A(t)

A(t)+B(t)

∆p(t)
(
2DKp(t)+DK∆p(t)−K

)
K2p(t)2

(
Dp(t)− 1

)2 C∗
1 (t)

≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1)

+
1−Kp(t)

Kp(t)
(
Dp(t)− 1

)(C∗
1 (t)

5
− η

4D

5
− DC∗

1 (t)∆p(t)

Dp(t)− 1

)
≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1)

+
1−Kp(t)

Kp(t)
(
Dp(t)− 1

)(1

5
− 4

5
√
D3

− 2√
D3

)
≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1).

In particular, the third inequality is obtained by replacing the the lower bound of
A(t)

A(t)+B(t)
1−Kp(t)

Kp(t)(Dp(t)−1) in Lemma D.12, and utilizing C∗
1 (t) ≥ C∗

1 (t + 1) when p(t) ≥ 2√
DK

,

which is demonstrated in Lemma D.16. The forth inequality is derived by the facts A(t)
A(t)+B(t) ≥ 1

2

when p(t) ≥ 2√
DK

, A(t) ≤ Kp(t)2, and utilizing the upper bound of ∆p(t) in Lemma D.9. Lastly,

the penultimate inequality is derived as 1 ≤ C∗
1 (t) ≤

√
D
K , ∆p(t) ≤ 1

D5/2 , and η ≤ O(D−5/2).
This demonstrates that the second part of (D.30) holds at t + 1-th iteration for the first case. On
the other hand, for the second case, C1(t + 1) would be strictly larger than C1(t), and it can be
demonstrated that

C1(t+ 1) ≥C1(t) +
2ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

)
≥
(
1− 4A(t)

5
(
A(t) +B(t)

) 1−Kp(t)

Kp(t)(Dp(t)− 1)

)
C∗

1 (t) +
2ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

)
≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1)

+
2ηDA(t)(1−Kp(t))

5K2p(t)2
(
Dp(t)− 1

) − A(t)

A(t)+B(t)

∆p(t)
(
2DKp(t)+DK∆p(t)−K

)
K2p(t)2

(
Dp(t)− 1

)2 C∗
1 (t)

≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1)

+
η
(
1−Kp(t)

)
Kp(t)

(
Dp(t)− 1

)(D

5
−

2DM
(
1−Kp(t)

)
√
K7
(
Dp(t)− 1

) )
≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1),

where the last inequality holds as
2DM

(
1−Kp(t)

)
√
K7
(
Dp(t)−1

) ≤ O
(√

DM
K3

)
≤ O(D). This demonstrates that

under the second case, we still have

C1(t+ 1) ≥
(
1− 4A(t+ 1)

5
(
A(t+ 1) +B(t+ 1)

) 1−Kp(t+ 1)

Kp(t+ 1)(Dp(t+ 1)− 1)

)
C∗

1 (t+ 1),
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which finishes the proof of (D.30).

Lemmas D.15 and D.5 together establish matching lower and upper bounds for C1(t) after t1. Based
on these bounds, we can derive a precise training time at which p(t) achieves 1

2K . This result is
formally presented in the following lemma.

Lemma D.17. Under the same conditions as Theorem 3.1, there exists T ∗ = Θ
(

KD2

η
∑M

m=1 ∥v∗
m∥2

2

)
,

such that p(T ∗) ≥ 1
2 .

Proof of Lemma D.17. Notice that Lemma D.15 and Lemma D.5 guarantee that

0.95 · C∗
1 (t) ≤ C1(t) ≤ (4π + 1) · C∗

1 (t)

for all t ≥ t1. The left hand side inequality is straightforward, and the right hand side holds because:
when p(t) ≤ 1

2
√
πDK

, C1(t) ≤ C∗
1 (t) < (4π + 1) · C∗

1 (t); when p(t) ≥ 1
2
√
πDK

,

C1(t) ≤
(
1 +

4A(t)

5
(
A(t) +B(t)

) 1−Kp(t)

Kp(t)
(
Dp(t)− 1

))C∗
1 (t) ≤ (4π + 1) · C∗

1 (t).

On the other hand, Lemma D.15 and Lemma D.5 also guarantee that

C1(t) ≤
(
1 +

4A(t)

5
(
A(t) +B(t)

) 1−Kp(t)

Kp(t)
(
Dp(t)− 1

))C∗
1 (t);

C1(t) ≥
(
1− 4A(t)

5
(
A(t) +B(t)

) 1−Kp(t)

Kp(t)
(
Dp(t)− 1

))C∗
1 (t) (D.32)

These two lower and upper bounds of C1(t) allow us to apply Lemma D.7 to derive lower and upper
bounds for ∆C2(t) + ∆C3(t) as

∆C2(t) + ∆C3(t) ≤ η
9(4π + 1)Dp(t)

(
1−Kp(t)

)2∑M
m=1 ∥v∗

m∥22
10K(D −K)

√
D
(
DKp(t)2−2Kp(t)+1

) C∗
1 (t);

∆C2(t) + ∆C3(t) ≥ η
19Dp(t)

(
1−Kp(t)

)2∑M
m=1 ∥v∗

m∥22
200K(D −K)

√
D
(
DKp(t)2−2Kp(t)+1

)C∗
1 (t), (D.33)

where we replacing M with
∑M

m=1 ∥v∗
m∥22 to match the presentation in our Theorem 3.1. With

these bounds in hand, we denote T ∗ as the first time such that p(t) ≥ 1
2K . Then for all t1 ≤ t ≤ T ∗,

by applying Lemma D.9 and the upper and lower bounds of ∆C2(t) + ∆C3(t) obtained in (D.33),
it can be derived that

∆p(t) ≤
D2p(t)

(
1−Kp(t)

)
√
D(D2 − 1)

(
∆C2(t) + ∆C3(t)

)
≤ η

(8π + 2)
∑M

m=1 ∥v∗
m∥22

K
√
DK

p(t)2;

∆p(t) ≥
p(t)

(
1−Kp(t)

)
2
√
D

(
∆C2(t) + ∆C3(t)

)
≥ η

∑M
m=1 ∥v∗

m∥22
50K

√
DK

p(t)2.

Notice that the iterative rules for p(t) satisfying the assumptions in Lemma F.11. By applying
Lemma F.11 with the initialization that 1

D ≤ p(t1) ≤ 2
D , we can obtained that

T ∗ − t1 ≤ 50D2K

η
∑M

m=1 ∥v∗
m∥22

+ 100(8π + 2)
(
logD − logK

)
≤ Θ

(
D2K

η
∑M

m=1 ∥v∗
m∥22

)

T ∗ − t1 ≥ D2K

35πη
∑M

m=1 ∥v∗
m∥22

−
(
logD − logK

)
≥ Θ

(
D2K

η
∑M

m=1 ∥v∗
m∥22

)
.

This results demonstrates that T ∗ = t1 +Θ
(

D2K
η
∑M

m=1 ∥v∗
m∥2

2

)
= Θ

(
D2K

η
∑M

m=1 ∥v∗
m∥2

2

)
. This finishes the

proof.

In the next, we provide the analysis for the last stage that p(t) eventually converges to 1
K . This result

is formally presented in the following lemma.
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Lemma D.18. Under the same conditions as Theorem 3.1, for any T ≥ T ∗, where T ∗ =

Θ
(

D2K
η
∑M

m=1 ∥v∗
m∥2

2

)
as defined in Lemma D.17, it holds that

1

K
− 20D(D −K)√

ηK
∑M

m=1 ∥v∗
m∥22(T − T ∗)

≤ p(T ) ≤ 1

K
− D(D −K)

2e
√

ηK
∑M

m=1 ∥v∗
m∥22(T − T ∗)

. (D.34)

In addition, it holds that∣∣∣p(T )C1(T )−
1

K

∣∣∣ ≤ 2

D

(
1−Kp(T )

)
+

1

K

(
1−Kp(T )

)2
≤ 40K(D −K)√

ηK
∑M

m=1 ∥v∗
m∥22(T − T ∗)

+
400D2(D −K)2

η
∑M

m=1 ∥v∗
m∥22(T − T ∗)

(D.35)

Proof of Lemma D.18. With the bounds established in Lemma D.17 and the fact that 1−Kp(t)
p(t) =

exp
(
− C2(t)+C3(t)√

D

)
, the upper and lower bounds of ∆C2(t) + ∆C3(t) obtained in (D.33) can be

rewritten as

∆C2(t) + ∆C3(t) ≤ η
8π
∑M

m=1 ∥v∗
m∥22

K3
√
D3

e
− 2√

D

(
C2(t)+C3(t)

)
;

∆C2(t) + ∆C3(t) ≥ η

∑M
m=1 ∥v∗

m∥22
200K3

√
D3

e
− 2√

D

(
C2(t)+C3(t)

)
.

The upper and lower bounds of ∆C2(t) + ∆C3(t) match the assumptions of Lemma F.12. By
applying the lemma, we can obtain that for all T ≥ T ∗,

C2(T ) + C3(T ) ≥
√
D

2
log

(
η
∑M

m=1 ∥v∗
m∥22

200K3D2
(T − T ∗) + e

2
K

√
D

)
;

C2(T ) + C3(T ) ≤ η
8π
∑M

m=1 ∥v∗
m∥22

K3
√
D3

+

√
D

2
log

(
8πη

∑M
m=1 ∥v∗

m∥22
K3D2

(T − T ∗) + e
2

K
√

D

)
.

Replacing this result into the formula of p(T ), we have

p(T ) =
1

K + (D −K) exp
(
− C2(T )+C3(T )√

D

) ≥ 1

K + (D −K) exp
(
− 1

2 log
(η∑M

m=1 ∥v∗
m∥2

2

200K3D2 (T − T ∗)
))

≥ 1

K
− 20D(D −K)√

ηK
∑M

m=1 ∥v∗
m∥22(T − T ∗)

On the other hand, we can also derive that

p(T ∗) ≤ 1

K + (D −K) exp
(
− 1

2 log
( 8πη∑M

m=1 ∥v∗
m∥2

2

K3D2 (T − T ∗) + e
2

K
√

D

)
− η4π

∑M
m=1 ∥v∗

m∥2
2

K3D3

)
≤ 1

K
− D(D −K)

2e
√
ηK

∑M
m=1 ∥v∗

m∥22(T − T ∗)
.

This finishes the proof of (D.34). With this condition holds, by checking the definition of C∗
1 (T

∗),
we can obtain that

1 +
(
1−Kp(T )

)( 1

Kp(T )
− 1−Kp(T )

(D −K)Kp(T )2

)
≤ C∗

1 (T ) ≤ 1 +
1−Kp(T )

Kp(T )
.

Plugging this result into (D.32), we derive that

1 +
(
1−Kp(T )

)( 1

Kp(T )
− 2K

D

)
≤ C1(T ) ≤ 1 +

(
1−Kp(T )

)( 1

Kp(T )
+

2K

D

)
,

which immediately leads to the final conclusion of (D.35).
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Now, we are ready to prove Theorem 3.1.

Proof of Theorem 3.1. We first prove the first conclusion.

∥∥∥S(T ) − S∗
∥∥∥
F
=

√√√√ D∑
i1=1

D∑
i=1

(
S
(T )
i1,i

− S∗
i1,i

)2
=

√
DK

(
1

K
− p(T )

)2

+D(D −K)

(
1−Kp(T )

)2
(D −K)2

=
D√

K(D −K)

(
1−Kp(T )

)
= Θ

(
D

5
2√

η
∑M

m=1 ∥v∗
m∥22(T − T ∗)

)
,

where the last inequality holds by applying the upper and lower bounds of p(T ) derived in
Lemma D.18. This finishes the first conclusion of Theorem 3.1. Notice that in Lemma D.18, we
have derived that |C1(T )− 1| = Θ(1−Kp(T )), which directly imply that

∥∥W(T )
V −V∗∥∥

F
= |C1(T )− 1|∥V∗∥F = Θ

(
D2

√
K

η
∑M

m=1 ∥v∗
m∥22(T − T ∗)

)
· ∥V∗∥F ,

where the last inequality holds by applying the upper and lower bounds of p(T ) derived in
Lemma D.18. This finishes the second conclusion of Theorem 3.1. For the third conclusion, notice
that

L(W(T )
V ;W

(T )
KQ) =

1

2

M∑
m=1

D∑
i=1

E

[(
Ym,i − σ

( D∑
i1=1

⟨w(T )
V,m,xi1⟩S

(T )
i1,i

))2
]

=
1

2

M∑
m=1

D∑
i=1

E

[([
f∗(X)

]
m,i

− σ

( D∑
i1=1

⟨w(T )
V,m,xi1⟩S

(T )
i1,i

))2
]
+

1

2
E
[
∥E∥2F

]
,

where the last term is essential Lopt, and the last inequality holds by the independence between X
and E and the fact that E is zero-mean. Since this equation holds, in the next, we directly deal with
L(W(T )

V ;W
(T )
KQ)−Lopt. We first prove the upper bound. By utilizing the fact that |σ(x)−σ(y)| ≤

|x− y| for all x, y ∈ R, we can derive that

L(W(T )
V ;W

(T )
KQ)− Lopt =

1

2

M∑
m=1

D∑
i=1

E

[([
f∗(X)

]
m,i

− σ

( D∑
i1=1

⟨w(T )
V,m,xi1⟩S

(T )
i1,i

))2
]

≤1

2

M∑
m=1

D∑
i=1

E

[(( 1

K
− C1(T )p(T )

) ∑
i1∈Gi

⟨v∗
m,xi1⟩︸ ︷︷ ︸

Z
(T )
1,i,m

+
C1(T )

(
1−Kp(T )

)
D −K

∑
i1 /∈Gi

⟨v∗
m,xi1⟩︸ ︷︷ ︸

Z
(T )
2,i,m

)2
]
.

Notice that Z(T )
1,i,m ∼ N (0, σ2

1,m), where σ2
1,m = K∥v∗

m∥22
(

1
K − C1(T )p(T )

)2
, and Z

(T )
2,i,m ∼

N (0, σ2
2,m), where σ2

2,m =
∥v∗

m∥2
2C1(T )2(1−Kp(T ))2

D−K , and they are independent. Based on the upper
bounds derived in Lemma D.18, we can finally derive that

L(W(T )
V ;W

(T )
KQ)− Lopt ≤

1

2

M∑
m=1

D∑
i=1

E
[(

Z
(T )
1,i,m + Z

(T )
2,i,m

)2]
=

D

2

M∑
m=1

σ2
1,m +

D

2

M∑
m=1

σ2
2,m

=
DK

2

(
1

K
− C1(T )p(T )

)2 M∑
m=1

∥vm∥22 +
DC1(T )

2
(
1−Kp(T )

)2
2(D −K)

M∑
m=1

∥vm∥22

≤c̄
KD4

η(T − T ∗)
.

where the last inequality holds by applying the upper bounds for
(

1
K −C1(T )p(T )

)2
, and p(T ) de-

rived in Lemma D.18 This completes the proof for upper bound. On the other hand, denote Z3,m,i =∑
i1∈Gi⟨v∗

m,xi⟩ ∼ N (0,K∥vm∥22) and Z4,m,i =
∑

i1 /∈Gi⟨v∗
m,xi⟩ ∼ N

(
0, (D − K)∥vm∥22

)
,
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and Z
(T )
5,m,i = p(T )Z3,m,i +

1−Kp(T )
D−K Z4,m,i. Then, by utilizing the fact that |σ(x) − σ(y)| ≥

|x− y| · 1{x≥0,y≥0}, we can further derive that

L(W(T )
V ;W

(T )
KQ)− Lopt

=
1

2

M∑
m=1

D∑
i=1

E

[([
f∗(X)

]
m,i

− σ

( D∑
i1=1

⟨w(T )
V,m,xi1⟩S

(T )
i1,i

))2
]

=
1

2

M∑
m=1

D∑
i=1

E

[(
σ

(
Z3,m,i

K

)
− σ

(
C1(T )Z

(T )
5,m,i

))2
]

≥1

2

M∑
m=1

D∑
i=1

E

[(( 1

K
− C1(T )p(T )

)
Z3,m,i −

C1(T )(1−Kp(T ))

D −K
Z4,m,i

)2

1{Z3,m,i≥0}1{Z(T )
5,m,i≥0}

]

≥1

2

M∑
m=1

D∑
i=1

E

[(( 1

K
− C1(T )p(T )

)
Z3,m,i −

C1(T )(1−Kp(T ))

D −K
Z4,m,i

)2

1{Z3,m,i≥0}1{Z4,m,i≥0}1{Z(T )
5,m,i≥0}

]

=
1

2

M∑
m=1

D∑
i=1

E

[(( 1

K
− C1(T )p(T )

)
Z3,m,i −

C1(T )(1−Kp(T ))

D −K
Z4,m,i

)2

1{Z3,m,i≥0}1{Z4,m,i≥0}

]

=
1

2

M∑
m=1

D∑
i=1

(
1
K − C1(T )p(T )

)2
4

E[Z2
3,m,i] +

1

2

M∑
m=1

D∑
i=1

C1(T )
2(1−Kp(T ))2

4(D −K)2
E[Z2

4,m,i]

−
M∑

m=1

D∑
i=1

C1(T )
∣∣ 1
K − C1(T )p(T )

∣∣(1−Kp(T ))

D −K
E
[
Z3,m,i1{Z3,m,i≥0}

]
E
[
Z4,m,i1{Z4,m,i≥0}

]
≥
∑M

m=1 ∥vm∥22DC1(T )
2(1−Kp(T ))2

8(D −K)

−
∑M

m=1 ∥vm∥22DC1(T )
∣∣ 1
K − C1(T )p(T )

∣∣(1−Kp(T ))
√

K(D −K)

2π(D −K)

≥
∑M

m=1 ∥vm∥22DC1(T )(1−Kp(T ))2

2(D −K)

(
C1(T )

4
−

2
√

K(D −K)

πD

)
≥
∑M

m=1 ∥vm∥22D(1−Kp(T ))2

16(D −K)
≥ c

KD4

η(T − T ∗)
,

where the last inequality holds by applying the lower bound of 1 − Kp(T ) demonstrated in
Lemma D.18. This completes the proof.

E PROOF OF THEOREM 3.2 AND DISCUSSION OF THE WORST CASE EXAMPLE

In this section, we provide a complete proof for Theorem 3.2, and a worst-case example can attain
the upper bound in Theorem 3.2. We first prove Theorem 3.2 in the following.

Proof of Theorem 3.2. We first upper bound the OOD loss by the sum of three terms as

LOOD(W
(T )
V ;W

(T )
KQ) =

1

2
E
[
∥Ỹ − TF(Z̃;W

(T )
V ;W

(T )
KQ)∥

2
F

]
=
1

2
E
[
∥Ỹ − f∗(X̃) + f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)∥

2
F

]
=
1

2
E
[
∥Ỹ − f∗(X̃)∥2F

]
+

1

2
E
[
∥f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)∥

2
F

]
+ E

[
⟨Ỹ − f∗(X̃), f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)⟩

]
≤1

2
E
[
∥Ỹ − f∗(X̃)∥2F

]
+

1

2
E
[
∥f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)∥

2
F

]
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+

√
E
[
∥Ỹ − f∗(X̃)∥2F

]
E
[
∥f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)∥2F

]
,

where the last inequality holds by Cauchy-Schwarz inequality. Based on this decomposition, it is
critical to derive the upper bound for E

[
∥Ỹ−f∗(X̃)∥2F

]
and E

[
∥f∗(X̃)−TF(Z̃;W

(T )
V ;W

(T )
KQ)∥2F

]
.

For the first term E
[
∥Ỹ − f∗(X̃)∥2F

]
, we have

E
[
∥Ỹ − f∗(X̃)∥2F

]
≤ 2E

[
∥Ỹ∥2F

]
+ 2E

[
∥f∗(X̃)∥2F

]
.

By the assumption that each column of Ỹ satisfying that E[∥ỹm∥22] ≤ ξ, it is straightforward that
E
[
∥Ỹ∥2F

]
≤ Dξ. On the other hand, we have

E
[
∥f∗(X̃)∥2F

]
=

D∑
i=1

M∑
m=1

E
[[
f∗(X̃)

]2
m,i

]
≤

D∑
i=1

M∑
m=1

∑
i′∈Gi

∥v∗
m∥22
K

E[⟨v∗
m/∥v∗

m∥2, x̃i′⟩2]

≤
D∑
i=1

M∑
m=1

∑
i′∈Gi

E[∥x̃i′∥22]∥v∗
m∥22

K
≤ Dξ

M∑
m=1

∥v∗
m∥22.

For the second term E
[
∥f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)∥2F

]
, we can derive that

E
[
∥f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)∥

2
F

]
≤

M∑
m=1

D∑
i=1

E

[(( 1

K
− C1(T )p(T )

) ∑
i1∈Gi

⟨v∗
m, x̃i1⟩+

C1(T )
(
1−Kp(T )

)
D −K

∑
i1 /∈Gi

⟨v∗
m, x̃i1⟩

)2
]

≤D

M∑
m=1

D∑
i=1

∥v∗
m∥22

(
1

K
− C1(T )p(T )

)2 ∑
i1∈Gi

E[∥x̃i1∥22]

+D

M∑
m=1

D∑
i=1

∥v∗
m∥22

C1(T )
2
(
1−Kp(T )

)2
(D −K)2

∑
i1 /∈Gi

E[∥x̃i1∥22]

≤O
(

KD5ξ

η(T − T ∗)

)
.

Here the first inequality holds by |σ(x) − σ(y)| ≤ |x − y|. The second inequality is established
by the fact (

∑D
i=1 ai)

2 ≤ D
∑D

i=1 a
2
i for all scalar ai’s and ⟨v∗

m, x̃i1⟩2 ≤ ∥v∗
m∥2∥x̃i1∥22. Lastly,

the third inequality is derived by replacing the conclusions in Lemma D.18. Combining all these
derived terms into the three terms derived as the upper bound for OOD loss, we have,

LOOD(W
(T )
V ;W

(T )
KQ)−

1

2
E
[
∥Ỹ − f∗(X̃)∥2F

]
≤ O

(
D3ξ

√
K
∑M

m=1 ∥v∗
m∥22

η(T − T ∗)
+

KD5ξ

η(T − T ∗)

)
.

Let the upper bound derived above smaller than ϵ, we can derive that

Tϵ = T ∗ +O
(
KD6ξ2

∑M
m=1 ∥v∗

m∥22
ηϵ2

)
= O

(
KD6ξ2

∑M
m=1 ∥v∗

m∥22
ηϵ2

)
.

This completes the proof.

In the next, we discuss the construction of the worst case Ỹ, such that LOOD(W
(Tϵ)
V ;W

(Tϵ)
KQ ) −

1
2E
[
∥Ỹ − f∗(X̃)∥2F

]
≥ ϵ for some Tϵ = Θ

(
MKD6

ηϵ2

)
(assuming ∥vm∥2 = 1 and ξ = Θ(1) for

simplicity). In fact, this Tϵ can be different with the Tϵ defined in Theorem 3.2, but at the same
order w.r.t. ϵ, hence a matching result.

By the conclusions in Lemma D.18, we know that 1
K − p(T ) = Θ( D2

√
ηKMT

) and
∣∣p(T )C1(T ) −

1
K

∣∣ ≤ O( D√
ηKMT

). Therefore, there exists an absolute constant c′ such that 1−Kp(T )

|p(T )C1(T )− 1
K | ≥

c′D. In addition, we let Am,i to denote the event such that |
∑

i1 /∈Gi⟨v∗
m, x̃i1⟩| ≥
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max{ 2
c′ |
∑

i1∈Gi⟨v∗
m, x̃i1⟩|, 1}. We can assume the probability of Am,i is larger than an abso-

lute constant. In fact, such an assumption can be easily verified on many specific distributions like
Gaussian distributions. With these notations in hand, we can design Ỹ such that its (m, i)-th entry
is generates as Ỹm,i = sign(

∑
i1 /∈Gi⟨v∗

m, x̃i1⟩) ·1{Am,i}+ f∗(X̃)m,i . Given this construction, we
can deduce that

E
[
⟨Ỹ − f∗(X̃), f∗(X̃)− TF(Z̃;W

(T )
V ;W

(T )
KQ)⟩

]
=

M∑
m=1

D∑
i=1

E

[(
Ỹm,i − f∗(X̃)m,i

)(( 1

K
− C1(T )p(T )

) ∑
i1∈Gi

⟨v∗
m, x̃i1⟩

+
C1(T )

(
1−Kp(T )

)
D −K

∑
i1 /∈Gi

⟨v∗
m, x̃i1⟩

)]

≥1

2

M∑
m=1

D∑
i=1

E

[
C1(T )

(
1−Kp(T )

)
D −K

∣∣∣ ∑
i1 /∈Gi

⟨v∗
m, x̃i1⟩

∣∣∣1{Am,i}

]

≥D3

2

√
MK

ηT
E[1{Am,i}] = Θ

(
D3

√
MK

ηT

)
.

Replacing the T with Tϵ = Θ
(
MKD6

ηϵ2

)
, we can finally conclude that

LOOD(W
(Tϵ)
V ;W

(Tϵ)
KQ )− 1

2
E
[
∥Ỹ − f∗(X̃)∥2F

]
≥E
[
⟨Ỹ − f∗(X̃), f∗(X̃)− TF(Z̃;W

(Tϵ)
V ;W

(Tϵ)
KQ )⟩

]
≥ Θ

(
D3

√
MK

η

ϵ

D3

√
η

MK

)
= Θ(ϵ).

This validates that the upper bound is indeed attained under our construction.

F TECHNICAL LEMMAS

In this section, we present and prove the technical lemmas we used in the proof of the previous
sections.

F.1 CALCULATION DETAILS OF EXPECTATIONS

We introduce the details regarding
Lemma F.1 (Calculation of F1(a) defined in (D.2)). Let x ∼ N (0, a), then it holds that

• If σ(·) is the identity map, then

E[xσ(x)σ′(x)] = a.

• If σ(·) is ReLU activation function, then

E[xσ(x)σ′(x)] =
a

2
.

• If σ(·) is Leaky ReLU activation function, then

E[xσ(x)σ′(x)] =
(1 + κ2)a

2
.

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.1. The first conclusion for the identity map is straightforward. When σ(·) is the
ReLU activation function, we can rewrite that xσ(x)σ′(x) = x · x1{x≥0} · 1{x≥0} = x2

1{x≥0}.
Therefore, we have,

E[xσ(x)σ′(x)] = E[x2
1{x≥0}] =

E[x2]

2
=

a

2
.
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Besides, when σ(·) is the Leaky ReLU activation function, we can rewrite that xσ(x)σ′(x) =
x2
1{x≥0} + κ2x2

1{x<0}. Therefore, we have,

E[xσ(x)σ′(x)] = E[x2
1{x≥0}] + κ2E[x2

1{x<0}] =
(1 + κ)2E[x2]

2
=

(1 + κ)2a

2
,

which finishes the proof.

Lemma F.2 (Calculation of F2(a, b) defined in (D.3)). Let x1 ∼ N (0, a), x2 ∼ N (0, b) be two
independent Gaussian random variables, then it holds that

• If σ(·) is the identity map, then

E[x1σ(x1 + x2)σ
′(x1 + x2)] = a.

• If σ(·) is ReLU activation function, then

E[x1σ(x1 + x2)σ
′(x1 + x2)] =

a

2
.

• If σ(·) is Leaky ReLU activation function, then

E[x1σ(x1 + x2)σ
′(x1 + x2)] =

(1 + κ2)a

2
.

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.2. The first conclusion for the identity map is straightforward. For the next two
cases, we first introduce some definitions. Let x3 = x1 + x2 ∼ N (0, a + b). Then we have
Cov(x1, x3) = E[(x1 + x2)x1] = a, and E[x1|x3] =

a
a+bx3. Consequently, when σ(·) is the ReLU

activation function,

E[x1σ(x1 + x2)σ
′(x1 + x2)] = E[x1x31{x3≥0}] = E

[
E[x1x31{x3≥0}|x3]

]
=

a

a+ b
E[x2

31{x3≥0}] =
a

2(a+ b)
E[x2

3] =
a

2
.

In addition, when σ(·) is the Leaky ReLU activation function,

E[x1σ(x1 + x2)σ
′(x1 + x2)] = E[x1x31{x3≥0}] + κ2E[x1x31{x3<0}]

= E
[
E[x1x31{x3≥0}|x3]

]
+ κ2E

[
E[x1x31{x3<0}|x3]

]
=

a

a+ b
E[x2

31{x3≥0}] +
κ2a

a+ b
E[x2

31{x3<0}] =
(1 + κ2)a

2
.

This completes the proof.

Lemma F.3. Let x1 ∼ N (0, a), x2 ∼ N (0, b) be two independent Gaussian random variables, then
it holds that

• If σ(·) is the identity map, then

E[x1σ(x1)σ
′(x1 + x2)] = a.

• If σ(·) is ReLU activation function, then

E[x1σ(x1)σ
′(x1 + x2)] =

a

4
+

a

2π

(
arctan

(√
a

b

)
+

√
ab

a+ b

)
. (F.1)

And there exist the following matching lower and upper bounds:(
a

4
+

a
√
ab

2π(a+ b)

)
∨

(
a

2
− b

√
ab

2π(a+ b)

)
≤ E[x1σ(x1)σ

′(x1 + x2)] ≤
a

2
. (F.2)
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• If σ(·) is Leaky ReLU activation function, then

E[x1σ(x1)σ
′(x1 + x2)] =

(1 + κ)2a

4
+

(1− κ)2a

2π

(
arctan

(√
a

b

)
+

√
ab

a+ b

)
. (F.3)

And there exist the following matching lower and upper bounds:

E[x1σ(x1)σ
′(x1 + x2)] ≤

(1 + κ2)a

2
;

E[x1σ(x1)σ
′(x1 + x2)] ≥

(
(1 + κ)2a

4
+

(1− κ)2a
√
ab

2π(a+ b)

)
∨
(
(1 + κ2)a

2
− (1− κ)2b

√
ab

2π(a+ b)

)
.

(F.4)

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.3. The first conclusion for the identity map is straightforward. When σ(·) is
ReLU activation function, we can rewrite that x1σ(x1)σ

′(x1 + x2) = x2
11{x1≥0}1{x1+x2≥0}. Let

z1 = x1√
a

and z2 = x2√
b
, then we have,

E[x1σ(x1)σ
′(x1 + x2)] = aE[z211{z1≥0}1{

√
az1+

√
bz2≥0}]︸ ︷︷ ︸

I

. (F.5)

For I , by denoting λ =
√

a
b , we can obtain that

I =

∫ ∞

0

∫ ∞

−λz1

z21ϕ(z1)ϕ(z2)dz1dz2 =

∫ ∞

0

z21Φ (λz1)ϕ(z1)dz1,

where ϕ(·) and Φ(·) are the cumulative distribution function (c.d.f.) and probability density func-
tion (p.d.f.) for the standard Gaussian distribution respectively. We can denote that I(λ) =∫∞
0

z21Φ (λz1)ϕ(z1)dz1. Then, by the Leibniz integral rule, we have

dI(λ)

dλ
=

∫ ∞

0

z31ϕ(λz1)ϕ(z1)dz1 =
1

2π(1 + λ2)2

∫ ∞

0

z3e−
z2

2 dz =
1

π(1 + λ2)2
.

Additionally, since I(0) = 1
4 , we can derive that

I =
1

4
+

1

2π

(
arctanλ+

λ

1 + λ2

)
=

1

4
+

1

2π

(
arctan

(√
a

b

)
+

√
ab

a+ b

)
(F.6)

Applying the result of (F.6) into (F.5), we finishes the proof of (F.1). In the next, we derive the upper
and lower bound for I1. By the property of c.d.f., we know that Φ(z) ≤ 1 for all z ∈ R, which
implies that

I ≤
∫ ∞

0

z21ϕ(z1)dz1 =
1

2
E[z21 ] =

1

2
.

Additionally, by Mills ratio, we further obtain 1 − Φ(z) ≤ ϕ(z)/z for all z > 0. Based on this
result, we can obtain that

I ≥
∫ ∞

0

z21ϕ(z1)

(
1− ϕ(λz1)

λz1

)
dz1 =

1

2
− 1

λ

∫ ∞

0

z1ϕ(z1)ϕ(λz1)dz1,

where the second term can be calculated by∫ ∞

0

z1ϕ(z1)ϕ(λz1)dz1 =
1

2π

∫ ∞

0

z1e
− z21(1+λ2)

2 dz1 =
1

2π(1 + λ2)

∫ ∞

0

z1e
− z21

2 dz1 =
1

2π(1 + λ2)
.

Plugging this result into the preceding inequality, we can derive that

I ≥ 1

2
− b

3
2

2π
√
a(a+ b)

.
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Combining all these results and (F.6), we finally conclude that(
1

4
+

√
ab

2π(a+ b)

)
∨
(
1

2
− b

3
2

2π
√
a(a+ b)

)
≤ I ≤ 1

2
. (F.7)

Applying the result of (F.7) into (F.5), we finishes the proof of (F.2). In addition, when σ(·) is the
Leaky ReLU activation function, we can similarly derive that

E[x1σ(x1)σ
′(x1 + x2)] = aE[z211{z1≥0}1{

√
az1+

√
bz2≥0}] + aκE[z211{z1<0}1{

√
az1+

√
bz2≥0}]

+ aκE[z211{z1≥0}1{
√
az1+

√
bz2<0}] + aκ2E[z211{z1<0}1{

√
az1+

√
bz2<0}]

= (1 + κ2)aE[z211{z1≥0}1{
√
az1+

√
bz2≥0}] + 2κaE[z211{z1<0}1{

√
az1+

√
bz2≥0}],

where the last equality holds by the symmetry of z1 and z2. By applying a very similar calculation
process, we can obtain that

E[z211{z1<0}1{
√
az1+

√
bz2≥0}] =

∫ 0

−∞
z21Φ (λz1)ϕ(z1)dz1 =

1

4
− 1

2π

(
arctan

(√
a

b

)
+

√
ab

a+ b

)
.

By replacing this result into the previous calculation, we can immediately prove (F.3). And (F.4) can
be directly derived from (F.2).

Lemma F.4. Let x1 ∼ N (0, a), x2 ∼ N (0, b) be two independent Gaussian random variables, then
it holds that

• If σ(·) is the identity map, then

E[x2σ(x1)σ
′(x1 + x2)] = 0.

• If σ(·) is ReLU activation function, then

E[x2σ(x1)σ
′(x1 + x2)] =

b
√
ab

2π(a+ b)
.

• If σ(·) is Leaky ReLU activation function, then

E[x2σ(x1)σ
′(x1 + x2)] =

(1− κ)2b
√
ab

2π(a+ b)
.

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.4. The first conclusion for the identity map is straightforward. When σ(·) is
ReLU activation function, we can rewrite that x2σ(x1)σ

′(x1 + x2) = x1x21{x1≥0}1{x1+x2≥0}.
Let z1 = x1√

a
and z2 = x2√

b
, then we have,

E[x2σ(x1)σ
′(x1 + x2)] =

√
abE[z1z21{z1≥0}1{

√
az1+

√
bz2≥0}]︸ ︷︷ ︸

I

. (F.8)

For I , by denoting λ =
√

a
b , it can be calculated by

I =

∫ ∞

0

∫ ∞

−λz1

z1z2ϕ(z1)ϕ(z2)dz1dz2 =

∫ ∞

0

z1ϕ(z1)

(∫ ∞

−λz1

z2ϕ(z2)dz2

)
dz1

=

∫ ∞

0

z1ϕ(z1)

(
1√
2π

∫ ∞

−λz1

z2e
− z22

2 dz2

)
dz1 =

∫ ∞

0

z1ϕ(z1)

(
1√
2π

∫ ∞

λ2z21
2

e−z2dz2

)
dz1

=
1

2π

∫ ∞

0

z1e
− z21(1+λ2)

2 dz1 =
1

2π(1 + λ2)
=

b

2π(a+ b)
. (F.9)

Now applying the results of (F.9) into (F.8), we finish the proof when σ(·) is the ReLU activation
function. In addition, when σ(·) is the Leaky ReLU activation function, we can derive that

E[x2σ(x1)σ
′(x1 + x2)]
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=
√
abE[z1z21{z1≥0}1{

√
az1+

√
bz2≥0}] +

√
abκE[z1z21{z1<0}1{

√
az1+

√
bz2≥0}]

+ κ
√
abE[z1z21{z1≥0}1{

√
az1+

√
bz2<0}] + κ2

√
abE[z1z21{z1<0}1{

√
az1+

√
bz2<0}]

=(1 + κ2)
√
abE[z1z21{z1≥0}1{

√
az1+

√
bz2≥0}] + 2κ

√
abE[z1z21{z1<0}1{

√
az1+

√
bz2≥0}],

where the last equality holds by the symmetry of z1 and z2. In addition, by a similar calculation
process, we can obtain that

E[z1z21{z1<0}1{
√
az1+

√
bz2≥0}] =

1

2π

∫ 0

−∞
z1e

− z21(1+λ2)

2 dz1 = − 1

2π(1 + λ2)
= − b

2π(a+ b)
.

Consequently, we can finally obtain that

E[x2σ(x1)σ
′(x1 + x2)] =

(1− 2κ+ κ2)b
√
ab

2π(a+ b)
=

(1− κ)2b
√
ab

2π(a+ b)
,

which finishes the proof.

Then, based on the conclusions of Lemma F.3 and Lemma F.4, we can immediately obtain the
following lemma as a corollary.
Lemma F.5 (Calculation of F3(a, b) defined in (D.4)). Let x1 ∼ N (0, a), x2 ∼ N (0, b) be two
independent Gaussian random variables, then it holds that

• If σ(·) is the identity map, then
E[(x1 + x2)σ(x1)σ

′(x1 + x2)] = a.

• If σ(·) is ReLU activation function, then

E[(x1 + x2)σ(x1)σ
′(x1 + x2)] =

a

4
+

a

2π
arctan

(√
a

b

)
+

√
ab

2π
.

And there exist the following matching lower and upper bounds:

a

2
∨

(
a

4
+

√
ab

2π

)
≤ E[(x1 + x2)σ(x1)σ

′(x1 + x2)] ≤
a

2
+

b
√
ab

2π(a+ b)
≤ a

2
+

b

4π
.

• If σ(·) is Leaky ReLU activation function, then

E[(x1 + x2)σ(x1)σ
′(x1 + x2)] =

(1 + κ)2a

4
+

(1− κ)2a

2π
arctan

(√
a

b

)
+

(1− κ)2
√
ab

2π
.

And there exist the following matching lower and upper bounds:

E[x1σ(x1)σ
′(x1 + x2)] ≥

(1+κ)2a

2
∨
(
(1+κ)2a

4
+
(1−κ)2

√
ab

2π

)
;

E[x1σ(x1)σ
′(x1 + x2)] ≤

(1+κ2)a

2
+
(1−κ)2b

√
ab

2π(a+b)
≤ (1+κ2)a

2
+

(1−κ)2b

4π
.

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.
Lemma F.6 (Calculation of F4(a, b, c) defined in (D.5)). Let x1 ∼ N (0, a), x2 ∼ N (0, b), x3 ∼
N (0, c) be three independent Gaussian random variables, then it holds that

• If σ(·) is the identity map, then
E[x1σ(x1 + x2)σ

′(x1 + x2 + x3)] = a.

• If σ(·) is ReLU activation function, then

E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)] =

a

4
+

a

2π

(
arctan

(√
a+ b

c

)
+

√
(a+ b)c

a+ b+ c

)
.

And there exist the following matching lower and upper bounds:(
a

4
+

a
√
(a+ b)c

2π(a+ b+ c)

)
∨
(
a

2
− ac

3
2

2π
√
a+ b(a+ b+ c)

)
≤ E[x1σ(x1 + x2)σ

′(x1 + x2 + x3)] ≤
a

2
.
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• If σ(·) is Leaky ReLU activation function, then

E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)] =

(1 + κ)2a

4
+

(1− κ)2a

2π

(
arctan

(√
a+ b

c

)
+

√
(a+ b)c

a+ b+ c

)
.

And there exist the following matching lower and upper bounds:

E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)]

≥
(
(1 + κ)2a

4
+

(1− κ)2a
√
(a+ b)c

2π(a+ b+ c)

)
∨
(
(1 + κ2)a

2
− (1− κ)2ac

3
2

2π
√
a+ b(a+ b+ c)

)
;

E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)] ≤

(1 + κ2)a

2
.

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.6. The first conclusion for the identity map is straightforward. When σ(·) is
ReLU activation function, we can rewrite that x1σ(x1 + x2)σ

′(x1 + x2 + x3) = x1(x1 +
x2)1{x1+x2≥0}1{x1+x2+x3≥0}. Additionally, let x4 = x1 + x2 ∼ N (0, a + b) and z = x4√

a+b
∼

N (0, 1). Then we have Cov(x1, x4) = E[(x1 +x2)x1] = a, and E[x1|x4] =
a

a+bx4. Therefore, we
have

E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)]

=E[x1(x1 + x2)1{x1+x2≥0}1{x1+x2+x3≥0}] = E
[
E[x1(x1 + x2)1{x1+x2≥0}1{x1+x2+x3≥0}|x1, x2]

]
=E
[
x1(x1 + x2)1{x1+x2≥0}Φ

(
x1 + x2√

c

)]
= E

[
E
[
x1x41{x4≥0}Φ

(
x4√
c

)∣∣∣∣x4

]]

=
a

a+ b
E
[
x2
41{x4≥0}Φ

(
x4√
c

)]
= aE

[
z21{z≥0}Φ(λz)

]
= a

∫ ∞

0

z2Φ(λz)ϕ(z)dz︸ ︷︷ ︸
I

,

where λ =
√

a+b
c . By the similar process in the proof of Lemma F.3, we can obtain that

I =
1

4
+

1

2π

(
arctanλ+

λ

1 + λ2

)
=

1

4
+

1

2π

(
arctan

(√
a+ b

c

)
+

√
(a+ b)c

a+ b+ c

)
and (

1

4
+

√
(a+ b)c

2π(a+ b+ c)

)
∨
(
1

2
− c

3
2

2π
√
a+ b(a+ b+ c)

)
≤ I ≤ 1

2
.

Plugging these results into the previous equation of expectation, we finish the proof when σ(·) is the
ReLU activation function. In addition, when σ(·) is the Leaky ReLU activation function, we have

E[x1σ(x1 + x2)σ
′(x1 + x2 + x3)]

=E[x1(x1 + x2)1{x1+x2≥0}1{x1+x2+x3≥0}] + κE[x1(x1 + x2)1{x1+x2<0}1{x1+x2+x3≥0}]

+ κE[x1(x1 + x2)1{x1+x2≥0}1{x1+x2+x3<0}] + κ2E[x1(x1 + x2)1{x1+x2<0}1{x1+x2+x3<0}]

=(1 + κ2)E[x1(x1 + x2)1{x1+x2≥0}1{x1+x2+x3≥0}] + 2κE[x1(x1 + x2)1{x1+x2<0}1{x1+x2+x3≥0}].

By utilizing a similar calculation process, we have

E[x1(x1 + x2)1{x1+x2<0}1{x1+x2+x3≥0}] =a

∫ 0

−∞
z2Φ(λz)ϕ(z)dz

=
a

4
− a

2π

(
arctan

(√
a+ b

c

)
+

√
(a+ b)c

a+ b+ c

)
.

Plugging this result into the previous calculations, we finish the proof. And the upper and lower
bounds for Leaky ReLU activation function can be directly derived by comparing the formulas.
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Lemma F.7 (Calculation of F5(a, b, c) defined in (D.6)). Let x1 ∼ N (0, a), x2 ∼ N (0, b), x3 ∼
N (0, c) be three independent Gaussian random variables, then it holds that

• If σ(·) is the identity map, then

E[x2σ(x1)σ
′(x1 + x2 + x3)] = 0.

• If σ(·) is ReLU activation function, then

E[x2σ(x1)σ
′(x1 + x2 + x3)] =

b
√
a(b+ c)

2π(a+ b+ c)
.

• If σ(·) is Leaky ReLU activation function, then

E[x2σ(x1)σ
′(x1 + x2 + x3)] =

(1− κ)2b
√
a(b+ c)

2π(a+ b+ c)
.

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.7. The first conclusion for the identity map is straightforward. When
σ(·) is ReLU activation function, we can rewrite that x2σ(x1)σ

′(x1 + x2 + x3) =
x1x21{x1≥0}1{x1+x2+x3≥0}. Then we have

E[x2σ(x1)σ
′(x1 + x2 + x3)] = E[x1x21{x1≥0}1{x1+x2+x3≥0}]

= E
[
x1x21{x1≥0}1{x1+x2+x3≥0}|x1, x2

]
= E

[
x1x21{x1≥0}Φ

(
x1 + x2√

c

)]
=

∫ ∞

0

∫ ∞

−∞
x1x2Φ

(
x1 + x2√

c

)
ϕ(x1)ϕ(x2)dx1dx2

=

∫ ∞

0

x1
1√
2πa

e−
x2
1

2a

(∫ ∞

−∞
x2Φ

(
x1 + x2√

c

)
1√
2πb

e−
x2
2

2b dx2

)
︸ ︷︷ ︸

I

dx1

We can utilize the integral by parts to derive that

I =−
√

b

2π

∫ ∞

−∞
Φ

(
x1 + x2√

c

)
de−

x2
2

2b −
√

b

2π
Φ

(
x1 + x2√

c

)
e−

x2
2

2b

∣∣∣∣∞
−∞

+

√
b

2π

∫ ∞

−∞
e−

x2
2

2b dΦ

(
x1 + x2√

c

)

=
1

2π

√
b

c

∫ ∞

−∞
e−

x2
2

2b − (x1+x2)2

2c dx2 =
1

2π

√
b

c

∫ ∞

−∞
e
−

(x2+ b
b+c

x1)2

2 bc
b+c

− x2
1

2(b+c)
dx2 =

b√
2π(b+ c)

e−
x2
1

2(b+c)

Now substitute this result of I back into the outer integral for the calculation for expectation, then
we have

E[x2σ(x1)σ
′(x1 + x2 + x3)] =

b

2π
√

a(b+ c)

∫ ∞

0

x1e
− x2

1
2a− x2

1
2(b+c) dx1

=
b

2π
√

a(b+ c)

a(b+ c)

a+ b+ c

∫ ∞

0

e−
(a+b+c)x2

1
2a(b+c) d

(a+ b+ c)x2
1

2a(b+ c)

=
b
√
a(b+ c)

2π(a+ b+ c)
.

This finish the proof when σ(·) is ReLU activation function. In addition, when σ(·) is Leaky ReLU
activation function, we can derive that

E[x2σ(x1)σ
′(x1 + x2 + x3)]

=E[x1x21{x1≥0}1{x1+x2+x3≥0}] + κE[x1x21{x1<0}1{x1+x2+x3≥0}]

+ κE[x1x21{x1≥0}1{x1+x2+x3<0}] + κ2E[x1x21{x1<0}1{x1+x2+x3<0}]
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=(1 + κ2)E[x1x21{x1≥0}1{x1+x2+x3≥0}] + 2κE[x1x21{x1<0}1{x1+x2+x3≥0}].

By applying a similar calculation process, we can derive that

E[x1x21{x1<0}1{x1+x2+x3≥0}] =
b

2π
√

a(b+ c)

∫ 0

−∞
x1e

− x2
1

2a− x2
1

2(b+c) dx1 = −
b
√

a(b+ c)

2π(a+ b+ c)
.

Applying this result, we finish the proof.

Lemma F.8. Let x1 ∼ N (0, a), x2 ∼ N (0, b) be two independent Gaussian random variables, then
it holds that

• If σ(·) is the identity map, then

E[σ(x1)σ(x1 + x2)] = a.

• If σ(·) is ReLU activation function, then

E[σ(x1)σ(x1 + x2)] =
a

4
+

a

2π
arctan

(√
a

b

)
+

√
ab

2π

• If σ(·) is Leaky ReLU activation function, then

E[σ(x1)σ(x1 + x2)] =
(1 + κ)2a

4
+

(1− κ)2a

2π
arctan

(√
a

b

)
+

(1− κ)2
√
ab

2π
. (F.10)

Here, κ is the coefficient of the Leaky ReLU activation function when the input is smaller than 0.

Proof of Lemma F.8. The first conclusion for the identity map is straightforward. When σ(·) is
ReLU activation function or leaky ReLU activation function, we can utilize the fact that xσ′(x) =
σ(x) to re-write that

E[σ(x1)σ(x1 + x2)] = E[(x1 + x2)σ(x1)σ
′(x1 + x2)] = E[(x1 + x2)σ(x1)σ

′(x1 + x2)].

And this term has already been calculated in Lemma F.5. Hence we finish the proof.

F.2 ARITHMETIC INEQUALITIES

Lemma F.9. Let a, b, c be three positive scalars, it holds that

c

a+ b
≥ c

a
− bc

a2

Proof of Lemma F.9.

c

a+ b
− c

a
= − bc

(a+ b)a
≥ − bc

a2
.

This completes the proof.

Lemma F.10. Let a, b, c be three positive scalars, it holds that

c

a− b
≤ c

a
+

bc

(a− b)2

Proof of Lemma F.10.

c

a− b
− c

a
=

bc

(a− b)a
≤ bc

(a− b)2
.

This completes the proof.
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F.3 SEQUENCE ITERATION BOUND

The following lemmas characterize the increase of a positive sequence with matching lower and
upper bounds. Similar conclusions and proofs can be found in Jelassi et al. (2022); Cao et al.
(2023); Meng et al. (2024); Zhang et al. (2024a; 2025). We include the proof here for completeness.
Lemma F.11. Consider a positive sequence {xt}∞t=0 satisfying the following iterative rules:

xt+1 ≥ xt + η · c1 · xt
q;

xt+1 ≤ xt + η · c2 · xt
q,

where c2 ≥ c1 > 0 are positive constants. For any v > x0, let Tv denote the first index t such that
xt ≥ v. Then, for any constant ζ > 0, the following bounds on Tv hold:

Tv ≤ 1 + ζ

ηc1x
q−1
0

+
(1 + ζ)qc2 log(

v
x0
)

c1
, (F.11)

and

Tv ≥ 1

(1 + ζ)qηc2x
q−1
0

−
log( v

x0
)

(1 + ζ)q−1
. (F.12)

Proof of Lemma F.11. To prove the bounds, let Tg be the first iteration such that xt ≥ (1 + ζ)gx0.
Furthermore, define g∗ as the smallest integer satisfying (1 + ζ)g

∗
x0 ≥ v. This implies

log( v
x0
)

log(1 + ζ)
≤ g∗ <

log( v
x0
)

log(1 + ζ)
+ 1.

For t = T1, we use the lower bound iteration:

xT1 ≥ x0 +

T1−1∑
t=0

ηc1x
q
t ≥ x0 + T1ηc1xq

0,

from which we can deduce that

T1 ≤ xT1
− x0

ηc1x
q
0

. (F.13)

Utilizing the upper-bound iteration for xT1 and the condition xT1−1 ≤ x0(1 + ζ), we get

xT1 ≤ xT1−1 + ηc2x
q
T1−1 ≤ x0(1 + ζ) + ηc2x

q
0(1 + ζ)q. (F.14)

Combining the results from (F.13) and (F.14) leads to

T1 ≤ ζ

ηc1x
q−1
0

+
(1 + ζ)q−1c2

c1
.

The case for g > 1 is handled similarly. Using the lower bound iteration from Tg−1 to Tg − 1:

xTg
≥ xTg−1

+

Tg−1∑
t=Tg−1

ηc1x
q
t ≥ xTg−1

+ ηc1(Tg − Tg−1)x
q
0(1 + ζ)q(g−1), (F.15)

and the difference xTg
− xTg−1

can be upper bounded using the upper bound iteration and xTg−1 ≤
x0(1 + ζ)g and xTg−1 ≥ x0(1 + ζ)g−1:

xTg
− xTg−1

≤ xTg−1 + ηc2x
q
Tg

− xTg−1
≤ ζ(1 + ζ)g−1x0 + ηc2x

q
0(1 + ζ)gq. (F.16)

Combining (F.15) and (F.16), we derive that

Tg ≤ Tg−1 +
ζ

ηc1x
q−1
0 (1 + ζ)(g−1)(q−1)

+
(1 + ζ)qc2

c1
. (F.17)
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Taking a telescoping sum of the results of (F.17) from g = 1 to g = g∗ and by the fact that Tv ≤ Tg∗ ,
we finally get (F.11). For the lower bound, we proceed similarly starting with t = T1. We use the
upper bound iteration:

xT1
≤ x0 +

T1−1∑
t=0

ηc2x
q
t ≤ x0 + T1ηc2xq

0(1 + ζ)q.

Substitute that xT1 − x0 ≥ ζx0, we get

T1 ≥ ζ

ηc2x
q−1
0 (1 + ζ)q

. (F.18)

A similar derivation for g > 1 using the upper bound iteration gives:

xTg
≤ xTg−1

+

Tg−1∑
t=Tg−1

ηc2x
q
t ≤ xTg−1

+ ηc2(Tg − Tg−1)x
q
0(1 + ζ)gq. (F.19)

The difference xTg
− xTg−1

can also be lower bounded by utilizing the fact that xTg−1−1 ≤ x0(1 +

ζ)g−1:

xTg
− xTg−1

≥ xTg
− xTg−1−1 − ηc2x

q−1
Tg−1−1 ≥ ζ(1 + ζ)g−1x0 − ηc2x

q
0(1 + ζ)(g−1)q. (F.20)

Combining the results from (F.19) and (F.20), we obtain that,

Tg ≥ Tg−1 +
ζ

ηc2x
q−1
0 (1 + ζ)g(q−1)+1

− 1

(1 + ζ)q
. (F.21)

Taking a telescoping sum of the results of (F.21) from g = 1 to g = g∗ − 1 and by the fact that
Tv ≥ Tg∗−1, we finally get (F.12).

Lemma F.12. Let xt be a positive sequence for t ≥ 0. Assume xt satisfies the iterative formula

xt+1 = xt + c1e
−c2xt

for given constants c1, c2 > 0. Then, for all t ≥ 0, the sequence xt is bounded as follows:

1

c2
log(c1c2t+ ec2x0) ≤ xt ≤ c1e

−c2x0 +
1

c2
log(c1c2t+ ec2x0).

Proof of Lemma F.12. First, we establish the lower bound for xt. We introduce a continuous-time
sequence xt, t ≥ 0 defined by the integral equation with the same initial value.

xt = x0 + c1 ·
∫ t

0

e−c2xτdτ, x0 = x0. (F.22)

Observe that xt is clearly an increasing function of t. Hence, we obtain

xt+1 = xt + c1 ·
∫ t+1

t

e−c2xτdτ

≤ xt + c1 ·
∫ t+1

t

e−c2xtdτ

= xt + c1 exp(−c2xt)

for all t ∈ N. By comparing the preceding inequality with the iterative formula for {xt}, the
comparison theorem implies that xt ≥ xt for all t ∈ N. Equation (F.22) possesses an exact solution
given by

xt =
1

c2
log(c1c2t+ ec2x0).

Thus, we have

xt ≥
1

c2
log(c1c2t+ ec2x0)
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for all t ∈ N. This concludes the derivation of the lower bound.

Next, we derive the upper bound for xt. We have

xt = x0 + c1 ·
t−1∑
τ=0

e−c2xτ

≤ x0 + c1 ·
t∑

τ=0

e− log(c1c2τ+ec2x0 )

= x0 + c1 ·
t∑

τ=0

1

c1c2τ + ec2x0

= x0 +
c1

ec2x0
+ c1 ·

t∑
τ=1

1

c1c2τ + ec2x0

≤ x0 +
c1

ec2x0
+ c1 ·

∫ t

0

1

c1c2τ + ec2x0
dτ,

where the second inequality utilizes the lower bound for xt derived in the first part of the lemma’s
result. Consequently, we obtain

xt ≤ x0 +
c1

ec2x0
+

1

c2
log(c1c2t+ ec2x0)− 1

c2
log(ec2x0)

= c1e
−c2x0 +

1

c2
log(c1c2t+ ec2x0).

This completes the proof.

G PROOF OF THE CASE WHEN D = K

In this section, we provide the theoretical results for the special case D = K. Under this setting, the
ground-truth softmax scores reduce to a trivial rank-one structure that S∗ = 1

D1D1⊤
D. Consequently,

the initialization W
(0)
KQ = 0D×D already yields S(0) = 1

D1D1⊤
D, achieving an exact recovery of S∗

at the start of training. As a result, the gradient with respect to WKQ remains zero throughout the
optimization, and the problem effectively reduces to optimizing the single parameter matrix WV .
Under this reduced setting, the loss becomes strongly convex in WV , and gradient descent enjoys
a linear convergence rate, which is much faster than the Θ(1/T ) rate established in Theorem 3.1.
Since Theorem 3.1 provides matching upper and lower bounds and is therefore tight and can not be
improved, this linear convergence phenomenon is exclusive to the degenerate case D = K. This
explains why the proof strategy for Theorem 3.1 does not extend to the D = K setting.

Now, we present the following Theorem G.1 to characterize the loss convergence when a one-layer
transformer is supervised by a teacher model f∗(·) with S∗ = 1

D1D1⊤
D.

Theorem G.1. Suppose that η ≤ 1
2 , then for any t > 0, the excess loss is minimized as

L(W(t)
V ,W

(t)
KQ)− Lopt ≤

∑M
m=1 ∥vm∥22

2
e−η(t−1).

Before we provide the proof for Theorem G.1, we first provide and prove the following lemma.

Lemma G.2. Under the same conditions of Theorem 3.1, there exist a time dependent non-negative
scalar C(t), such that

w
(t)
V,m = C(t) · v∗

m, for allm ∈ [M ]; (G.1)

and C(t) has the following closed formulation:

C(t) =
(
1− ηF1(1)

)t−1
,

where the function F1(·) is defined in (D.2). In addition, W(t)
KQ remains zero throughout the training.
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Proof of Lemma G.2. W.L.O.G., we assume that v∗
m is already normalized, and Γm =

[v∗
m, ξm,2, . . . , ξm,d] ∈ Rd×d be an orthogonal matrix with vm being its first column. We prove

this lemma by induction. Since these two conclusions holds at initialization with C(0) = 0. It is
sufficient to prove that ∇wV,m

L(W(t)
V ;W

(t)
KQ) = c(t) ·v∗

m and ∇WKQ
L(W(t)

V ;W
(t)
KQ) = 0, when

assuming w
(t)
V,m = C(t) · v∗

m and W
(t)
KQ = 0. Notice that W(t)

KQ = 0 implies that S(t)
i′,i = 1/D for

all i′, i ∈ [D]. By the gradient calculations demonstrated in Lemma D.1, we have

∇wV,m
L(W(t)

V ;W
(t)
KQ) = −

D∑
i=1

D∑
i1=1

E

[[
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)]

· σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩S

(t)
i1,i

)
xi1S

(t)
i1,i

]

= −
D∑
i=1

D∑
i1=1

E

[
Ym,iσ

′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
xi1

D

]
︸ ︷︷ ︸

I1

+

D∑
i1=1

E

[
σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
xi1

]
︸ ︷︷ ︸

I2

(G.2)

For I1, we have

I1 =

D∑
i=1

D∑
i1=1

E

[
Ym,iσ

′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
ΓmΓ⊤

mxi1

D

]

=

D∑
i=1

D∑
i1=1

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
⟨v∗

m,xi1⟩
D

]
· v∗

m

+

D∑
i=1

D∑
i1=1

d∑
k=2

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
⟨ξm,k,xi1⟩

D

]
· ξm,k

=

D∑
i=1

D∑
i1=1

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
⟨v∗

m,xi1⟩
D

]
· v∗

m.

The first quality holds as E is mean-zero and independent with X, and the last equality holds as the
orthogonality between v∗

m and ξm,k implies that ⟨v∗
m,xi2⟩ is independent with ⟨ξm,k,xi1⟩ for all

i1, i2 ∈ [D]. Notice that
[
f∗(X)

]
m,i

= 1
Dσ
(∑D

i1=1⟨v∗
m,xi1⟩

)
and σ′(∑D

i1=1

⟨w(t)
V,m,xi1

⟩
D

)
=

σ′(C(t)
D

∑D
i1=1⟨v∗

m,xi1⟩
)

= σ′(∑D
i1=1⟨v∗

m,xi1⟩
)
. Consequently, ⟨ξm,k,xi1⟩ is a mean-zero

Gaussian random variable, and independent with both
[
f∗(X)

]
m,i

and σ′(∑D
i1=1

⟨w(t)
V,m,xi1

⟩
D

)
si-

multaneously, implying that

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
⟨ξm,k,xi1⟩

]

=E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)]
E[⟨ξm,k,xi1⟩] = 0.
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Based on previous results, by plugging
[
f∗(X)

]
m,i

= 1
Dσ
(∑D

i1=1⟨v∗
m,xi1⟩

)
and utilizing the

definition of F1(a) in (D.2), we can further derive that

I1 =

D∑
i=1

D∑
i1=1

E

[
1

D
σ

( D∑
i1=1

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
⟨v∗

m,xi1⟩
D

]
· v∗

m

=
1

D
E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩

) D∑
i1=1

⟨v∗
m,xi1⟩

]
· v∗

m = F1(1) · v∗
m.

The second equality is derived by fact that σ(ax) = aσ(x) and σ′(ax) = σ′(x) if a ≥ 0. Then we
can conclude the final result by the definition of F1(a) in (D.2). Similar to the process of handling
I1, we have the following for I2:

I2 =

D∑
i1=1

E

[
σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)
ΓmΓ⊤

mxi1

]

=
C(t)

D
E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩

) D∑
i1=1

⟨v∗
m,xi1⟩

]
· v∗

m = C(t)F1(1) · v∗
m.

Plugging the calculation results for I1 and I2 into (G.2), we can immediately derive that
∇wV,m

L(W(t)
V ;W

(t)
KQ) = c(t) · v∗

m, which, as we stated previously, directly conclude (G.1). In
addition, we can further calculate that

w
(t+1)
V,m = C(t+ 1) · v∗

m =
(
C(t) + ηF1(1)

(
1− C(t)

))
· v∗

m,

which implies C(t) possesses the updating rules as:

C(t+ 1) = C(t) + ηF1(1)
(
1− C(t)

)
.

Subtracting 1 on both sides of the equation above and rearranging the terms, we can obtain that

1− C(t+ 1) =
(
1− ηF1(1)

)(
1− ηC(t)

)
= . . . =

(
1− ηF1(1)

)t(
1− ηC(0)

)
=
(
1− ηF1(1)

)t
.

This proves the closed formulation of C1(t). In the next, we prove that ∇WKQ
L(W(t)

V ;W
(t)
KQ) = 0.

By Lemma D.1, we have
√
D∇WKQ

L(W(t)
V ;W

(t)
KQ)

=− 1

D2

M∑
m=1

D∑
i=1

E

[[[
f∗(X)

]
m,i

−σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

)]
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

)

·
D∑

i1=1

D∑
i2=1

⟨w(t)
V,m,xi1⟩(pi1−pi2)p

⊤
i

]

=− 1

D2

M∑
m=1

D∑
i=1

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

) D∑
i1=1

D∑
i2=1

⟨w(t)
V,m,xi1⟩pi1p

⊤
i

]
︸ ︷︷ ︸

I3

+
1

D2

M∑
m=1

D∑
i=1

E

[[
f∗(X)

]
m,i

σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

) D∑
i1=1

D∑
i2=1

⟨w(t)
V,m,xi1⟩pi2p

⊤
i

]
︸ ︷︷ ︸

I4

+
1

D2

M∑
m=1

D∑
i=1

E

[
σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

) D∑
i1=1

D∑
i2=1

⟨w(t)
V,m,xi1⟩pi1p

⊤
i

]
︸ ︷︷ ︸

I5
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− 1

D2

M∑
m=1

D∑
i=1

E

[
σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

)
σ′
( D∑

i1=1

⟨w(t)
V,m,xi1⟩
D

) D∑
i1=1

D∑
i2=1

⟨w(t)
V,m,xi1⟩pi2p

⊤
i

]
︸ ︷︷ ︸

I6

.

(G.3)

In the next, we discuss the value of I3, I4, I5, and I6 respectively. For I3, it can be calculated as

I3 =C(t)

M∑
m=1

D∑
i1=1

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩

)
⟨v∗

m,xi1⟩

]
pi1

D∑
i=1

p⊤
i

=
C(t)

D

M∑
m=1

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩

) D∑
i1=1

⟨v∗
m,xi1⟩

]
D∑

i1=1

pi1

D∑
i=1

p⊤
i

=MC(t)F1(1)

D∑
i1=1

pi1

D∑
i=1

p⊤
i .

The second equation holds as E
[
σ
(∑D

i1=1⟨v∗
m,xi1⟩

)
σ′(∑D

i1=1⟨v∗
m,xi1⟩

)∑D
i1=1⟨v∗

m,xi1⟩
]

takes
identical value for all i1 ∈ [D] as they follows the same distribution. Similarly, for I4, we can
calculate it as

I4 =
C(t)

D

M∑
m=1

E

[
σ

( D∑
i1=1

⟨v∗
m,xi1⟩

)
σ′
( D∑

i1=1

⟨v∗
m,xi1⟩

) D∑
i1=1

⟨v∗
m,xi1⟩

]
D∑

i2=1

pi2

D∑
i=1

p⊤
i

=MC(t)F1(1)

D∑
i2=1

pi2

D∑
i=1

p⊤
i .

This implies that I3 = I4. Through a similar calculation, we can also get

I5 = I6 = MC2(t)F1(1)

D∑
i2=1

pi2

D∑
i=1

p⊤
i .

Plugging the results that I3 = I4, and I5 = I6 into (G.3), we immediately concludes that
∇WKQ

L(W(t)
V ;W

(t)
KQ) = 0. This completes the proof.

With the conclusions of Lemma G.2, we are ready to prove Theorem G.1.

Proof of Theorem G.1. Since we have demonstrated in Lemma G.2 that W
(t)
KQ = 0, implying

S(t) = 1
D1D1⊤

D. We can decompose and simplify the loss as

L(W(t)
V ;W

(t)
KQ) =

1

2

M∑
m=1

D∑
i=1

E

[(
Ym,i − σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

))2
]

=
1

2

M∑
m=1

D∑
i=1

E

[([
f∗(X)

]
m,i

− σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

))2
]
+

1

2
E
[
∥E∥2F

]
,

where the last term is essential Lopt, and the last inequality holds by the independence between X
and E and the fact that E is zero-mean. Since this equation holds, in the next, we directly deal with
L(W(t)

V ;W
(t)
KQ)−Lopt. By utilizing the fact that |σ(x)− σ(y)| ≤ |x− y| for all x, y ∈ R, we can

derive that

L(W(t)
V ;W

(t)
KQ)− Lopt =

1

2

M∑
m=1

D∑
i=1

E

[([
f∗(X)

]
m,i

− σ

( D∑
i1=1

⟨w(t)
V,m,xi1⟩
D

))2
]
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≤ 1

2D

M∑
m=1

E

[((
1− C(t)

) D∑
i1=1

⟨v∗
m,xi1⟩

)2
]
=

(
1− C(t)

)2∑M
m=1 ∥vm∥22

2
.

Notice that we have derived 1 − C(t) = (1 − ηF1(1))
t−1 ≤ e−ηF1(1)(t−1) ≤ e−η(t−1)/2 in

Lemma G.2, where the last inequality holds as F1(1) ≥ 1
2 demonstrated by Lemma F.1. Plugging

this result into the upper bound above, then we completes the proof.

H ADDITIONAL EXPERIMENTS

In this section, we present additional experimental results on transformer learning of bilinear teacher
models under more general training data distributions.

Each batch of training data (Xn,Yn)
N
n=1 is generated with Xn drawn from either (i). a Student-t

distribution with df = 5; or (ii). a mean-centered Gumbel distribution with loc = 0 and scale = 1.
We then repeat the learning experiments for the six types of teacher models described in Section 4.
Except for the change in the input data distribution, all other configurations remain identical to those
in the Gaussian-data experiments.

The results are demonstrated in the following Figures 6, 7, 8, and 9. Figure 6 and 7 report the results
when training data are generated from Student-T distribution, while Figure 8 and 9 report the results
when training data are generated from mean-centered Gumbel distribution. We could observe that
all these results seems almost identical to those demonstrated in main body. Specifically, for both
different distributed training data, we can still observe that the curves of training loss have slopes
approximately −1 on their tails, and the curves of O.O.D. loss have slopes approximates −0.5.
These results empirically shows that the Θ(1/T ) convergence rate for training loss and O(1/

√
T )

convergence rate for O.O.D. loss still hold, even the model are trained on Gaussian data. In addition,
we can also observe that the trained softmax attention scores S(T ) perfectly replicate the patterns of
S∗, almost identical to the results obtained on Gaussian data.

(a) Excess training loss (log-log) (b) Excess OOD test loss (log-log) (c) Cosine similarity

Figure 6: Excess training loss, excess OOD test loss (both in log-log scales), and cosine similar-
ity between the value matrix WV of one layer transformer (2.4), and ground truth value matrix
V∗. These results are presented for experiments where training data is generated from Student-T
distribution.
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(a) ReLU CNN (b) Leaky ReLU CNN (c) ReLU GCN

(d) Leaky ReLU GCN (e) Sparse token selection (f) Group sparse linear predictor

Figure 7: Heatmap of attention score matrix S(T ) when the training loss converges. These results
are presented for experiments where training data is generated from Student-T distribution.

(a) Excess training loss (log-log) (b) Excess OOD test loss (log-log) (c) Cosine similarity

Figure 8: Excess training loss, excess OOD test loss (both in log-log scales), and cosine similarity
between the value matrix WV of one layer transformer (2.4), and ground truth value matrix V∗.
These results are presented for experiments where training data is generated from mean-centered
Gumbel distribution.
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(a) ReLU CNN (b) Leaky ReLU CNN (c) ReLU GCN

(d) Leaky ReLU GCN (e) Sparse token selection (f) Group sparse linear predictor

Figure 9: Heatmap of attention score matrix S(T ) when the training loss converges. These results are
presented for experiments where training data is generated from mean-centered Gumbel distribution.
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