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A B S T R A C T   

The goal of Multi-Label Classification (MLC) is to allot an instance to a set of different labels. This task is usually 
addressed by either transforming the problem into several binary problems, adapting machine learning models to 
fit multi-label data or create an ensemble of models that can classify multi-label datasets. The communal rela-
tionship between Bipolar, Insomnia, Schizophrenia, Vascular Dementia (VD) and Attention-Deficit/Hyperactivity 
Disorder (ADHD) in the Psychotic Disorder Diseases (PDD) motivate the research for a diagnostic method that 
classifies and evaluates each psychotic disorder simultaneously. 

This study experimentally evaluates 15 MLC methods using 10 evaluation measures over a new PDD dataset. 
The performance of these methods is measured with four ranking - based, three example-based and three label- 
based measures. Also, the efficiency of these methods is measured by their 90-10 Train-Test split with the 10 
evaluation measures. 

The results show that the Label Powerset (LC) and Pruned Sets (PS), MLC methods with Naïve Bayes (NB) and 
Naïve Bayes Tree (NBTree) consistently performed best in terms of the evaluation measures on the PDD dataset. 
Schizophrenia has the highest classification accuracy with Bipolar the lowest in the data split of 90-10. Logistic 
model tree (LMT) is the best algorithm for Insomnia and Bipolar while Naïve Bayes (NB) is the best for 
Schizophrenia, VD and MBD. Support vector machines (SVM) with ensemble learning and classification (ELC) 
and Ensemble of Pruned Set (EPS) are the best classifiers for Bipolar while SVM with regression and threshold 
(RT) is the least. The classifiers are statistically significantly different for Insomnia, VD and ADHD only.   

1. Introduction 

Psychotic Disorder Disease (PDD) is a well-researched area even with 
Machine Learning (ML) methods. But diagnosing these PDD simulta-
neously in patients are rare. The communal relationship between Bi-
polar, Insomnia, Schizophrenia, Vascular Dementia (VD) and Minimal 
Brain Dysfunction (MBD) motivate the research for a diagnostic method 
that classifies and evaluates each psychotic disorder simultaneously. 
PDD is a form of mental illness distinguished by loss of reality and entails 
observable symptoms [1]. Schizophrenia is a disorder linked to ‘poor 
insight’ of environ such as deterioration in social functions, disruptions 
in thoughts, emotion and language [2]. Insomnia is sleep-wake disorder 
while Bipolar is a subtype of mood disorder. Vascular dementia is a 
cerebrovascular disease that alters the normal functioning of blood 
vessels in the brain [3]. The Attention-Deficit/Hyperactivity Disorder 
formerly known as Minimal Brain Dysfunction (MBD), is described as 

chronic, pervasive developmental condition which entails problems 
with sustained attention, impulse control and activity regulation [4]. 

MLC is a well-heeded machine learning research area as labels in 
many real-world applications [5]. [6] reported the evaluation of 
multi-labeled medical data on depression and co-occurring obtained at 
the University of Benin Teaching Hospital (UBTH) and primary care 
centers in Nigeria with 1090 examples, 22 featured symptoms with 
2-classes attributes. This dataset was evaluated with Bayesian Classifier 
Chains (BCC) [7], Probabilistic Classifier Chains (PCC) [8], Super class 
classifier (SCC) [9], Bagging [10], Ensemble of Classifier Chains (ECC) 
[11], Pruned Sets [12] and Classifier Chains (CC) [13] based on Ham-
ming Loss, Hamming Score and Exact Match. BCC and PCC were found 
to perform well with 10-fold cross-validation [13]. proposed Multi-Label 
Problem Transformation Joint Classification (MLPTJC) model for a 
health and disease risk prediction dataset consisting of 110,300 in-
stances, 22 features and 8 disease labels. They proposed a Joint 
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Decomposition Subset Classifier method to reduce the infrequent label 
sets to deal with the imbalance learning problem. They applied the 
Support Vector Machine (SVM) and Random Forest (RF) models with 
10-fold cross-validation with their performance measures based on 
Average Accuracy, Precision, Recall and F-measure. SVM gave a better 
performance. Likewise [14], reported findings on IncRNA multi label 
dataset with 89 composition features, 21 structural features of 7566 
tissue-specific with 22 classes of tissues. BP-MLL, ML-kNN, BR and 
RAkEL methods were applied with SVM as base model. Based on the 
three-performance measure categorization, ML-kNN performed best 
[13]. proposed an Ensemble Label Power-set Pruned datasets Joint 
Decomposition (ELPPJD) model. The chronic disease risk dataset con-
sisting of 110,300 instances, 62 symptoms and 6 disease labels (hyper-
tension, diabetes, fatty liver, cholecystitis, heart disease, and obesity) 
were first transformed into a multiclass classification pruning the 
datasets and applying joint decomposition methods to deal with the 
imbalance learning problem. Size Balanced (SB) and Label Similarity 
(LS) decomposition methods were applied to the training dataset. 
ELPPJD was contrasted with RAkEL and HOMER and evaluated based 
on Average accuracy micro (Precision, Recall, and F1) and macro 
(Precision, Recall and F1). ELPPJD method with label similarity strategy 
has outstanding performance [14]. proposed a fusion of ML-kNN and 
Logistic Regression (LR) called IBLR-ML. This style captures the in-
terdependencies between labels and combines model-based and 
similarity-based inference for multi-label classification. Based on Ham-
ming Loss (HL), One Error (OE), Average Precision (AP), Rank Loss and 
Coverage, the proposed model outperforms BR and LP with k-NN, LR 
and Decision Tree (DT) as base models [29]. proposed a general 
framework to automatically transform a conventional instance repre-
sentation into meta-level features, enables a broad range of 
learning-to-rank algorithms in information retrieval (IR) to be leveraged 
for category ranking in MLC, and invokes supervised learning for 
instance-based threshold optimization. The experiments were evaluated 
on multiple benchmark datasets and compared with Rank-SVM, 

ML-kNN, IBLR and Binary SVM. The proposed model significantly out-
performs the other models at 5% significance level. 

This study presents a new PDD dataset as a Multi-Label classification 
problem and experimentally assesses the data with 15 MLC methods 
using 10 evaluation measures. The performance of these methods is 
measured with four ranking-based, three example-based and three label- 
based measures. The efficiency of these methods is measured by their 
training and testing sets. 

The study thus builds an MLC model, which uses MLC classifiers that 
provide consistent and clinician interpretable diagnostic results with 
respect to simultaneously determining the presence of the five PDD from 
symptoms accurately. It also comparatively evaluates four multi-label 
classification algorithms on the aforesaid dataset using a variety of 
evaluation metrics. 

The remainder of the paper is organized as follows: Section 2 briefly 
exposes the subject of MLC and how it is related to PDD. Section 3 de-
scribes the methodology adopted in the study; Section 4 presents the 
results and its analysis while Section 5 concludes the study with a plan 
for future work. 

2. MULTI-LABEL classification (MLC) 

A Single - Label Classification (SLC) learns from a set of samples of a 
dataset associated with a single label λ from a set of disjoint labels L;
jLj > 1. A binary classification problem occurs when jLj ¼ 2, but be-

comes a multi-class problem when jLj > 2. But MLC occurs when sam-
ples of a dataset are associated with a set of labels Y⊆L [5]. 

MLC models can be characterized into two groups namely Problem 
Transformation (PT) and Algorithm Adaptation (AA) methods as shown 
in Fig. 1. 

PT methods are algorithm independent. Here, MLC task are trans-
formed into one or more Single-label classification, regression or 
ranking tasks [5]. Some of the examples of models that fall under this 
group are: Binary Relevance (BR) [5], Classifier Chain (CC) [16], 
Bayesian Classifier Chain (BCC) [17], Label Power-set (LP), Pair-Wise: 
Calibrated Label Ranking (CLR) [7]. 

AA methods extends specific learning algorithms to treat multi- 
labeled data [5]. Some of the algorithms belonging to this category 
are: Multi-Label k Nearest Neighbour (ML-kNN) [18], ADABOOST.MH 
and ADABOOST.MR [19], Multi-Label C4.5 (ML-C4.5) [20], Predictive 
Clustering Trees (PCTs) [21] and Back Propagation- Multi Label 
Learning. 

[22] extended the characterization of MLC to ensemble methods. 
This category comprises of methods that ensembles MLC models but uses 
either AA or PT as their base classifiers. Some examples of methods 
belonging to this category are Random k-label sets (RAkEL) [23], En-
sembles of Classifier Chains (ECC) [19], Random Forests of Predictive 
Clustering Trees (RF-PCT) [24,25] and Random Forests of multi label 
C4.5 trees [21], Ensemble of Pruned Set (EPS) [12]. 

2.1. PDD as a Multi–Label classification problem 

A Psychotic patient may also be suffering from other related diseases. 
The diagnosis of psychosis and related diseases (labels) from symptoms 
(attributes) is an MLC problem. Here, the many psychotic diseases, 
which are concurrently determined, explains the symptoms. These 
class/labels variables usually exhibit conditional dependence relations 
among themselves which must be modelled and learnt. Probability 
theory provides the framework for considering such possible multiple 
outcomes. Formally, the psychotic disease risk classification is framed 
into a multi-label classification problem. Given a set of r PDD records 
T ¼ fm1; m2; ⋯; mrg; with mi i ¼ 1; 2; ⋯; rand a set of n psychotic 
disease labels L ¼ l1; l2;⋯; ln; with lj; j ¼ 1; 2;⋯;n;denoting one type of 
disease, each record in T is associated with one or more disease labels in 
L. The problem of multi-label disease classification can be represented 
by a tuple of ðmi;SiÞ, where Siis the class label for record mi. Si is a subset 

Fig. 1. Taxonomy of MLC [5].  

S.O. Folorunso et al.                                                                                                                                                                                                                           



Informatics in Medicine Unlocked 19 (2020) 100326

3

of L, which denotes Si⊆L. The aim of the study is to build a classification 
model to predict 5 psychotic disease labels S’

m for every new physical 
record m’

i . 

2.2. Machine learning evaluation measures 

The degree of multi-label is measured by Label Cardinality (LC) and 
Label Density (LD). LC averages number of labels of the input examples 
in the dataset. For the PDD dataset, LC is 1.83 which signifies that each 
example has an average of more than 1 label associated with it. LD ac-
counts for the number of labels with the average number of labels of the 
input examples (LC divided by the number of labels). The Lower the LD 
value, the slighter the number of occurrences of the label in the dataset. 
Lower LD shows that there are fewer samples corresponding to each 
label and hence the learning method needs to learn the label within 
those limited samples. Thus, the LD of 0.366 indicates that the average 
percentage of occurrence of each label in dataset is 36.6%. The Label 
Cardinality (LC) is the average number of labels of the observations in 
the Psychotic dataset while Label Density (LD) is LC divided by the Label 
set (L). 

The machine learning evaluation measures are viewed from 
example-based, label-based and ranking-based perspectives. The 
examples-based are based on the average differences of the actual and 
the predicted sets of labels from the overall examples of the evaluated 
dataset. The label-based are used for predicting the performance of each 
label separately and then averaging the performance over all labels [23]. 
The ranking-based evaluation measures are used for comparing the 

predicted ranking of the labels and the ground truth ranking. 
The mathematical equations/formulas for comparing the evaluation 

measures of the MLC model used in this study are as presented in 
Table 1. 

This study utilized three example-based (HL, Acc, EM), three-label 
based (Macro-F1 (example), Macro-F1(label), Micro-F1) and four 
ranking-based measures (OE, ZOL, AP, RL) evaluation measures. A 
threshold calibration method was recommended for this study in order 
to be able to minimize the difference in label cardinality between the 
training and the predictions of the test dataset [17]. The performance of 
the predictive model is informed based on the selection of an appro-
priate value of the threshold [23]. The probabilistic values of the 
Hamming Loss (HL), One Error (OE), Zero one Loss (ZOL), Ranking Loss 
(RL) ranges from 0 to 1. Hence, the performance of the model is superior 
to another if the value is 0 or the smallest value. For Accuracy (Acc), 
Average Precision (AP), Micro-F1 and Macro-F1, their values also range 
from 0 to 1 where large value indicates superior performance. 

The Hamming Loss measures the ability of the algorithm to 
discriminate the symbols associated to the type of psychotic illness each 
patient has. Ranking loss measures the ranking of the labels according to 
the dominant disease of the patient. 

Table 1 
Mathematical equations for MLC.  

Measure Name Formula 

Label Cardinality 
(LC) 

LC ¼
1
N
XN

i¼1

XL
j¼1

yðiÞj 

L ¼ number of labels 
N ¼ number of examples 
yðiÞj ¼ is the set of labels of the ith instance  

Label Density 
(LD) 

LD ¼
LC
L  

Hamming Loss 
(HL) 

HLðhÞ ¼
1
N
XN

i¼1
1
Q
jhðxiΔΥiÞj

Υi ¼ set of true labels of example xi 

hðxiÞ ¼ set of predicted labels for the same examples 
N ¼ the total number of examples 
Q ¼ the total number of possible class labels. 
Δ ¼ symmetric difference between two sets.  

Average 
Precision (AP) AP ¼

1
N
XN

i¼1
1
Υi

X

λ2Υi

jL ij

rankf ðxi; λÞ

L i ¼ fλ’��rankf ðxi;λ’Þ� rankf ðxi; λÞ;λ’ 2 Υig

One Error (OE) OE ¼
1
N
XN

i¼1

h
argmax

λ2y
fðxi;λÞ 62 Υi

i

Ranking Loss 
(RL) RL ¼

1
N
XN

i¼1
jDij

jΥij jΥij

Di ¼ fðλm; λnjfðxi; λmÞ� fðxi;λnÞðλm; λnÞ 2 Υi � ΥiÞg

Υ ¼ complementary set of Υ in L  

Accuracy (Acc) 
Acc ¼

1
N
XN

i¼1

�
�
�
�
hðxiÞ \ Υi

hðxiÞ [ Υi

�
�
�
�

Micro-precision 
microprecision ¼

PQ
j¼1tpj

PQ
j¼1ðtpj þ fpjÞ

where tpj; fpj and fnj are the number of true positives, false 
positives and false negatives for the label λj considered as a 
binary class. Q is the total number of possible class labels.  

Micro-recall 
microrecall ¼

PQ
j¼1tpj

PQ
j¼1ðtpj þ fnjÞ

Micro-F1 microF1 ¼
2�microprecision �microrecall

microprecision þ microrecall  
Macro-Precision macroprecision ¼

1
Q
XQ

j¼1

tpj

tpj þ fpj  
Macro-Recall macrorecall ¼

1
Q
XQ

j¼1

tpj

tpj þ fnj  
Macro-F1 macroF1 ¼

1
Q
XQ

j¼1
2�macroprecision � macrorecall

macroprecision þ macrorecall   

Table 2 
Summary of the psychotic patients dataset.  

S/N Attribute Type Values Size 

1 Gender Nominal Female 267 
Male 233 

2 Age Group Nominal <30 170 
30–60 278 
>60 52 

3 History in 
Family 

Nominal Yes 269 
No 231 

4 Religion Nominal Christianity 222 
Islam 219 
Others 59 

5 Occupation Nominal Artisan 144 
Civil Servant 73 
Force 21 
Retired 46 
Student 120 
Unemployed 96 

6 Hereditary Nominal Yes 221 
No 279 

7 Status Nominal Married 281 
Single 219 

8 Loss of 
Parent(s) 

Nominal Yes 298 
No 202 

9 Divorce Nominal Yes 60 
No 440 

10 Head Injury Nominal Yes 94 
No 406 

11 Spiritual Consult Nominal Yes 347  
No 153  

12 Insomnia (Class) Nominal Negative 
(N) 

297  

Positive 
(P) 

203  

13 Schizophrenia (Class) Nominal Negative 
(N) 

75  

Positive 
(P) 

425  

14 Vascular Dementia 
(VD) (Class) 

Nominal Negative 
(N) 

154  

Positive 
(P) 

346  

15 Attention-Deficit/ 
Hyperactivity Disorder 
(ADHD) (Class) 

Nominal Negative 
(N) 

282  

Positive 
(P) 

218  

16 Bipolar (Class) Nominal Negative 
(N) 

299  

Positive 
(P) 

201   
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3. Materials and methods 

3.1. Data collection 

The data were obtained from Yaba Psychiatry hospital, Yaba, Lagos 
state, Nigeria by Ref. [15]. It contained medical records of 500 psychotic 
patients, 16 variables (11 independent and 5 dependent variables). The 
information spans a period of five years (Jan. 2010–Dec. 2014). The 
summary of the dataset and the summary of the demographic variables 
of the patients with PDD are presented in Table 2 and Table 3 
respectively. 

3.2. Experiments 

All the multi-label learning models and evaluation metrics were 
implemented with the experiment section of MEKA 1.9.2 [26], an open 
source multi-label machine learning suite based on WEKA [27]. The 
operating system is a 64-bit Windows 10 x64-based Processor an Intel 
Core i5-7200U CPU @2.50 GHz 2.70 GHz 8 GB. For all experiments 
performed, 10-fold cross-validation was applied to evaluate the perfor-
mance systematically. All instances of the dataset were split into ratio of 
90:10. The validation was iterated 30 times for the experiment, the 
averaged values of 300 runs are calculated for all models. All multi-label 
classifiers were trained with default parameters as advised by Ref. [28]. 

SVM, NB, LMT and NBTree base classifiers were used in the Problem 
Transformation (PT) and Ensemble methods in this study. For the PT 
method, we use BR, CC, LC, PCC, PS, FW and RT. And for the ensemble 
methods, we use RAkEL, RAkELd, EBR, ECC, EFW, EPCC, EPS, ELC and 
ERT. Having determined the best parameters values for each method on 
every dataset, the classifiers were trained using all available training 
examples and were evaluated by recognizing all test examples from the 
corresponding dataset. 

4. Result and discussion 

4.1. Description of the PDD dataset 

The dataset distribution is almost normal with positive skewness of 
0.495. Table 3 shows the demographic variables of the patients in which 
the five psychotic ailments are present. The patients consist of 40.6%, 
85.0%, 69.4%, 43.6% and 40.2% suffering respectively from Insomnia, 
Schizophrenia, Vascular Dementia, ADHD and Bipolar. The female pa-
tients were more affected in all the psychotic ailments except in ADHD 
where the males are almost double (See Fig. 2). The Artisans were the 

Table 3 
Summary of demographic variables of the patients in which the five psychotic ailments are present.  

Variable  Insomnia Schizophrenia Vascular Dementia ADHD Bipolar 

faNoily Status Yes 111 222 196 116 110 
No 92 203 151 102 91 

Religion Christianity 84 193 148 98 82 
Islam 93 177 158 91 93 
Others 26 55 41 29 26 

Genetic Yes 88 180 151 92 86 
No 115 245 196 126 115 

Marital Status Single 55 205 156 124 53 
Married 148 220 191 94 148 

Loss of Parent Yes 118 250 206 123 116 
No 85 175 141 95 85 

Divorce Yes 37 41 37 24 37 
No 166 384 310 194 184 

Injury Yes 39 84 64 44 39 
No 164 341 283 174 162 

Age <30 44 173 125 104 42 
30–60 76 204 155 102 76 
>60 83 48 67 12 83 

Gender Male 87 203 162 140 85 
Female 116 222 185 78 116 

Occupation Artisan 56 131 101 57 53 
Civil Servant 43 62 49 22 44 
Force 6 21 14 14 6 
Retired 38 7 26 4 38 
Student 29 113 80 68 29 
Unemployed 31 91 77 53 31 

Spiritual Consultation Yes 153 291 302 151 152 
No 50 134 45 67 49 

Total  203 (40.6%) 425 (85.0%) 347 (69.4%) 218 (43.6%) 201 (40.2%)  

Fig. 2. Number of PDD patients by Gender.  
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major occupation group suffering from the ailments except in ADHD 
where the Students are more affected. Majority of the patients have had 
spiritual consultations in the course of their ailments. Those that are 
more than 60 years of age majorly suffer Insomnia and Bipolar. 

Schizophrenia and Vascular Dementia are more rampant in ages 30 to 60 
group, while ADHD mostly affects less than 60 age groups. In terms of 
marital status, the married suffer more of the ailments, except in ADHD 
where the Students suffer more. A majority of the patients suffering from 

Table 4 
Result of 90/10 percentage split.  

Classifier Example Based Ranking Based Label Based 

Acc. EM HL AP OE RL ZOL Macro-F1 (example) Macro-F1 (label) Micro-F1 

BR -NB 0.4963 0.3360 0.2569 0.8802 0.4107 0.1351 0.6640 0.4362 0.6422 0.6448 
BR -SVM 0.5513 0.3987 0.2332 0.7813 0.4073 0.2278 0.6013 0.4716 0.6287 0.6466 
BR -LMT 0.5098 0.3153 0.2585 0.8855 0.4000 0.1316 0.6847 0.4872 0.6368 0.6480 
BR-NBTree 0.4837 0.2933 0.2643 0.8579 0.4367 0.1562 0.7067 0.4482 0.6281 0.6343 

CC - NB 0.4843 0.3273 0.2607 0.7026 0.4907 0.2901 0.6727 0.3932 0.6255 0.6232 
CC - SVM 0.5513 0.3987 0.2332 0.7813 0.4073 0.2278 0.6013 0.4716 0.6287 0.6466 
CC - LMT 0.5180 0.3520 0.2469 0.7569 0.4273 0.2458 0.6480 0.4489 0.6151 0.6280 
CC - NBTree 0.4875 0.3253 0.2616 0.7219 0.4727 0.2748 0.6747 0.4138 0.6165 0.6182 

FW –NB 0.5226 0.3460 0.2541 0.7704 0.4440 0.2214 0.6540 0.4630 0.6483 0.6551 
FW -SVM 0.5450 0.3733 0.2440 0.8037 0.3953 0.2156 0.6267 0.4836 0.6315 0.6503 
FW -LMT 0.5223 0.3440 0.2559 0.8016 0.4080 0.2133 0.6560 0.4817 0.6336 0.6468 
FW -NBTree 0.5189 0.3353 0.2573 0.7940 0.4253 0.2003 0.6647 0.4742 0.6471 0.6546 

LC –NB 0.5656 0.4060 0.2395 0.7739 0.4320 0.2201 0.5940 0.4985 0.6582 0.6710 
LC -SVM 0.5434 0.3907 0.2493 0.7630 0.4367 0.2404 0.6093 0.4686 0.6330 0.6449 
LC -LMT 0.5353 0.3893 0.2451 0.7577 0.4333 0.2534 0.6107 0.4441 0.6187 0.6312 
LC -NBTree 0.5656 0.4060 0.2395 0.7739 0.4320 0.2201 0.5940 0.4985 0.6582 0.6710 

PCC - NB 0.4884 0.3033 0.2577 0.8454 0.4487 0.1743 0.6967 0.4222 0.6424 0.6439 
PCC - SVM 0.5513 0.3987 0.2332 0.7813 0.4073 0.2278 0.6013 0.4716 0.6287 0.6466 
PCC - LMT 0.5080 0.2887 0.2536 0.8618 0.4100 0.1778 0.7113 0.4966 0.6386 0.6548 
PCC - NBTree 0.4947 0.3027 0.2609 0.8416 0.4420 0.1844 0.6973 0.4478 0.6320 0.6393 

PS – NB 0.5656 0.4060 0.2395 0.7739 0.4320 0.2201 0.5940 0.4985 0.6582 0.6710 
PS - SVM 0.5434 0.3907 0.2493 0.7630 0.4367 0.2404 0.6093 0.4686 0.6330 0.6449 
PS - LMT 0.5353 0.3893 0.2451 0.7577 0.4333 0.2534 0.6107 0.4441 0.6187 0.6312 
PS - NBTree 0.5656 0.4060 0.2395 0.7739 0.4320 0.2201 0.5940 0.4985 0.6582 0.6710 

RAkEL - NB 0.5395 0.3673 0.2476 0.8077 0.4040 0.1924 0.6327 0.4795 0.6568 0.6647 
RAkEL - SVM 0.5419 0.3553 0.2479 0.8254 0.3980 0.1987 0.6447 0.4995 0.6482 0.6634 
RAkEL - LMT 0.5368 0.3567 0.2507 0.8180 0.4027 0.2035 0.6433 0.4902 0.6442 0.6566 
RAkEL - NBTree 0.5349 0.3607 0.2496 0.8165 0.4087 0.1874 0.6393 0.4847 0.6539 0.6638 

RT – NB 0.3986 0.2080 0.3459 0.8807 0.4080 0.1362 0.7920 0.4704 0.5183 0.5227 
RT - SVM 0.3939 0.0800 0.3363 0.8866 0.4040 0.1304 0.9200 0.4970 0.4972 0.5611 
RT - LMT 0.4073 0.1987 0.3508 0.8826 0.4153 0.1333 0.8013 0.4824 0.4219 0.5306 
RT - NBTree 0.3986 0.2080 0.3459 0.8807 0.4080 0.1362 0.7920 0.4704 0.5183 0.5227 

EBR - NB 0.4951 0.3340 0.2563 0.8786 0.4133 0.1368 0.6660 0.4350 0.6425 0.6457 
EBR - SVM 0.5355 0.3680 0.2488 0.8031 0.4020 0.2070 0.6320 0.4908 0.6372 0.6499 
EBR - LMT 0.5374 0.3580 0.2491 0.8881 0.3960 0.1304 0.6420 0.4967 0.6422 0.6562 
EBR - NBTree 0.5107 0.3273 0.2527 0.8774 0.4107 0.1380 0.6727 0.4639 0.6425 0.6509 

ECC - NB 0.4989 0.3273 0.2615 0.7707 0.4553 0.2289 0.6727 0.4267 0.6418 0.6434 
ECC - SVM 0.5456 0.3840 0.2481 0.8080 0.4033 0.2053 0.6160 0.4932 0.6386 0.6533 
ECC - LMT 0.5366 0.3567 0.2557 0.8281 0.4100 0.1854 0.6433 0.5026 0.6458 0.6582 
ECC - NBTree 0.5261 0.3540 0.2493 0.8495 0.4047 0.1627 0.6460 0.4713 0.6534 0.6616 

EFW - NB 0.5169 0.3487 0.2521 0.8335 0.4040 0.1743 0.6513 0.4572 0.6478 0.6534 
EFW - SVM 0.5405 0.3620 0.2519 0.8495 0.3953 0.1713 0.6380 0.4963 0.6420 0.6563 
EFW - LMT 0.5402 0.3607 0.2508 0.8540 0.3947 0.1634 0.6393 0.4948 0.6427 0.6558 
EFW - NBTree 0.5242 0.3460 0.2509 0.8632 0.4087 0.1551 0.6540 0.4751 0.6464 0.6555 

ELC - NB 0.5513 0.3873 0.2453 0.8066 0.4287 0.1906 0.6127 0.4900 0.6534 0.6651 
ELC - SVM 0.5544 0.3893 0.2483 0.8265 0.4067 0.1831 0.6107 0.4922 0.6537 0.6644 
ELC - LMT 0.5482 0.3733 0.2497 0.8206 0.4133 0.1927 0.6267 0.4816 0.6499 0.6614 
ELC - NBTree 0.5482 0.3820 0.2472 0.8150 0.4347 0.1888 0.6180 0.4874 0.6521 0.6628 

EPCC - NB 0.4982 0.3267 0.2556 0.8703 0.4220 0.1448 0.6733 0.4274 0.6453 0.6466 
EPCC - SVM 0.5456 0.3840 0.2481 0.8080 0.4033 0.2053 0.6160 0.4932 0.6386 0.6533 
EPCC - LMT 0.5309 0.3427 0.2511 0.8888 0.3980 0.1297 0.6573 0.4997 0.6367 0.6534 
EPCC - NBTree 0.5179 0.3340 0.2505 0.8744 0.4153 0.1418 0.6660 0.4677 0.6448 0.6537 

EPS - NB 0.5513 0.3873 0.2453 0.8066 0.4287 0.1906 0.6127 0.4900 0.6534 0.6651 
EPS - SVM 0.5544 0.3893 0.2483 0.8265 0.4067 0.1831 0.6107 0.4922 0.6537 0.6644 
EPS - LMT 0.5482 0.3733 0.2497 0.8206 0.4133 0.1927 0.6267 0.4816 0.6499 0.6614 
EPS - NBTree 0.5482 0.3820 0.2472 0.8150 0.4347 0.1888 0.6180 0.4874 0.6521 0.6628 

ERT - NB 0.4000 0.2060 0.3424 0.8803 0.4067 0.1373 0.7940 0.4723 0.5206 0.5274 
ERT - SVM 0.3919 0.1320 0.3408 0.8922 0.4000 0.1271 0.8680 0.4837 0.4277 0.5366 
ERT - LMT 0.4058 0.2113 0.3500 0.8908 0.4027 0.1268 0.7887 0.4788 0.4033 0.5185 
ERT - NBTree 0.4000 0.2060 0.3424 0.8803 0.4067 0.1373 0.7940 0.4723 0.5206 0.5274  
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all the ailments have lost their parents, are not divorced, without genetic 
disorder and injury. Most patients suffering from the ailments were of 
either Christianity or Islamic faith and with faNoily. 

Multivariate (Pillar’s Trace, Wilks’ Lambda and Hoteling’s Trace) 
test shows that Age, Occupation and Spiritual-Consultation were the 
only variables that are statistically significant across the five dependent 
variables (Insomnia, Schizophrenia, Vascular Dementia, ADHD and Bi-
polar). The univariate and the Post Hoc Tests show that Insomnia, 
Schizophrenia and ADHD are not significantly different statistically by 
ages “Less than 30” and “30–60” years, while they differ significantly for 
age 60. Bipolar differ significantly among the three age groups while 
there is no significant difference in Vascular Dementia by age group. On 
Occupation, Schizophrenia, Vascular Dementia, and ADHD differ 
significantly among the occupational groups. Vascular Dementia differs 
significantly only between the Retired and the Unemployed. Schizo-
phrenia and ADHD differ significantly among the Retired people. 
Finally, Spiritual Consultation differs among the sufferers of Insomnia, 
Vascular Dementia and Bipolar. 

4.2. Machine learning experimental results 

The experimental results from the machine learning approach using 
90/10 percentage split are presented in Table 4 for all the evaluation 
performance metrics, which are accuracy, exact match, Hamming loss, 

Table 5 
K–W test for Algorithm for each disorder.   

Algorithm Mean Rank Test Statistic p-value Decision 

Insomnia LMT 20.43 8.486 0.037 S 
NB 30.43 
SVM 32.83 
NBTREE 38.3 

Schizophrenia NB 27.1 1.691 0.639 NS 
NBTREE 30.7 
SVM 32.1 
LMT 32.1 

VD NB 23.27 6.798 0.079 NS 
LMT 29.53 
NBTREE 30.9 
SVM 38.3 

ADHD NB 23.3 7.247 0.064 NS 
NBTREE 26.2 
SVM 34.43 
LMT 38.07 

Bipolar LMT 21.83 5.508 0.138 NS 
NB 31.4 
NBTREE 33.47 
SVM 35.3  

Fig. 3. ROC-AUC Graph for LC-NB on Insomnia.  
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average precision, one error, rank loss, zero one loss, F1(Macro by 
example), F1 (Macro by label) and Micro-F1. The result revealed that the 
following shows the best performance in terms of accuracy, exact match, 
Macro-F1(label) and Micro-F1 (LC and PS with NB and NBtree), Ham-
ming Loss (BR- NBtree), Average precision (BR-LMT), one error (CC- 
NB), Rank Loss (CC-NB), Zero One Loss (BR-NBtree) and Macro-F1 
(example) Rakel-SVM. 

This study utilized different multi-label classification algorithms 
based on the fact that most researchers have reported in their findings 
that there is no single classification label software tool that is best [31]. 
The different multi-label classification algorithms classifiers employed 
were Logistic model tree (LMT), Naïve Bayes (NB), Naïve Bayes Tree 
(NBTree) and Support vector machines (SVM) for the problem trans-
formation (PT) and the ensemble methods. For the PT method, BR, CC, 
LC, PCC, PS, FW and RT were used while RAkEL, RAkELd, EBR, ECC, 
EFW, EPCC, EPS, ELC and ERT were used for the ensemble methods. 
After determining the best parameter values for each method on every 
dataset, the classifiers were trained using all available training examples 
and were evaluated by recognizing all test examples from the corre-
sponding dataset. 

4.3. Statistical evaluation of the multi-label classification 

The MLC were analyzed based on algorithm type, classifiers Mea-
sures type, and evaluation measures using the Kruskal-Wallis test (K–W). 

The algorithms for One_Error and Macro_F1_Examples are statisti-
cally significantly different. All algorithms were not significantly 
different for RL, ZOL, ACC, AP, EM, HL, Macro_F1_label and Macro_F1. 
The algorithms are arranged based on the least mean rank (the best) for 
each evaluation measures (see Table 5). For instance, SVM is the best 
with One Error in the Ranking based measures, Accuracy with NB is the 
best in the Example-Based measures and Macro F1 example with NB is 

the best in the Label-based measures. 
Of the classifiers, only Macro_F1_Example classifiers were not sta-

tistically significant from each other. The preferred classifier for One 
Error is EFW, ERT classifier for RL, LC for ZOL, RT for ACC, CC for AP, 
RT for EM, LC for HL, RT for Macro_F1_label and ERT for Macro_F1. The 
Ranked based measures are preferred to the Example-based and the 
Label-based measures. 

On the evaluation measures, RL is the best. All evaluation measures 
are significantly different from each other. Table 5 shows that the al-
gorithm differs statistically only for Insomnia (p-value < 0.05). LMT is 
the best algorithm for Insomnia and Bipolar while NB is the best for 
Schizophrenia, VD and ADHD. 

As in Table 5, the classifiers performance in classifying each of the 
disorders was determined. The classifiers are statistically significantly 
different for Insomnia, VD and ADHD. The best classifier for Insomnia, 
VD, ADHD, and Bipolar is RT while Schizophrenia is best classified by 
CC. 

4.4. Result based on MLC measures 

Experimental results presented in Table 4 shows that for example- 
based (HL, Acc, EM), label-based (Macro-F1(example), Macro-F1 
(label), Micro-F1) and ranking-based measures (OE, ZOL, AP, RL) 
evaluation measures, NB performs best as well as NBTree in most of the 
measures. And the best MLC are LC and PS. So, LC-NB shows the result of 
the MLC based on NB classifier. We summarize some observations 
briefly as follows:  

i. LC performed as well as PS for all results. All of their obtained 
results were the same for all base classifiers. One of the reasons 
could be that LC treats each label combination as a single class in 
a multi-class learning scheme. The set of possible values of each 

Fig. 4. ROC-AUC Graph for LC-NB on Schizophrenia.  
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class is the powerset of labels. Also, with PS, the idea is to reduce 
the number of unique class values that would otherwise need to 
be learned by LC. 

ii. LC-NB, LC-NB-Tree, PS-NB and PS-NBTree significantly outper-
form other models for the example-based measure results. The 
averaged Acc. value (0.5656) and averaged EM value (0.4060) 
were the highest for all models.  

iii. However, for HL, BR-SVM, CC-SVM and PCC-SVM performed best 
with the least value of 0.2332. 

Investigation of the performances of some MLC models on 4 base 
classifiers in terms of the label-based measure of our PDD dataset shows 
that:  

i The LC-NBTree and LC-NB obtained the same and highest values of 
0.6582 and 0.6710 for Macro-F1 (label) and Micro-F1 respectively. 
For this measure, a higher value is better. 

ii Macro-F1 (example)’s ECC-LMT, with a value of 0.5026, signifi-
cantly outperforms all the other models. For this measure, a lower 
value is better. 

Also, in Table 4, we investigate the performances of some MLC 
models on 4 base classifiers in terms of the ranking-based measure of our 
PDD dataset. A higher value is better for AP and ZOL measure while 
lower value shows a better model for OE and RL.  

i. The experimental results (in Table 4) show that LC-NBTree and 
LC-NB obtained the same and highest value of 0.5940 for ZOL 
measure.  

ii. For AP measure, ERT-SVM significantly outperforms all the other 
models with a value of 0.8922.  

iii. For OE, EFW-LMT significantly outperforms all the other models 
with a least value of 0.3947, and  

iv. For RL measure, ERT-LMT significantly outperforms all the other 
models with a least value of 0.1268. 

4.5. Results based on ROC-AUC 

This study also uses the area under the curve (AUC) and Receiver 
Operating Characteristics (ROC) curve to evaluate the model perfor-
mance. ROC-AUC curve is a graphical representation for showing the 
trade-off between recall/sensitivity/true positive rate (TPR) and false 
positive rate (FPR) while precision-recall curve (PRC) is a graphical 
representation for showing the trade-off between precision and recall. 
The precision-recall curve (PRC) is not commonly used as the ROC-AUC 
curve in classification problem with balanced dataset [29,30]. In this 
study, the classes were represented as 0 (false positive) which shows that 
a patient is without the psychotic diseases among the patient with 
psychotic diseases and 1 (true positive) which shows that a patient is 
with the psychotic diseases among patients with psychotic diseases [31]. 

4.5.1. ROC-AUC curve 
The optimal results of the ROC-AUC curve were selected in each of 

the different categories of the performance evaluation metrics on the 
multi-label classification model accuracy on PDD and presented in 
Figs. 3–7. 

It is noted that the model for Vascular Dementia yields better per-
formance with an area under the curve (AUC) of 79.5%. This indicates 

Fig. 5. ROC-AUC Graph for LC-NB on vascular Dementia.  
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that the model has more true positives and fewer false positives. On the 
other hand, the worst performance is exhibited by the model for Bipolar 
and Insomnia with 66.6% AUC. 

4.5.2. Time-consumptions 
The optimal results on the time-consumptions are based on the test 

time and total time. The total time of Naïve Bayes (0.02) is less as 
compared to SVM (1.107) and LMT (1.837) which means the Naïve 
Bayes outperforms the SVM and LMT while the test time of Naïve Bayes 
(0.004) and LMT (0.004) is less as compared to SVM (0.016) which 
means the Naïve Bayes and LMT outperform the SVM. 

5. Conclusion 

There is an urgent need for an early detection diagnostic decision 
support system for psychotic diseases to be integrated into the digital 
health technology that will guide against mental disorder in patients 
[32,33]. This study models the relationship between different psychotic 
diseases by means of the multi-label model in machine learning. 

The MLC reported in this study is more efficient than the previous 
study carried out by Ref. [34] in terms of the ability to use Binary 
Relevance (BR) approach to solve m labels problem which cannot be 
handled by the use of only support vector machine on multi-label 
dataset; hence the inclusion of the statistical evaluation measures in this 
study. 

Also, the experiments evaluated on multiple benchmark datasets 
were compared with Rank-SVM, ML-kNN, IBLR and Binary SVM. Our 
findings show that the proposed model significantly outperforms the 
other models at 5% significance level. 

From medical perspective, the best choice to be considered on the 
recommended accuracy is the approach with fewer false positives. In 
this study Vascular Dementia has 20.5% false positives. 

The study found that Schizophrenia has the highest classification 
accuracy while Bipolar has the lowest in the data split of 90-10. 

The results obtained show that the Label Powerset (LC) and Pruned 
Sets (PS), MLC methods with Naïve Bayes (NB) and Naïve Bayes Tree 
(NBTree) consistently perform best in terms of the evaluation measures 
on the PDD dataset. Hence, either LC or PS methods are recommended 
for this dataset for model building. The classifiers are statistically 
significantly different for Insomnia, VD and ADHD. The best classifier 
for Insomnia, VD, ADHD, and Bipolar is RT while Schizophrenia is best 
classified by CC. 

This study was challenged with its inability to generate a confusion 
matrix which can help to determine if there is an overlap in the true 
negative and false negative for the psychosis diseases. 

Future study may explore the use of deep learning techniques on the 
multi-label classification to handle the confusion matrix that may enable 
us to determine if there will be an overlap between the false negative 
and true negative. 

The use of machine learning and soft computing techniques will 
improve medical efficiency and effectiveness in mental healthcare sys-
tems for classification and prediction of psychotic diseases especially in 
developing countries. 
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