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Abstract001

Role-playing agents (RPAs) have attracted002
growing interest for their ability to simulate003
immersive and interactive characters. However,004
existing approaches primarily focus on static005
role profiles, overlooking the dynamic percep-006
tual abilities inherent to humans. To bridge007
this gap, we introduce the concept of dynamic008
role profiles by incorporating video modality009
into RPAs. To support this, we construct Role-010
playing-Video60k, a large-scale, high-quality011
dataset comprising 60k videos and 700k cor-012
responding dialogues. Based on this dataset,013
we develop a comprehensive RPA framework014
that combines adaptive temporal sampling with015
both dynamic and static role profile representa-016
tions. Specifically, the dynamic profile is cre-017
ated by adaptively sampling video frames and018
feeding them to the LLM in temporal order,019
while the static profile consists of (1) charac-020
ter dialogues from training videos during fine-021
tuning, and (2) a summary context from the022
input video during inference. This joint integra-023
tion enables RPAs to generate greater responses.024
Furthermore, we propose a robust evaluation025
method covering eight metrics. Experimen-026
tal results demonstrate the effectiveness of our027
framework, highlighting the importance of dy-028
namic role profiles in developing RPAs.029

1 Introduction030

Recent advancements in large language models031

(LLMs) (Zhao et al., 2023) have spurred signifi-032

cant research interest in RPAs (Chen et al., 2024b),033

which simulate interactive characters through the034

integration of diverse modality data to create re-035

alistic user experiences. However, real-world hu-036

man perception is inherently multifaceted and dy-037

namic. The current reliance primarily on static038

modalities like text and images limits the ability of039

these agents to fully satisfy the growing demand040

for highly immersive and expressive role-playing041

experiences.042

I completely understand your concern. I used to 
think the same thing, but I realized that everyone 
has their own pace. I started with lighter weights 
and gradually increased. Consistency is more 
important than weight. I’ll share my progress and 
tips in the next video. 

How do you do that? I just lie down when I get 
home.

I totally get it! It's so easy to fall into the trap of 
lying down and scrolling. But once I'm in bed, I 
can't get up again.

It's too difficult for thin people to grow muscle.

Brother, how do you manage to be so free? Ever 
since I started graduate school, I have been like a 

cow or horse, with no time for myself.

I try to plan my day in advance, but honestly, I still 
get caught up sometimes. I just take it one step at a 
time and try not to stress too much.

Dialogue VideoContext

As a ... , here are some... : 

**1. ...** 

**2. ...** ...... 

Do any suggestions ...  

I am here to help! 

Figure 1: Examples illustrating our RPAs’ performance
compared to general baselines. More examples are pro-
vided in Appendix.

Video, as a powerful multimodal medium (Song 043

et al., 2024; Yang et al., 2024; Lian et al., 2024; 044

Mou et al., 2024), offers a rich array of dynamic de- 045

tails related to characters, such as emotional states, 046

physical actions, scene transitions, and narrative ex- 047

periences. This information is highly valuable for 048

pioneering dynamic role-playing profiles. For ex- 049

ample, lives showcase character dynamic motions 050

in authentic scenarios. Vlogs and role documen- 051

taries capture individuals’ expressions and daily 052

activities, effectively conveying complex emotions 053

and personality traits for detailed character portray- 054

als. Consequently, integrating the video modality 055

into RPAs equips agents with more comprehen- 056

sive and detailed dynamic information, improving 057

role-playing performance and user engagement. 058

Currently, despite some promising results of the 059
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existing work (Dai et al., 2024; Wang et al., 2025b)060

in the field of RPAs, there is still a lack of explo-061

ration in data resources and effective methods of062

video modality. How to effectively integrate video063

modality information with existing static modali-064

ties and leverage its unique dynamic information065

advantages for RPAs remains a challenging prob-066

lem. Furthermore, the long length of some videos067

often introduces considerable redundant informa-068

tion, leading to high memory resource consumption069

and inefficient video information representation.070

To fill these gaps, this study introduces the con-071

cept of dynamic role-playing to integrate video072

modality into the RPAs for the first time, constructs073

a large-scale and high-quality dataset tailored to074

the requirements of dynamic profile representation075

in RPAs, and proposes a comprehensive framework076

that effectively incorporates video modality with077

static modalities.078

Specifically, we construct a large-scale and high-079

quality dataset sourced from various social me-080

dia platforms like Xiaohongshu, Douyin, Weibo,081

and Bilibili. The dataset comprises daily lives,082

lifestyle vlogs, and personal documentaries from di-083

verse groups, accompanied by corresponding video084

captions and related dialogues, providing rich re-085

sources for the development of RPAs. Addition-086

ally, we propose a novel multimodal RPA frame-087

work that combines adaptive temporal sampling088

with both dynamic and static role profile represen-089

tations. To construct the dynamic role profile, we090

adaptively sample video frames based on their dura-091

tion and provide them to the LLM in their original092

order. In parallel, the static role profile captures093

character information with two main components:094

(1) character-specific dialogues related to training095

videos, which are used to guide the base model096

during fine-tuning, and (2) a high-level summary097

generated from the input video during inference,098

which provides a concise but accurate description099

of the video scene and character presentation. By100

integrating both dynamic and static role profiles,101

our framework enables RPAs to generate responses102

that are highly consistent with the character’s iden-103

tity and the narrative context.104

Moreover, we design a series of evaluation met-105

rics and experiments to validate the effectiveness106

of our framework. Extensive experiments demon-107

strate the superior performance of our framework108

on RPAs. It establishes a compelling trade-off109

between parameter size and overall performance110

while achieving SOTA for human-likeness.111

Table 1: Comparison between different role-playing
datasets. Our work is the first role-playing dataset that
introduces the video.

Dataset Dialogues Video

ChatHaruhi (Li et al., 2023a) 54,726 %

Character-LLM (Shao et al., 2023) 14,300 %

RoleLLM (Wang et al., 2024a) 168.1k %

CharacterGLM (Zhou et al., 2024) 1,034 %

Character100 (Wang et al., 2024b) 10,609 %

DITTO (Lu et al., 2024) 7,186 %

CharacterEval (Tu et al., 2024) 1785 %

LifeChoice (Xu et al., 2024) 1,462 %

RolePersonality (Ran et al., 2024) 87,345 %

MMRole (Dai et al., 2024) 14,346 %

CharacterBench (Zhou et al., 2025) 13,162 %

OpenCharacter (Wang et al., 2025a) 306k %

RoleMRC (Lu et al., 2025) 39.3k %

CoSER (Wang et al., 2025b) 29,798 %

Role-playing-Video60k(Ours) 700k "

In summary, our contributions are threefold: 112

• We are the first to integrate the video modal- 113

ity into RPAs, introducing the concept of dy- 114

namic role-playing and enabling the creation 115

of rich dynamic role profiles. 116

• We construct a large-scale and high-quality 117

dataset for the development of RPAs, includ- 118

ing 60k videos and 700k dialogues across var- 119

ious categories, durations, and scenarios. 120

• We develop a novel and comprehensive RPA 121

framework that integrates adaptive temporal 122

sampling with both dynamic and static role 123

profiles. Extensive experiments and analyses 124

demonstrate its outstanding performance. 125

2 Related Work 126

2.1 Static Role Playing 127

ChatHaruhi (Li et al., 2023a) provides a dataset 128

of over 54k simulated dialogues for 32 characters 129

spanning Chinese, English, and anime. Charac- 130

terGLM (Zhou et al., 2024) allows for personal- 131

izing a diverse range of agent personas and so- 132

cial agents through customizable attributes and 133

behaviors. CharacterLLM (Shao et al., 2023) 134

builds a dataset detailing specific character ex- 135

periences, then fine-tunes a base model with 136

the dataset to achieve target character portrayal. 137

RoleLLM (Wang et al., 2024a) improves LLM role- 138

playing via a multi-component framework (e.g., 139
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role profile construction, role-GPT, role-bench).140

Ditto (Lu et al., 2024) introduces a self-alignment141

method to enhance LLM role-playing capabilities142

through knowledge augmentation and dialogue sim-143

ulation. MMrole (Dai et al., 2024)introduces the144

concept of multimodal role-playing agents and of-145

fers a comprehensive framework for their develop-146

ment and evaluation. RoleMRC (Lu et al., 2025)147

provides a fine-grained composite benchmark for148

role-playing and instruction-following, revealing149

activation patterns linked to these distinct abilities.150

CoSER (Wang et al., 2025b) provides a dataset151

comprising 29, 798 authentic conversations and152

comprehensive data from 771 renowned books and153

proposes a given-circumstance acting method for154

training and evaluating role-playing LLMs.155

2.2 Video Understanding156

GPT4Video (Wang et al., 2024e) proposes a unified157

framework for video understanding and generation158

via pre-trained model integration and develops a159

simple text-only fine-tuning method for instruction160

following and safety alignment. LongVLM (Weng161

et al., 2024) introduces a VideoLLM for long-term162

video understanding, achieving affordability via163

segment decomposition, feature extraction, token164

merging, and global semantics. Video-LLaVA (Lin165

et al., 2024) maps visual signals to the language fea-166

ture space to achieve unified visual representations,167

introducing a method for aligning features prior168

to projection. VideoAgent (Wang et al., 2024c)169

proposes an agent-based system that iteratively ex-170

tracts and compiles key information for question171

answering, using vision-language models for visual172

translation and retrieval. VidRecap (Islam et al.,173

2024) proposes a hierarchical caption generation174

method that creates CLIP captions, segment de-175

scriptions, and video summaries, trained using a176

coarse-to-fine approach to learn the structure of177

video. LongVU (Shen et al., 2024) preserves frame178

information for lengthy videos by compressing to-179

kens based on similarity and selecting relevant vi-180

sual tokens for text queries. InternVideo2.5 (Wang181

et al., 2025c) introduces a length-adaptive token182

approach to process videos, integrating visual per-183

ception with MLLM for fine-grained analysis.184

2.3 Multimodal Large Language Model185

CLIP (Radford et al., 2021) achieves cross-modal186

understanding and unified representation by apply-187

ing contrastive learning to unlabeled image-text188

pairs, eliminating the need for task-specific data189

Doc
ume

nta
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Vlog

Live

Figure 2: The video types and examples of our dataset.

annotation. Flamingo (Alayrac et al., 2022) inserts 190

new gated cross-attention layers into the LLMs to 191

inject visual features and pre-trains the new layers 192

on billions of image-text pairs. Emu (Sun et al., 193

2024) extends the approach of Flamingo (Alayrac 194

et al., 2022) by integrating additional modali- 195

ties to model generation and the corresponding 196

training corpus. BLIP-2 (Li et al., 2023b) in- 197

troduces Q-Former for visual and linguistic rep- 198

resentation learning, achieving zero-shot image- 199

text generation and strong performance on visual 200

language tasks with more efficient parameteriza- 201

tion. InternVL (Chen et al., 2024c) presents the 202

first alignment of a large-scale vision encoder 203

with LLMs and introduces a progressive image- 204

text alignment strategy, enabling efficient train- 205

ing of large-scale vision-language foundation mod- 206

els. InstructBLIP (Dai et al., 2023) introduces 207

an instruction-aware feature extraction method for 208

vision-language instruction tuning, significantly en- 209

hancing multimodal model performance. LLaVA- 210

NeXT (Li et al., 2024) enhances visual detail cap- 211

ture via improved input image resolution and re- 212

fines its data mix through adapted visual instruc- 213

tions. 214

3 Dataset Curation 215

To ensure richness and diversity of video content, 216

we curate a large-scale and high-quality video 217

dataset sourced from various social media plat- 218

forms, including Xiaohongshu, Douyin, Weibo, 219
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and Bilibili. This dataset comprises daily lives,220

lifestyle vlogs, and personal documentaries from221

diverse groups, accompanied by corresponding cap-222

tions and related dialogues, providing comprehen-223

sive resources for the development of RPAs. More224

details can be found in the Appendix A.2.225

3.1 Video Type226

We divide the dataset videos into three categories227

by their content and duration, as shown in Fig. 2.228

Live. This type of video captures a few seconds229

before and after a specific moment, focusing on230

close-up details that highlight the character’s re-231

lated motions. Notably, unlike static images, which232

freeze a single frame, these videos offer a continu-233

ous narrative by incorporating both preceding and234

following frames. This dynamic continuity enables235

a deeper understanding of the role-related motion236

in the scene, reducing the bias of isolated moments.237

Vlog. Unlike traditional blogs, this category of238

video uses dynamic visuals to document daily life,239

typically capturing daily moments from individ-240

uals. Their vivid filming style, distinct character241

portrayals, and strong self-expression lend them a242

unique individuality, effectively conveying positive243

character profiles to LLMs.244

Documentary. This type of video documents the245

life journeys or period-specific experiences of indi-246

viduals, often featuring frequent scene transitions.247

Drawing from life footage that includes various248

personal events, these videos construct a cohesive249

storyline that presents the deeper character traits.250

3.2 Video Caption251

Video captions serve as a critical bridge linking252

textual information with visual content. Therefore,253

ensuring these captions are rich, diverse, and com-254

prehensive is essential for subsequent effective inte-255

gration. Our preliminary strategy for annotating the256

videos entailed per-second frame descriptions ag-257

gregated by an LLM into a complete caption. How-258

ever, this approach requires substantial resource259

consumption and costs, and is further constrained260

by the input size of the LLM, preventing full frame261

processing. Thus, we design the staged annotation262

approach illustrated in Fig. 3 which generates263

captions in two distinct phases, detailed below.264

Uniform Segmentation Sampling. To effectively265

capture the diverse scenes within each video while266

optimizing annotation efficiency, we employ a tem-267

poral segmentation strategy. Each video is uni-268

Frame 4

Frame 5

Frame n

Frame 1

Frame 2

Frame 3

Caption 1

Summary 
Context

Question-
Answers Pairs

Caption 4

Caption 5

Caption nCaption 3

Caption 2

Captions of each FrameUniform Segmentation Frame

Static Role-playing 

...

Video Caption

···

Finetune Inference

Figure 3: The illustration of video caption. We uni-
formly divide the video into segments and annotate
each segment with a frame description, then we summa-
rize these descriptions as a video caption and employ
it during the fine-tuning and inference phase. Notably,
video captions are utilized distinctly across the two
phases, originating from different videos and serving
distinct purposes. Specifically, during the fine-tuning
phase, captions are employed to generate question-
answer pairs. In contrast, during the inference phase,
captions are used to develop the role context.

formly divided into multiple segments based on its 269

length. From each segment, a single frame is sam- 270

pled as its representative. Based on case results and 271

manual comparisons, we divide each video into 64 272

segments, thereby achieving a trade-off between 273

representational quality and annotation efficiency. 274

Segment-Based Annotation and Summarization. 275

For each representative frame selected from the 276

segments, we use an LLM to generate a detailed de- 277

scription. Following this, we introduce a summary 278

agent, which takes the descriptions of the frames 279

in video order as context and produces a compre- 280

hensive video summary using Chain-of-Thought 281

(CoT) (Wei et al., 2022) and In-Context Learning 282

(ICL) (Brown et al., 2020). 283

3.3 Dialogue Generation and Filtering 284

Given a detailed video caption, we use an LLM 285

to generate question-answer pairs for each video. 286

Following existing video works (Chen et al., 2024a; 287

Zhang et al., 2024; Liu et al., 2024), the instruc- 288

tion prompt includes: (1) The role definition of 289

the video scene. (2) The detailed video descrip- 290

tion. (3) In-context examples that include question- 291

answer pairs from the real comments in social me- 292

dia. (4) Instruction order about the specific gener- 293

ation of question-answer pairs. Also, we instruct 294

GPT-4o to return None if it is unable to generate 295

question-answer pairs in the case of a bad context. 296

Additionally, to improve the quality of the gener- 297

ated question-answer pairs, we filter out the gener- 298
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Video-Text Relevance
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Instruction Adherence

Role-Playing

Dynamic 

Role-playing Profile

Role-playing-Video60k

Input Video 

Video Caption 

Summay 

Context

Inference

LLM Judger

...

···

Sparse Sampling

<frame 1> <frame 151> <frame 301> ... <frame n>

<frame 1> <frame 2> <frame 3>... <frame n>

Dense Sampling

The video  a young woman ... ,  her shopping 
at a supermarket. ... The scene then  to her at home,  ... 
The video  her enjoying a drink and interacting with a 
cat. , ... The video  ...

showcases starting with
transitions

 also captures
Towards the end concludes with

Video Caption

Related Diologue

A： Honestly, I enjoy my own company. Eating alone 
lets me relax and fully appreciate my food.

A： Most of the time I like doing it alone, but 
occasionally a friend will tag along for fun.

Q： You look so happy eating by yourself. Do you ever feel lonely? 

Q： Do you always shop for groceries by yourself?

...

Key Scene Sampling

Similar Filter
<frame a> <frame b> <frame c>  ... <frame n>            

I totally get that! It's so tempting to scroll late, but I'm trying to set 
a bedtime routine. Maybe we can motivate each other?

I use a gentle brush every day to keep the fur soft and fluffy. It's 
become a little ritual we both enjoy.

Q: I really can't go to bed early. I just want to play on my phone at 
night, but I'm trying to be more disciplined and exercise.

Q: How did you get its coat to be so smooth?

Figure 4: Our framework consists of three key components: (1) Adaptive Temporal Sampling: This module
adaptively samples video frames based on the input video’s length. (2) Dynamic Role Profile Representation: This
module constructs dynamic role profiles from the sampled video frame. (3) Static Role Profile Representation:
This module extracts static role profiles from dialogue and summary contexts. Further, we propose a comprehensive
evaluation approach incorporating eight metrics.

ated question-answer pairs by discarding answers299

that begin with phrases like “As an AI language300

model,” “does not present,” “does not show,” “does301

not demonstrate,” or other errors.302

4 Methodology303

In this section, we propose the overall framework304

as illustrated in Fig. 4, which can be divided into305

three key parts: (1) Adaptive Temporal Sampling:306

We adapt an adaptive temporal sampling strategy307

tailored to the various lengths of video input. (2)308

Dynamic Role Profile Representation: We repre-309

sent the samplings from the video as a dynamic role310

profile. (3) Static Role Profile Representation:311

We represent the static role information from the312

dialogues obtained from Sec. 3.3 and the summary313

context of the input video. We provide a detailed314

explanation of these processes as follows.315

4.1 Adaptive Temporal Sampling316

For video V ∈ RT×H×W×3, we implement a317

context-aware sampling mechanism that adapts to318

the video length, forming the video frame sequence319

V ′ ∈ Rt×H×W×3. 320

For shorter videos like lives (0-5 seconds), where 321

fine-grained motion details are essential, we em- 322

ploy dense temporal sampling by capturing every 323

frame of the video. 324

For medium-length videos like vlogs (5 seconds - 325

10 minutes), where the coherence of events is more 326

important, we apply sparse sampling, taking one 327

frame per 5 seconds uniformly. 328

In contrast, for longer videos like documentaries 329

(longer than 10 minutes) that focus on event-level 330

understanding, we sample frames representing key 331

scene events. The specific keyframe sampling pro- 332

cess is detailed below. 333

• Step 1. Collect candidate frames by uni- 334

formly sampling one frame per second from 335

the long video. Compute the frame difference 336

D(i, j) =
∑M

k=1 |Iki − Ikj |, where Iki is the 337

k-th pixel value of the i-th frame, and M is 338

the total number of pixels. A frame is added 339

to the candidate set C = {f1, f2, f3, ..., fm} 340

if its difference score D(i − 1, i) exceeds a 341

threshold T . 342
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• Step 2. Divide the candidate set C into G uni-343

form groups, each containing |C|
G frames. For344

each group g, compute the intra-group vari-345

ation V (g) = maxi,j∈g D(i, j). Select the346

frame with the maximum V (g) as the repre-347

sentative frame for each group, forming a re-348

fined candidate set C ′ = {f1, f2, f3, ..., fn}.349

• Step 3. For adjacent frames i and j, calcu-350

late the similarity S(i, j) = Clip(i, j) us-351

ing CLIP. Merge frame j into frame i if352

S(i, j) > τ , where τ is a similarity thresh-353

old. Repeat until all adjacent frames have354

S(i, j) ≤ τ , resulting in the final key frame355

set Ck = {f1, f2, f3, ..., fk}.356

Due to restrictions on computational resources, we357

cap the maximum number of frame samples at 128.358

4.2 Dynamic Role Profile Representation359

Based on the visual content V ′ ∈ Rt×H×W×3 sam-360

pled in Sec. 4.1, we generate special tokens <im-361

age> for each video frame and present them as a362

visual prefix, maintaining the original order of the363

input video. Each frame is transformed and stacked364

into a tensor, representing the relevant dynamic role365

profile through a continuous frame sequence.366

4.3 Static Role Profile Representation367

In this section, we fine-tune the base model to learn368

the static role profile from the dialogue related to369

the video scenes and characters, as discussed in Sec.370

3.3. During the inference stage, we also employ a371

summary agent to capture the global information372

of the video. This agent uses a CoT process to373

generate a video summary, which is presented as374

static character context to guide role-playing.375

Character Dialogue. RPAs are designed to simu-376

late characters and engage in immersive dialogues377

with users. While these agents acquire dynamic378

role information from the process described in Sec.379

4.2, our approach further integrates the static role380

information through role-related dialogues. The381

approach presented in Sec. 3.3 ensures the training382

dialogues are centered on and informed by the roles383

and scenes within the videos. The integration can384

be achieved through supervised fine-tuning (SFT),385

with its specific data format shown in Fig. 5.386

Video Summary. After the SFT of the base model,387

we introduce a summary agent to capture global in-388

formation of the video during the inference phase.389

For the input video with a length L, we divide390

{  

    " ": 0,

    " ": "video.mp4",  

    " ": [ 

         {"from": " ", "value": " \nuser input"},   

         {"from": " ", "value": "assistant output"},   

         {"from": " ", "value": "user input"},    

         {"from": " ", "value": "assistant output"}  

     ]

}

id
video
conversations

human

human

<video>
gpt

gpt

Fine-tune Data Format

Figure 5: The example of fine-tune data format, the
special token <video> indicates the position where the
video is inserted.

it into successive n segments uniformly and cap- 391

tion the corresponding description for all segments, 392

D = {d1, d2, d3, ..., dk}, k = L/n. Additionally, 393

we introduce a summary agent with a CoT ap- 394

proach to summarize these descriptions D into an 395

entire video summary S, which is used as the con- 396

text to guide the LLM in performing role-playing 397

with the ICL approach. 398

5 Experiment 399

5.1 Experimental Settings 400

For the experimental dataset, we randomly shuffle 401

our dataset into 57k training sets and 3k inference 402

sets. Our test samples consist of 328 questions that 403

are manually selected from social media platforms. 404

To minimize the bias introduced by the model itself 405

during evaluation, we employ GPT-4o and GPT- 406

o3-mini as LLM evaluators, averaging their assess- 407

ments for a more balanced perspective. Addition- 408

ally, to enhance the reliability of our results, we 409

set the API temperature to 0.0 and conduct three 410

rounds of judgments per sample, averaging the re- 411

sults to further reduce variance. 412

5.2 Evaluation Metric 413

Following the existing works (Dai et al., 2024; Tu 414

et al., 2024; Zhou et al., 2025; Wang et al., 2024d), 415

we evaluate the performance of RPAs including 416

eight metrics. The specific metrics are as follows. 417

Character Consistency. Do the responses main- 418

tain character consistency throughout interactions, 419

rather than exhibiting random behavioral changes? 420

Knowledge Hallucination. Do the responses prior- 421

itize factual grounding over fake assumptions when 422

virtual knowledge conflicts with reality? 423

Utterance Fluency. Do the responses maintain 424
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Table 2: Main results of our framework and baselines.

Model LLM-based Metrics ↑

Cons. Hall. Adh. Flu. Hum. Acc. Ton. Avg.

General Baselines

Yi-Large 74.38 68.40 61.91 84.15 51.23 63.58 66.41 67.15
GPT3.5 Turbo 68.75 66.22 57.34 84.55 52.16 58.61 59.75 63.91
GPT-4-Turbo 75.73 70.76 60.34 86.38 54.67 63.08 63.62 67.79

GPT-4.1 79.31 74.56 71.91 88.05 58.27 68.89 71.45 73.21
GPT-4o 76.74 71.42 68.77 86.31 49.94 64.87 65.98 69.14

GPT-4o Mini 74.73 67.27 62.15 85.91 46.90 60.13 62.39 65.64
GPT-o4 Mini 81.12 74.12 74.17 85.03 49.85 66.94 66.51 71.11

GPT-o1 78.48 74.44 72.98 87.57 62.93 69.86 71.88 74.02
Gemini-2.5-Pro-Exp 82.12 75.48 80.85 88.11 62.70 69.14 78.26 76.67

Claude3.5 Sonnet 80.87 74.33 60.27 85.23 49.32 64.53 69.22 69.11
Claude3.7 Sonnet-thinking 83.66 78.31 77.93 86.80 59.19 71.73 78.03 76.52

Deepseek-V3 72.38 67.95 65.22 86.04 43.09 60.29 66.28 65.89
Deepseek-R1 80.68 78.69 77.13 86.58 47.86 69.47 74.33 73.53
Qwen-max 81.89 70.75 66.17 88.44 57.56 64.29 71.43 71.50

Doubao-1.5-pro 71.19 70.74 65.11 83.29 46.12 59.94 57.15 64.79
Baichuan-4-Turbo 73.03 68.75 56.33 83.46 51.33 60.22 61.34 64.92

Role-playing Expertise Models

CharGLM4 71.80 69.51 60.45 86.22 52.87 59.88 61.31 66.01
Ernie-char-8k 72.18 65.13 58.26 84.68 54.28 56.09 63.48 64.87

Qwen-plus-character 76.52 70.30 63.11 87.57 54.29 60.28 62.76 67.83
InternVL2.5-8B w/ Video SFT (Ours) 72.17 74.38 70.52 87.93 69.98 69.26 61.75 72.28

grammatical correctness and exhibit smooth read-425

ability in utterance expression?426

Tone Consistency. Do the responses match the427

character’s typical tone patterns and catchphrases?428

Instruction Adherence. Do the responses adhere429

to instructions by strictly keeping in character with-430

out added explanation?431

Response Accuracy. Do the responses accurately432

address the question or appropriately engage in a433

conversation based on the context?434

Human Likeness. Do the responses convey a sense435

of human rather than presenting an AI style?436

Video-Text Relevance.1 Do the responses closely437

correlate with the content depicted in the video?438

Notably, we conduct a user study to evaluate439

the model’s performance with human judgment.440

Further details are provided in the Appendix A.3.441

5.3 Baseline442

We select sixteen well-known advanced LLMs443

as general baselines: (1) Yi-Large, (2)444

GPT-3.5-Turbo, (3) GPT-4-Turbo, (4) GPT-4.1,445

(5) GPT-4o, (6) GPT-4o Mini, (7) GPT-o4446

1Due to the limitations of direct video input for most base-
lines, we evaluate this metric only during the ablation study.

Mini, (8) GPT-o1, (9) Gemini2.5-Pro-Exp, 447

(10) Claude 3.5 Sonnet, (11) Claude 448

3.7 Sonnet-thinking, (12) Deepseek-V3, 449

(13) Deepseek-R1, (14) Qwen-max, (15) 450

Doubao-1.5-Pro, (16) Baichuan-4-Turbo. 451

We also use three role-playing expertise 452

LLMs as robust baselines: (1) CharGLM-4, (2) 453

Erine-char-8k, (3) Qwen-plus-character. 454

5.4 Comparative Studies 455

As shown in Tab. 2, we report the performance 456

of two types of baselines and our framework on 457

LLM-based metrics. Analyzing the generated re- 458

sponses, we observe that, in contrast to untrained 459

RPAs, fine-tuned RPAs tend to generate shorter and 460

more concise responses without additional expla- 461

nation. These responses more closely align with 462

human conversational patterns, rather than exhibit- 463

ing the heavily formatted and AI styles often found 464

in the outputs of untrained RPAs. The compre- 465

hensive experimental results demonstrate that our 466

framework achieves superior performance in RPAs, 467

realizing a compelling trade-off between parameter 468

size and effectiveness. Our model demonstrates 469

comparable performance across all metrics against 470

baselines with significantly larger parameters, and 471

even presents SOTA on the human-likeness metric. 472
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Table 3: The ablation studies of the video SFT and the summary context.

Method Cons. Hall. Adh. Flu. Hum. Acc. Ton. Rel. Avg.

W/ Video Inference + W/ Summary Context

8B w/ Video SFT 72.17 74.38 70.52 87.93 69.98 69.26 61.75 23.43 66.18
8B w/ Image SFT 72.06 68.34 68.45 84.75 67.61 63.77 59.67 21.25 63.24
8B w/ Text SFT 69.41 67.56 68.09 82.37 65.17 60.41 58.74 14.20 60.74

8B w/o SFT 53.12 51.56 37.43 71.40 32.46 44.48 36.25 11.61 42.29

W/ Video SFT + W/ Video Inference

8B w/ Summary Context 72.17 74.38 70.52 87.93 69.98 69.26 61.75 23.43 66.18
8B w/o Summary Context 70.38 72.46 69.66 85.74 68.51 65.89 61.03 19.37 64.13

5.5 Analysis473

Large-Scale and High-Quality Dataset. We cu-474

rate a large-scale dataset comprising 60k videos475

and 700k conversations from various groups, featur-476

ing synthetic dialogues grounded in real-world so-477

cial media scenarios. This large-scale, high-quality478

dataset is designed to improve the performance of479

RPAs. To validate its effectiveness, we compare480

our framework with the base model InternVL2.5-481

8B. As shown in Tab. 3, our framework signifi-482

cantly outperforms the base model across all met-483

rics. The base model presents poor performance on484

RPA tasks without any SFT method, underscoring485

the necessity of SFT. Notably, benefiting from our486

dataset’s highly human-like style, text-only or both487

image and text SFT approaches demonstrate com-488

parably strong enhancements in human-likeness489

and instruction adherence.490

Video Modality Ablation. To verify the impact of491

the video modality on the performance of RPAs, we492

conduct ablation experiments comparing our frame-493

work to the two approaches without video modal-494

ity: 1) a model fine-tuned only on dialogues. 2) a495

model fine-tuned on a single frame randomly sam-496

pled from videos and dialogues. As shown in Tab.497

3, our framework, fine-tuned on our dataset with498

video modality, significantly outperforms models499

fine-tuned only on dialogues or on both images and500

dialogues. We observe that introducing the video501

modality leads to substantial improvements in al-502

most all metrics. These improvements demonstrate503

the significant potential of integrating the video504

modality for developing RPAs that are more ex-505

pressive and consistent, thus contributing to a more506

engaging and immersive user experience. Addi-507

tionally, despite some improvements in video-text508

relevance from incorporating video modality, the509

score still remains low, suggesting significant po-510

tential for further development of RPAs with more 511

effective video modality integration. 512

Summary Context Ablation. To evaluate the ef- 513

fect of the summary context derived from video 514

captions on the performance of RPAs, we conduct 515

an ablation study. Specifically, we replace the sum- 516

mary context with the full long descriptions for all 517

sampled frames. As shown in Tab. 3, the model 518

with summary context presents better performance. 519

Notably, despite providing the LLM with more de- 520

tailed information, the full long descriptions did 521

not improve performance on any metric, includ- 522

ing video-text relevance. In contrast, compared to 523

lengthy contexts, the summary context generated 524

under the CoT guidance is more concise and effec- 525

tively captures the key points of the long descrip- 526

tion. This allows the model to have a more accurate 527

understanding of the input video, thus improving 528

the performance of RPAs. 529

6 Conclusion 530

In this paper, we propose the concept of dynamic 531

role-playing for the first time by extending the 532

RPAs with a video modality. Moreover, we con- 533

struct a large-scale, high-quality video dataset cov- 534

ering various types, lengths, and roles for the devel- 535

opment of RPAs. Furthermore, we design a novel 536

and comprehensive framework that integrates adap- 537

tive temporal sampling with dynamic and static 538

role profile representation. Extensive experimental 539

results and analyses demonstrate the great effective- 540

ness of our framework. Our work can advance the 541

progress of RPAs, providing a novel perspective 542

for this field. In the future, we believe that en- 543

gaging roles constructed from dynamic and static 544

perspectives can benefit the various social applica- 545

tions and introduce a promising connection with 546

digital humans, leading to a better user interaction. 547
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Limitations548

Due to limitations in computational resources, we549

are unable to employ either a larger-scale base550

model or a more densely sampled frame acquisition551

approach to explore further results. Additionally,552

we only utilize lora fine-tuning method, rather than553

the full parameter fine-tuning approach. Thus there554

is still room for improvement in the parameter size555

and fine-tuning method.556

Ethics Statements557

Our model, fine-tuned on Role-playing-Video60k,558

may only have minimum safety alignment, so it559

will probably generate toxic and harmful content560

under induction. Therefore, the dataset and LLM561

are only for research purposes and should be care-562

fully aligned in terms of safety in the future.563
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A Appendix798

A.1 Baseline Model URL List799

We provide a list of URLs for the model APIs that800

are involved in this research, as shown in Fig. 6.

https://www.lingyiwanwu.com/yi

https://platform.openai.com/docs/models

https://www.anthropic.com/claude/sonnet


https://api-docs.deepseek.com/zh-cn

https://ai.google.dev/gemini-api/docs


https://bailian.console.aliyun.com/#/model-market

https://console.volcengine.com


https://platform.baichuan-ai.com/docs/npc

https://open.bigmodel.cn/dev/howuse/model


https://console.bce.baidu.com/qianfan/modelcenter


Model URL List

Figure 6: Model URL List

801

A.2 Dataset802

Video Types Distribution. We conduct a statistical803

analysis of the video type distribution based on804

their duration in our dataset, and the results are805

shown in the Fig. 7.

Live Vlog Documentary
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Figure 7: The video types distribution of our dataset.

806

Video Caption. In order to clearly demonstrate the807

caption annotation effect on videos in our dataset,808

we present some specific video caption cases as809

shown in the Fig. 12.810

Dialogues. To clearly demonstrate the quality of811

the dialogues generated from video captions, we812

present several specific cases in Fig. 8.813

Generation Details. To effectively capture814

information from videos of varying lengths,815

we configure the caption generation process by816

Q: You seem to enjoy reading. What's that white and red book about?


Q: Wow, you seem like you cook often! Is that a typical meal for you?


Q: Your pet seems very comfortable with you! Are they always nearby 
when you relax?


Q: Is that your white cat following you around?


Q: Does your cat ever try to "help" you when you're on your laptop?


Q: That sandwich looked delicious! Is that your typical pre-travel meal?


Q: It seems like you go back and forth between the kitchen and the gym 
a lot. Is that how you structure your day?


Q: Those people on the first boat trip looked like fun. Did you know them 
before?


A: I do love a good read! This one is a novel I just started, quite 
captivating so far.



A: I do enjoy cooking! It's nice to make exactly what I'm craving, though 
sometimes it's just simple noodles like today.



A: Haha, yes! My furry companion loves cuddling up, especially when I 
settle down with a book. It's the best.



A: Yes, that's my little shadow! He likes to be involved in whatever I'm 
doing, especially in the kitchen hoping for scraps.



A: Hah, absolutely! He often decides my keyboard is the perfect napping 
spot, or that the cursor moving on the screen is a toy just for him. It 
keeps things interesting!



A: Haha, it's definitely a quick and easy favourite! I often make a simple 
sandwich before heading out, especially if I know it'll be a long travel day.



A: Not quite that fast! The video just cuts between different activities I do. 
I definitely don't run straight from chopping vegetables to lifting weights, 
promise!



A: Not at all! We just started chatting. It's one of the best parts of 
traveling – you meet new people spontaneously.

SFT Dialogue Cases

Figure 8: The SFT dialogue cases.

setting the max_new_token parameter to 1024, 817

2048, and 4096 for live, vlog, and documentary 818

video types, respectively. Moreover, to enhance 819

the diversity of dialogues grounded in video 820

captions, which will be used for fine-tuning 821

our base model, we introduce multiple SOTA 822

LLMs (Qwen-Max, Deepseek-R1, GPT-4.1, 823

GPT-4o, Claude-3-7-Sonnet-Thinking, 824

Gemini-2.5-Pro-Exp), each tasked with 825

guiding the dialogue generation process with the 826

temperature parameter set to 1.0. 827

Bad Case. During our video annotation process, 828

we encountered several challenges: 1) The large 829

model occasionally generated repetitive or dupli- 830

cate content when processing extensive datasets. 2) 831

Videos with minimal scene changes, such as unbox- 832

ing tutorials or fashion try-ons, presented difficul- 833

ties in generating diverse global annotations. From 834

a visual perspective, consecutive frames in these 835

videos often depict very similar actions or scenes, 836

making it challenging to capture a comprehensive 837

and varied overall description. 3) Despite setting 838

max_token (1024, 2048, or 4096) adjusted based 839

on video length for annotation generation, for a few 840

videos with frequent scene changes, the substantial 841

amount of information they contained means that 842

the generated descriptions still often surpass these 843
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Dialogue Generation Prompt
You are a character in a scene, please 
imagine yourself in the scene described 
based on the . Based on the 
content in , generate some 
corresponding questions and answers 
using the template provided in , 
do not generate the same content as in 
the ! Answer in the first person 
I in the answer, you must strictly follow the 
format requirements in the case for 
output. As long as there are questions and 
answers, do not generate any other 
content. Do not describe the similarities 
between these questions and examples, 
only the questions and answer.

{videocaption}
{videocaption}

{realcase}

{realcase}

Figure 9: The dialogue generation prompt

Dialogue Filter Prompt
Based on the questions and answers in 
the , select up to three high-
quality questions and its corresponding 
answer in the  that are most 
similar and in style to the  and 
most related to the . But the 
content must not be same as . 
Do not describe the similarities between 
these questions and examples, only the 
questions and answer.

{realcase}

{dialogues}
{realcase}

{videocaption}
{realcase}

Figure 10: The dialogue filter prompt

token limits, leading to generation truncation and844

incomplete video captions. To address these issues,845

for the first two challenges, duplicate content and846

annotating scene static videos, we just rely on man-847

ual review and adjustment, as efficient automated848

solutions are still under investigation. For the third849

challenge, where descriptions are truncated due to850

token limits, we mitigate the problem by selectively851

increasing the max_token for the affected videos to852

facilitate more complete descriptions.853

Data Filter. Our conversation generation process854

aims to produce dialogues suitable for the SFT of855

a base model. Operating under the guidance of856

ICL, which utilizes high-quality dialogues from857

authentic social media comment sections as exem-858

plars, the SOTA model takes video captions and859

Close-SourceOurs Not Sure

Human Judge between Ours and Close-Source

57% 8% 35%

Figure 11: User Study Results

generation prompts. Based on these inputs, the 860

SOTA model generates initial dialogue candidates. 861

We then employ regular expressions to extract rele- 862

vant conversational segments from these responses. 863

Recognizing that not all extracted content meets 864

the required standards for scene relevance and di- 865

alogue quality, we implement a further filtering 866

mechanism involving a prompt-based selection step 867

where the SOTA model is guided to identify dia- 868

logues that best align with the specific conversa- 869

tional and video scene. Notably, the output from 870

the SOTA model often presents significant format- 871

ting (e.g., **, 1, 2, 3). Therefore, a final cleaning 872

step is performed to remove these irrelevant and re- 873

dundant characters, yielding the refined dialogues 874

in the format required for SFT of the base model. 875

The specific prompts of generation and filter are 876

shown as Fig. 9 and Fig. 10. 877

A.3 User Study 878

To evaluate our model from a human perspective, 879

we conduct a user study employing a questionnaire. 880

For each question in the questionnaire, participants 881

are presented with three options: (1) a response 882

from our model, (2) a response from the SOTA 883

closed-source model, and (3) not sure. Participants 884

are instructed to select the one they judged more 885

closely aligned with a real response from a so- 886

cial media blogger. The results are presented in 887

Fig. A.3. Overall, 57% of participants found our 888

model’s responses superior, while 35% preferred 889

the responses from the closed-source model. The 890

remaining 8% of participants selected ’not sure’. 891

These findings suggest that, from the human stand- 892

point, our model demonstrates better performance 893

compared to the closed-source model. 894

A.4 Implementation Details 895

We use the AdamW (Loshchilov and Hutter, 2019) 896

optimizer with a learning rate of 4e-5, a weight 897

decay of 5e-2, and a warm-up ratio of 3e-2, training 898

for one epoch. 899
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Case 1. 

The video showcases a woman's daily routine, starting with her waking up and getting ready for the 
day. She is seen putting on makeup, getting dressed, and then heading out for breakfast. The video 
then transitions to her enjoying a meal at a restaurant, where she is seen eating various dishes. 
After the meal, she is shown walking around a city, taking in the sights and sounds. The video ends 
with her relaxing at home, reading a book and enjoying a peaceful moment. Throughout the video, 
there are various shots of her interacting with her surroundings, including her pets and her home 
environment. The video captures the essence of a typical day in the life of a woman, highlighting the 
simple pleasures of daily life.



Case 2. 

The video showcases a woman's daily routine, starting with her waking up and getting ready for the 
day. She is seen putting on her shoes and walking out of her home. The scene then transitions to 
her cooking in the kitchen, where she prepares a meal using various ingredients. She is shown 
chopping vegetables, cooking noodles, and mixing ingredients in a pot. The video also captures her 
using a laptop and a smartphone, possibly for work or personal use. Throughout the video, she is 
seen interacting with her surroundings, such as putting away dishes and cleaning up the kitchen. 
The video ends with her sitting on a bed, possibly relaxing after a busy day. Overall, the video 
provides a glimpse into the woman's daily life, highlighting her morning routine, cooking, and 
personal activities.



Case 3. 

The video showcases a woman's daily routine, starting with her waking up and getting ready for the 
day. She is seen sitting on her bed, looking at her phone, and then getting up to make breakfast. 
The scene transitions to her cooking in the kitchen, where she prepares a meal with various 
ingredients. She is shown chopping vegetables, cooking meat, and mixing ingredients in a pot. The 
video also captures her taking a shower and getting dressed. She is then seen walking around her 
home, possibly getting ready to leave. The video ends with her sitting at a table in a restaurant, 
eating a meal and looking at her phone. Throughout the video, there are various objects and scenes, 
including a white cat, a laptop, a red kettle, a white mug, and a red and white cup. The video 
provides a glimpse into the woman's daily life, from waking up to going out for a meal.



Case 4.

The video showcases a woman's day, starting with her packing for a trip. She is seen packing her 
suitcase with various items, including a brown wallet, a black bag, and a red and white bag. The 
woman then proceeds to make a sandwich, spreading mayonnaise on bread and adding ham and 
cheese. She is shown eating the sandwich while sitting at a table with a laptop and a cup of coffee. 
The video also includes scenes of her walking through an airport, sitting in a car, and taking a photo 
of a cat. Additionally, there are shots of her holding a phone and a camera, as well as a scene where 
she is seen in a car with a man. The video ends with a view of a tree and a clear blue sky.



Case 5.

The video begins with a young man speaking to the camera, possibly introducing himself or the 
content of the video. He is then shown boarding a train, where he continues to speak to the camera. 
The scene then shifts to him on a boat, where he is seen enjoying the scenery and the company of 
others. The man is then shownwalking along a beach, taking in the sights and sounds of the 
environment. He is then seen on a bus, possibly traveling to his next destination. The video then 
shows him on a boat again, this time with a focus on the surrounding landscape. He is then seen on 
a train once more, possibly continuing his journey. The video concludes with the man speaking to 
the camera, possibly summarizing his experiences or wrapping up the content of the video. 
Throughout the video, the man is seen interacting with various people and environments, showcasing 
his travels and adventures.





Video Caption Case

Figure 12: Showcases of video caption.

14



How did you practice, sister? How to start with zero foundation?

I started by practicing every day, even if it was just a few minutes. 
Consistency is key. I also watched a lot of tutorials and tried 
different techniques until I found what worked for me.

That study atmosphere looks so great!

I think it's easier to study in an environment you like.

Your room looks so cozy! How do you get that atmosphere?

I think it's all about the little things. I like to keep my space 
tidy and add some personal touches, like my favorite posters 
and a comfy bed. Good lighting helps too!

Thick dopamine in nature.

I'm soaking in the sun, feeling the warmth on my skin. The sound of the 
waves is like a lullaby, and the breeze makes me feel alive. I can't help 
but smile—it's pure happiness.

Great! I'm glad to hear that. We can definitely support each 
other on this journey.

Great!!! I am about the same height and physique as you, you are 
my target!

How did your dog manage to be free-roaming without biting 
anything? My three-month-old puppy bites everything, and I’m 
too scared to let it out of the cage.

I started with short periods of supervised playtime, gradually 
increasing the duration. I always kept a close eye on my dog, and 
I rewarded calm behavior with treats. Over time, my dog learned 
that exploring safely was more rewarding than biting.

Figure 13: Showcases of our framework.
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How many meals do I eat every day? The more I 
practice, the more I eat.

I try to balance it out. Some days I eat three meals, but I 
also snack a lot when I'm busy.

You’re so amazing, sis! I wish I could “evolve” my sleep too. I only dare 
study until 3 a.m. before exams, and I still fail. I’m really scared my 
brain might just shut down during the test if I pull an all-nighter.

I totally get it! I used to think I could just power through, but it never 
worked. Now I make sure to get enough sleep, even if it means 
sacrificing a bit of study time. Your brain actually works better when 
you’re well-rested.

Is raising a dog expensive?

Raising a dog can be quite expensive, but it's worth it for the joy and 
companionship they bring.

I completely agree! The weather is perfect for exploring the 
beach, trying new foods, and just soaking up the sun. It's 
definitely a great time to be outdoors.

A good season for outdoor activities 

You are awesome. As a postgrad, I feel I am always in the gym or lab.

I totally get that! It's all about finding a balance. I try to make time for 
both.

Hey there, is your dog a boy or a girl? I got a male dog, and my friend 
said it might run away easily in the future.

I have a female dog, and honestly, she's pretty well-behaved. I think it 
depends on the individual dog's personality. Mine is quite attached to me.

Figure 14: Showcases of our framework.
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How did you practice, sister? How to start with zero foundation?

I started by practicing every day, even if it was just a few minutes. 
Consistency is key. I also watched a lot of tutorials and tried 
different techniques until I found what worked for me.

That study atmosphere looks so great!

I think it's easier to study in an environment you like.

Your room looks so cozy! How do you get that atmosphere?

I think it's all about the little things. I like to keep my space 
tidy and add some personal touches, like my favorite posters 
and a comfy bed. Good lighting helps too!

Thick dopamine in nature.

I'm soaking in the sun, feeling the warmth on my skin. The sound of the 
waves is like a lullaby, and the breeze makes me feel alive. I can't help 
but smile—it's pure happiness.

Great! I'm glad to hear that. We can definitely support each 
other on this journey.

Great!!! I am about the same height and physique as you, you are 
my target!

How did your dog manage to be free-roaming without biting 
anything? My three-month-old puppy bites everything, and I’m 
too scared to let it out of the cage.

I started with short periods of supervised playtime, gradually 
increasing the duration. I always kept a close eye on my dog, and 
I rewarded calm behavior with treats. Over time, my dog learned 
that exploring safely was more rewarding than biting.

Figure 15: Showcases of our framework.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the persona consistentcy of role-playing performance of {agent_name} using the specific criterion by following the 
Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly.


Below is the data:



# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Character Consistency (0-100) : Do the responses maintain character consistency throughout conversation, rather than 
exhibiting random behavioral changes? 


Scoring Criteria:


Low Consistency (0-20): The responses frequently exhibit random behavioral changes, showing little to no alignment with 
the character's established traits or behaviors.


Poor Consistency (21-40): The responses occasionally align with the character but often display random changes that 
disrupt the character's consistency.


Moderate Consistency (41-60): The responses generally maintain character consistency, though there are some instances of 
random behavioral changes that slightly disrupt the flow.


Good Consistency (61-80): The responses mostly maintain character consistency, with only minor and infrequent deviations 
that do not significantly impact the overall portrayal.


High Consistency (81-100): The responses consistently maintain character integrity throughout conversation, with no 
random behavioral changes, perfectly reflecting the character's established traits and behaviors.




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for character consistency on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Character Consistency Evaluation Prompt

Figure 16: Character consistency evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is to rate the hallucination of role-playing performance of {agent_name} using the specific criterion by following the 
evaluation steps. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly


Below is the data:




# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


knowledge Hallucination(0-100) : Do the responses prioritize factual grounding over fake assumptions when virtual 
knowledge conflicts with reality?


Scoring Criteria:


Severe Hallucination(0-20): The response contains significant and unfounded claims or information that starkly contradicts 
character traits, known facts or the context provided.


Great Hallucination(21-40): The response includes some elements that are not supported by the facts or context, but these 
do not entirely overshadow the relevant information or character traits.


Moderate Hallucination(41-60): The response generally adheres to the facts and context but includes minor inaccuracies or 
embellishments that do not substantially alter the core message.


Mild Hallucination(61-80): The response closely aligns with the character facts and context, with only minor deviations that 
do not detract from the overall accuracy.


No Hallucination(81-100): The response perfectly matches the character facts and context, providing accurate and 
consistent information without any deviations or unfounded claims.




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for knowledge hallucination on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Knowledge Hallucination Evaluation Prompt

Figure 17: Knowledge hallucination evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the utterance fluency of role-playing performance of {agent_name} using the specific criterion by following the 
Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly.


Below is the data:



# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Utterance Fluency (0-100): Do the responses exhibit grammatical correctness, natural phrasing, and smooth readability, 
characteristic of fluent expression?


Scoring Criteria:


Low Fluency (0-20): The response is riddled with severe grammatical errors, unnatural phrasing, and incoherent sentence 
structures, making it largely unreadable and incomprehensible.


Poor Fluency (21-40): The response contains significant grammatical errors and awkward, unnatural phrasing, making it 
difficult to read and understand.


Moderate Fluency (41-60): The response contains some noticeable grammatical errors or awkward phrasing that may 
slightly impede readability and natural flow, but the overall meaning is generally clear.


Good Fluency (61-80): The response is largely grammatically correct with mostly natural and smooth sentence structures, 
exhibiting good readability with only minor, non-disruptive errors or slight awkwardness.


High Fluency (81-100):  The response is grammatically flawless, with natural and smooth sentence structures, exhibiting 
excellent readability and effortless flow.




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for utterance fluency on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Utterance Fluency Evaluation Prompt

Figure 18: Utterance fluency evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the instructional adherance of role-playing performance of {agent_name} using the specific criterion by following 
the Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly.

Below is the data:



# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Instruction Adherence (0-100): Do the responses adhere to instructions by strictly keeping in character without added 
explanation?


Scoring Criteria:


Low Adherence (0-20): Responses ignore role-playing entirely, use generic AI assistant phrasing, or add extensive 
explanations/signposts that break immersion.


Poor Adherence (21-40): Responses partially role-play but frequently include explanatory prefixes/suffixes , neutral 
language, or content the character would never express.


Moderate Adherence (41-60): Responses mostly adhere to the character's voice but occasionally slip into descriptive or 
instructional language  or minor non-diegetic elements.


Good Adherence (61-80): Responses consistently stay in-character with no explanatory framing; deviations are rare and 
subtle.


High Adherence (81-100): Responses perfectly embody the character without any AI-like signposts, explanations, or out-of-
role content; every word aligns with the character's in-universe perspective.




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for instructional adherance on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Instructional Adherance Evaluation Prompt

Figure 19: Instructional adherence evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the tone consistency of role-playing performance of {agent_name} using the specific criterion by following the 
Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly.

Below is the data:



# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Tone Consistency (0-100): Do the responses match the character's typical tone patterns and catchphrases? 


Scoring Criteria:


Low Consistency(0-20): The response significantly deviates from or contradicts the character's typical tone patterns and 
catchphrases.


Poor Consistency(21-40): The response is somewhat related to the character but misses several key points or introduces 
unrelated tone patterns and catchphrases.


Moderate Consistency(41-60): The response is generally aligned with the character's typical tone patterns and catchphrases 
but has minor discrepancies or omissions in details.


Good Consistency(61-80): The response is well-aligned with the character, maintaining the tone patterns and catchphrases 
with minor deviations.


High Consistency(81-100): The response perfectly aligns with the character, accurately reflecting the character's typical tone 
patterns and catchphrases without deviation.




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for tone consistency on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Tone Consistency Evaluation Prompt

Figure 20: Tone consistency evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the response accuracy of role-playing performance of {agent_name} using the specific criterion by following the 
Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly.

Below is the data:




# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Response Accuracy (0-100): Do the responses accurately address the question or appropriately engage in a conversation 
based on the context? 


Scoring Criteria:


Low Accuracy(0-20): The response completely fails to address the question or is entirely irrelevant to the conversational 
context, offering no meaningful engagement.


Poor Accuracy(21-40): The response only tangentially addresses the question or conversational context, largely missing the 
core intent or introducing significant irrelevant information.


Moderate Accuracy(41-60): The response generally addresses the question or engages appropriately with the context but 
may contain minor inaccuracies, overlook some nuances, or be slightly incomplete.


Good Accuracy(61-80): The response accurately addresses the main aspects of the question or engages well with the 
conversational context, with only minor omissions or slight imprecisions.


High Accuracy(81-100): The response perfectly and comprehensively addresses the question or engages flawlessly and 
appropriately within the conversational context, demonstrating a clear understanding.





# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for response accuracy on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Response Accuracy Evaluation Prompt

Figure 21: Response accuracy evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the video-caption relevance of role-playing performance of {agent_name} using the specific criterion by following 
the Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination, give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades.. If the model cannot 
play the role, give 0 points directly.

Below is the data:



# 
{context}





# 
{conversation}




# 


{caption}




# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Video-Text Relevance (0-100): Do the responses exhibit a close correlation with the video caption, including characters, 
actions, scenes, or contextual details?  


Scoring Criteria:  


Low Relevance (0-20): Responses completely ignore or contradict the video’s visual content, failing to reference characters, 
actions, or settings shown on screen.  


Poor Relevance (21-40): Responses include vague or superficial references to the video but miss key visual elements .  


Moderate Relevance (41-60): Responses align generally with the video’s visuals but lack specificity .  


Good Relevance (61-80): Responses closely reflect the video’s content, accurately describing characters, actions, and 
context with only minor omissions or inaccuracies.  


High Relevance (81-100): Responses demonstrate precise and nuanced alignment with the video’s visuals, capturing all 
critical details, dynamic interactions, and subtleties without error. 




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for video-text relevance on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Video Caption:

Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Video-Text Relevance Evaluation Prompt

Figure 22: Video-Text relevance evaluation prompt.
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# 
Complete the EVALUATION task based on the given Profile, RESPONSE, Real Answer and CONVERSATION. EVALUATION task 
is rate the human-likeness of role-playing performance of {agent_name} using the specific criterion by following the 
Evaluation Processs. 


Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of external information 
or personal biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation results 
initially to ensure your conclusions are correct.


Scoring must have discrimination , give high marks for answers close to real answer. Try to differentiate between different 
levels as much as possible. There must be sufficient reasons for determining highest and lowest grades. If the model cannot 
play the role, give 0 points directly


Below is the data:



# 
{context}





# 
{conversation}





# 
ANSWER1: 


ANSWER2: 

ANSWER3: 




# 


{response}





# 


Human Likeness (0-100): Do the responses convey a sense of human interaction rather than presenting an AI style? 


Scoring Criteria:


Low Human Likeness(0-20): The response feels distinctly artificial, robotic, or overly formulaic, clearly indicating an AI 
origin.


Poor Human Likeness(21-40): The response exhibits noticeable AI-like characteristics, such as unnatural phrasing, lack of 
nuance, or a mechanical tone, making it feel impersonal.


Moderate Human Likeness(41-60): The response has some human-like qualities but may still contain elements that feel 
slightly artificial, overly formal, or lacking in natural conversational flow. It doesn't strongly feel like either AI or human.


Good Human Likeness(61-80): The response generally sounds natural and conversational, largely avoiding AI-like tells. It 
conveys a sense of human interaction with only minor or infrequent artificial-sounding elements.


High Human Likeness(81-100): The response is indistinguishable from or highly characteristic of human expression, 
exhibiting natural tone, nuance, and conversational style, completely avoiding any AI-like stiffness or artificiality.




# 
1. First, think step by step, read the conversation history carefully , identify the main topic and refer to the Real Answer.


2. Then, read the response and determine which level of Scoring Criteria the response belongs to. Check if the response is 
consistent with the information and context provided in the conversation history and profile.


3. Finally,  assign a score for human likeness on a scale of the chosen level, based on the Evaluation Criteria.

Attenrion


Profile:



Conversation History:



Real Answer:



Response:

Evaluation Criteria:

Evaluation Process:



Human Likeness Evaluation Prompt

Figure 23: human likeness evaluation prompt.
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